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Message from the General Chair

Welcome to Jeju Island — where ACL makes a return to Asial

As General Chair, | am indeed honored to pen the first wordsGif 2012

proceedings. In the past year, research in computatiorglitics has con-
tinued to thrive across Asia and all over the world. On thisasion, | share
with you the excitement of our community as we gather agaouatannual
meeting. On behalf of the organizing team, it is my greatgleato welcome
you to Jeju Island and ACL 2012.

In 2012, ACL turns 50. | feel privileged to chair the confererthat marks
such an important milestone for our community. We have pexpapecial
programs to commemorate the 50th anniversary, includiegigtovering 50
Years of Discovery’, a main conference workshop chaire®afael Banchs
with a program on ‘the People, the Contents, and the Anthylednich rec-

ollects some of the great moments in ACL history, and ‘ACLBAhniver-

sary Lectures’ biark Johnson, Aravind K. Joshi and a Lifetime Achieve-
ment Award Recipient.

A large number of people have worked hard to bring this anmuéting

to fruition. It has been an unforgettable experience fomgmee involved.

My deepest thanks go to the authors, reviewers, voluntparscipants, and
all members and chairs of the organizing committees. It ig participation

that makes a difference.

Program ChairsChin-Yew Lin andMiles Osborne, deserve our gratitude
for putting an immense amount of work to ensure that eache®#0 sub-
missions was taken care of. They put together a superb twadhmiogram
like nobody else. Publication Chairslaggie Li and Michael White, ex-
tended the publishing tools to take care of every detail amdpsled all the
books within an impossible schedule. Tutorial ChMichael Strube, put
together six tutorials that you can never miss. Workshopir€hslassimo
PoesioandSatoshi Sekineworking with their EACL and NAACL counter-
parts, selected 11 quality workshops, many of which are rtioas in their
popular workshop series. Demo Chatin Zhang, started a novel review
process and selected 29 quality system demos. Faculty émylsentaro
Inui, Greg Kondrak, andYang Liu, and Student Chairgdackie Cheung
Jun Hatori, Carlos HenriquezandAnn Irvine , assembled an excellent pro-
gram for the Student Research Workshop with 12 acceptedgabkentor-
ing Chair,Joyce Chaj coordinated the mentorship of 13 papers. Publicity
Chairs,Jung-jae Kim andYoungjoong Ko, developed the website, newslet-
ters, and conference handbook that kept us updated allntige fExhibition
Chair,Byeongchang Kim coordinated more than 10 exhibitors with a strong




Message from the General Chair

industry presence. All the events are now brought to us anldignd by the
Local Arrangements Chair§ary Lee andJong Park, and their team. | can
never thank them enough for all the preparations they hadertehost us in
such a spectacular place!

I would like to express my gratitude and appreciatioKéwin Knight , Chair
of the ACL Conference Coordination Committd@sagomir Radev, ACL
Secretary, andPriscilla Rasmussen ACL Business Manager, for their ad-
vice and guidance throughout the process.

The financial sponsors generously supported ACL 2012 in aamghul way
despite a challenging economic outlook. We are honoredve Baidu as
the Platinum Sponsor, Elsevier and Google as Gold Sponbticspsoft,
KAIST and SK as Sliver Sponsors, 7 Bronze Sponsors, and 3 d3tgrp.
The Donald and Betty Walker Student Scholarship Fund andrABedera-
tion of Natural Language Processing have supported ouesttichvel grants.
The sponsorship program was made possible by the ACL spshiparom-
mittee: Eiichiro Sumita, Haifeng Wang, Michael Gamon, Patrick Pantel,
Massimiliano Ciaramita, andldan Szpektor.

Finally, 1 do hope that you have an enjoyable and productive ton Jeju
Island, and that you will leave with fond memories of ACL'stB®nniver-
sary. With my best wishes for a successful conference!

Haizhou Li
Institute for Infocomm Research
ACL 2012 General Chair




Message from the Program Committee Co-Chairs

This year we received 571 valid long paper submissions afdsB6rt pa-
per submissions. 19% of the long papers and 20% of the shperpavere
accepted. As usual, some are presented orally and some tasspogaking
unigram counts from accepted long paper titles, and iggdtinction words,
the most popular word were:

entity 5
evaluation 5
hierarchical 5
information 5
joint 5
syntactic 5
topic 5
discriminative 6
lexical 6
statistical 6
chinese 7
dependency 7
machine 8
modeling 8
models 8
language 10
word 10
parsing 11
model 12
learning 14
translation 15

Some areas have grown over time and some have diminished.mobke
popular area for submissions (as expected) was Machineslatam. We
promoted Social Media as a new area.

Twenty nine Area Chairs worked with 665 reviewers, prodgci830 long
paper reviews and 1187 short paper reviews. Everythingrartight sched-
ule and there were no slippages. This would not have beeibmgsgthout

our wonderful and diligent Area Chairs and Reviewers. Tlsank

We are delighted to have two keynote speakers, both of whemexy well
known to the language community: Aravind Joshi and Mark $ohn They
will give coordinated talks addressing the 50th ACL anrseey: “Remem-
brance of ACLs past” and “Computational linguistics: Whdoewe go from
here?” The ACL Lifetime Achievement Award will be announaedthe last
day of the conference.




Message from the Program Committee Co-Chairs

Of the many papers, we selected two as being outstanding:

Bayesian Symbol-Refined Tree Substitution Grammars faa&jsParsing
Hiroyuki Shindo, Yusuke Miyao, Akinori Fujino, Masaaki Naig

String Re-writing Kernel
Fan Bu, Hang Li, Xiaoyan Zhu

They will be presented as best papers in a dedicated session.

We thank the General Conference Chair Haizhou Li, the Loced#gements
Committee headed by Gary Geunbae Lee, Michael White and Magghe
Publication Co-Chairs for coordinating and putting theqeedings together
and all other committee chairs for their work. MO is espdgitiiankful to
Steve Clark for helpful tips on how to manage and run the whodeess.

We hope you enjoy the conference!

Chin-Yew Lin, Microsoft Research Asia
Miles Osborne, University of Edinburgh
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developers.elsevier.com

bringing |oyfu| changes
to the world

httpz/www.daum.net

Dg'm

Having started out with Korea’s first and largest
communication service, Hanmail, users can get
together at our “café” community service,

gain access to all sorts of UCCs through the video
platform TV Pot as well as Search technologies,
access the online “map” service which is now
indispensable to mobile phone users, or download
My People, a powerful mobile messenger
application that took the market by storm.

The platform continues to evolve to this day to fit

the ever changing needs of our precious customers.

http://info.daum.net/DaumEng/

Daumsoft

MiNING MINDS www.daumsoft.com

Daumsoft is a text mining and search technology company
that provides smart business solutions and services based
on our deep understanding of language since 2000.
Using real-time based crawling tools that track and
monitor almost every tweet and blog post in Korea,
Daumsoft offers Social Metrics™ Services which helps PR
and marketing professionals understand customers and
make smarter decisions.

The company recently started a social curation service
called TweetMob”, which helps you see emerging topics
within social media and perform powerful yet simple
keyword-based search.

We seek prospects to expand our services and solutions

®

www.tweetmob.co.kr

into global markets.

SOCIAL

metrics..

insight.some.co.kr
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KAIST K
DEPARTMENT OF
COMPUTER SCIENCE

http://cs kaist.ac.kr

The Computer Science Department of KAIST was initially
established as a graduate-school only program by the
Korean government, and an undergraduate program was
later added. KAIST is generally considered as the leader in
the computer science education and research in Korea.
More important, an ABET evaluation of the department
found its education to be comparable to that of the top
10% of institutions in U.S.

The department offers B.S., M.S., and Ph.D. degrees in
computer science. Currently, the department consists of

49 full-time professors, 8 research professors, g affiliated

professors, and 8 post-doctoral scholars, about 300 S I( P | G n et
undergraduates, and more than 390 graduate students.

The department has contributed significantly to meeting Discovering a New Planet
the nation's needs to educate institutes, industry, and SKTelecom has launched a platform service company, SKPlanet,
ac‘ademla. The fact that ngarly 20% of all computer T_g‘;:“;“‘:::; R ::;eh:;‘;m
science faculty members in Korea earned their advanced Now, join us to our journey towards a global platform innovator,

degrees at KAIST illustrates the dominant role the CS
department has played in Korea.

Pmop P store < hoppin [P vaginé? NATE® Ocmwons wnaTeON Meld YPcloud Basket

jcrosoft”

esearch <« 5/
Korea's No1 Web P

Sep 2011: Deployed in 30% of all NHN Web Services.

Jun 2012: Target deployment in 50% of all NHN Web Services.
Challenge continues.

CUBRID,

& cusmp tngine - RO T Support bpcubidong
e L OUBRIDT ey e
Vammwun s P CUBDfacsbosk paga. hsxsboskcomcabid

[ — CUBRID Tt ccount bt comcubid
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SHORTENED VERSION

Appen Butler Hill provides high-
quality, cost-effective solutions for en
expanding language technologies ~ BUIti@rHill
into global markets. We support

the development of NLP systems, annotating data sets
and performing data collections, transcriptions and
search engine relevance evaluations.

Please visit us at: http://www.appenbutlerhill.com

LONG VERSION .

A2 el e QAR )
Appen Butler Hill provides high-quality, cost-effective N e oy
solutions for developing and expanding Speech, Text e

and Search technologies into global markets. Combining = QO A

a deep understanding of language-specific challenges :
with project management excellence and flexible
staffing models, we offer a wide range of services for
each phase of the product development. Services
include supporting the development, tuning and testing
of NLP systems, analyzing and annotating large data sets
and performing data collections, transcriptions and
search engine relevance evaluations.

With a professional resource pool of over 20,000
linguists and language specialists covering over 120
languages, we provide the highest quality language
services and solutions.

Please visit us at: http://www.appenbutlerhill.com

TS) R
Search Expert Group, Diguest

Listening. Learning. Leading.® e B e sies, Sesmanithe Search
Shnpping mall Seorh Saketion Macket Seadee. (In Kirea)
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LG

Life's Good

http://www.lg.com/us

LG Electronics ARI (Advanced Research
Institute located in Seoul), a research-
focused subsidiary of LG Electronics is
responsible for R&D on speech
technologies including speech recognition
and synthesis and natural language
processing, and applying the technologies
to rapidly evolving products in LGE, such
as smart phones, TVs, home appliances,
and other IT related devices.

BEST OF
CES2012 2072 CES

EITH BEST OF SHOW

@ LG OLED CINEMA 3D SMART TV

R.LT.

@ Rokuten

Institute of
Technology

Rakuten Institute of Technology (RIT) is research
laboratory of Rakuten, the largest e-Commerce
company in Japan, and globally expanding by M&A
Kobo, Buy.com, PriceMinister, Tradoria and other
major sites. RIT is hiring motivated and talented
researchers in various field at the current offices in
Tokyo and New York.

As for details, please see the following URL.

/i iten/job.phtml
P9

https://progres02.jy
?job_t code—558&lang—en

@ “Chatting Robot”
® .
g [ mgu mi

g @ < A
@
tell me about you. @
AN

just go get the
SimSimi App now.

» Download Available on
|
| .
\L @ App Store lﬁ Google Play

For more, visit our website www.simsimi.com

He'ﬂe .

For Character license, visit www.simsimi-ent.com

(o] 2
&3 FeAASUN?
7|82 Lt 7HX|m L
atxlet
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2 U BHe TM B2 HY AT
BeE &2 02 U
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www.wisenut.com
TEL : 3404-6100
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Introduction to Korea

A Short Introduction to Korea

Asia
Europe
China North America
1 Japan
Middle Korea
North East
Africa
South
Africa
Sorth America
Australia

The Korean peninsula extends southward from the easterofathé Asian continent. It is
roughly 1,000 km (621 miles) long and 216 km (134 miles) witlésanarrowest point. Moun-
tains cover 70% of the land mass, making it one of the most tamous regions in the world.
The peninsula is divided just slightly north of the 38th fiataSouth Korea has a population of
48.6 million and consists of nine provinces, capital Seeix,metropolitan cities, and an addi-
tional 77 cities and 88 counties. For more information, péedgsit http://english.visitkorea.or.kr/-
enu/index.kto

Climate

Korea lies in a temperate zone and has four distinct seasons.
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SPRING

In late March or early April, the trees burst into leafy sple| *
dor to mark the beginning of spring. Mostly sunny days ¢ -
be expected from March to May.

SUMMER

During the relatively hot and rainy summer season, the Vv
etation is lush. By June the average temperature is g
20 °C(68 °F). Monsoon rains usually begin around the el
of June and last until mid-to-late July. August is hot and |
mid.

AUTUMN

The coming of autumn in late September brings contine|
winds and clear, dry weather, making these months pert
the most pleasant time of year. October’s vivid gold and
brant reds create a colorful panorama.

WINTER

December to February are cold and dry with occasio| |4
snow. During the winter months, three or four days of cq |
weather are often followed by a few warmer days.
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Flag of South Korea
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The flag of South Korea is called taegeukgi. The design
symbolizes the principles of the yin and yang in Asian phi-
losophy. The circle in the center of the flag is divided into
two equal parts. The red half represents the proactive @osmi
forces of the yang. Conversely, the blue half represents the
responsive cosmic forces of the yin. The two forces together
embody the concepts of continual movement, balance, and
harmony that characterize the sphere of infinity. The circle
is surrounded by four trigrams, one in each corner. Each tri-
gram symbolizes one of the four universal elements: Heaven,
Earth, Fire and Water.

The national flower of South Korea is the mugunghwa (Rose
of Sharon). Every year from July to October, a profusion of
mugunghwa blossoms graces the entire country. The flower’s
symbolic significance stems from the Korean word mugung
(immortality).

The Korean language, like Hungarian, Turkish, Mongolian
and Finnish, is classified into the Ural-Altaic languageugro
Hangeul (the Korean alphabet) is composed of 10 simple
vowels and 14 consonants. A group of scholars under the-
leadership of King Sejong the Great developed this system-
atic rendition of spoken sound in 1443. Itis widely acclaime
by linguists as an ingenious invention. In 2009, the town of
Bau-Bau, in Sulawesi, Indonesia, adopted Hangeul as their
official written language.

Need travel information? Just call 1330!
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Conference Information

Venues

The ACL 2012 activities will be held at the following two vezsi
(Shilla) Tutorials and the welcome reception will be held at the Shi#ju on July 8, 2012.

(ICC) Main conference, workshops, and EMNLP-CoNLL will be heldet International Con-
vention Center Jeju from July 9 to July 14, 2012.

Instruction for Presenters

Oral Presentation

A. Presentation File

Please bring your PowerPoint presentation file with you orDac€ USB memory stick and
submit presentation material to the operator in sessiomrableast 20 minutes prior to the
scheduled start of the session. The operator will load thsgmtation files to the notebook PC.

B. Preview Room
» Location: Room 304, 3F, ICC Jeju
» Operation Hours: 7:00am — 6:00pm

Please go to the preview room and check your presentatiohdflere your session starts to
ensure your presentation file appears properly. If yourepriegion file contains animations or
movies, then you are advised to check over the technicakemsafdr your session. Please also
note that network is connected between the session roonhamiteview room, so it is possible

to transfer any of your files between the session room andrévéew room.

C. Audio Visual Equipment

Each session room will be equipped with the following eqLépis:

5



Instruction for Presenters

» Laptop computer running MS-Office PowerPoint 2007 operat&Vindows XP, equipped
with compact disk reader (CD & DVD) and USB drive

* One switcher with four RGB inputs (except Tutorials and Wétops)
* One smart pointer and mouse
* One bean projector (RGB Port)
* One Screen
The standard electricity supply is 220-volts AC at 60Hz.
To avoid frequently occurring technical problems in thespreation, it is discouraged to bring
your own computer (especially Macintosh laptop) unless ypoesentation requires it for special

software and/or hardware. If it is unavoidable to use youn ¢éaptop, you should bring all the
necessary adaptors that are compatible with our beam proj@&GB port).

Poster Presentation

» Poster size is 840mm (width) by 12200mm (height).

» Poster presenters are required to post the presentationir@es prior to the beginning
of the session.

« Please mount your presentation on the partition with yastgr number.

» Please remove your poster within 30 minutes after youri@ess ended. All remaining
posters will be removed and disposed of.

Pushpins, clips, double-sided tape, etc. are provideleipbster session area.




Local Information

Emergency Phone Numbers

Dial for the police, 119 for the fire department, or 1339 fordioal emergencies (though most
Korean operators speak little or no English). A hotel staihmber or hotel manager can arrange
a doctor or an ambulance.

International Call

For international calls, first dial any of the following intetional call company numbers below,
then the country code, area code, and finally the number yogalling (e.g., +001+82-(0)64-
000-0000).

* Regular International Phone Call Carriers: 001, 002, 005, 008, 00700

Korea Travel

Wherever you are, Korea Travel Phone will help with all yaavel needs. Simply dial 1330
from either your cell phone or public telephone to have allntoavel questions answered.

First-aid Medicine
First-aid medicine (Aspirin, digestive medicine, antigepis available in the secretary office.
Please contact the office if anyone needs one.

» Secretary Office: Room 303, ICC JEJU

Bank (Money Exchange)
Participants of ACL 2012 can exchange their money into KRWete the bank in the center
lobby. The bank is open between 9:00an:00pm.

¢ Location: 1st floor, ICC JEJU

Duty Free Shop
In ICC JEJU, Duty Free Shop provides convenient shoppinijtfes where you can purchase
world-famous brand items and the most up-to-date fash@nstat reasonable prices.

 Location: 1st floor, ICC JEJU

Money & Currency

In Korea, bills and coins are used and the unit of the Korearenay is ‘Won’ (KRW). Coin
denominations are 10, 50, 100 and 500. Banknotes are 1,030),5.0,000 and 50,000. New
bills have come out recently, but old bills and new bills asediat the same time.

USD 1 is equivalent to KRW 1,170, and Euro 1 is equivalent t® KR 470 as of June 2012.

Tipping
Tipping is not necessary in Korea. Instead, expensive uestés and luxury hotels may add a
service charge of 10%.

Electricity

In Korea, 220 volt outlets for a plug with two round prongs arest common. Some hotels
provide 110 volt outlets for shavers.




Restaurants

Restaurants

Inside ICC JEJU

Name
Capacity
Price (USD)
Location

Type / Menu

Name
Capacity
Price (USD)
Location

Type / Menu

L ET T
Capacity
Price (USD)

Location

Type / Menu

Name
Capacity
Price (USD)
Location

Type / Menu

Delizia

350

12 - 60

ICC JBEJU 3F

Korean, Japanese,
Chinese, Western dishes

PEARL FOOD

ICC JEU 1F

Korean dishes, Coffee, ete.

Dunkin’ Donuts

ICC JBEJU 1F

Café

KRAZE BURGERS

ICC JEW 1F

Burgers and beverages




Jungmun Tourism Complex (1/5)

Name

Capacity

Price (USD)

Location

Type / Menu

Name
Capacity
Price (USD)
Location

Type / Menu

Name
Capacity
Price (USD)
Location

Type / Menu

Name
Capacity
Price (USD)

Location

Type / Menu

Daegijung

50

5-50

8 minutes on foot (EAST)

Korean Seafood

Shangri La

1,000

33.8

15 minutes on foot (West)

Sea food Buffet

KAOKAO

2,000

15 - 32

15 minutes on foot (West)

Korean/Chinese Buffet

Han's Family

100

16325

15 minutes on foot (North)

Korean, Japanese, Chinese
Buffet




Restaurants

Jungmun Tourism Complex (2/5)

Name
Capacity
Price (USD)
Location

Type / Menu

Name
Capacity
Price (USD)
Location

Type / Menu

Name
Capacity

Price (USD)

Location

Type / Menu

Name

Capacity

Price (USD)
Location

Type / Menu

Greenjung

80

5-57

15 minutes on foot (North)

Korean Seafood & Pork

Deok-Seong Won

100

4.29 - 60

15 minutes on foot (North)

Chinese

Dol Hareubang Noodle

80

4.29 -8

15 minutes on foot (North)

Korean Noodle

Garam Dolsotbab

100

8- 17

15 minutes on foot (North)

Korean

10



Jungmun Tourism Complex (3/5)

L BT
Capacity
Price (USD)
Location

Type / Menu

Name

Capacity

Price (USD)
Location

Type / Menu

Name
Capacity
Price (USD)
Location

Type / Menu

Name
Capacity
Price (USD)

Location

Type / Menu

Galchi Myeong Ga

120

F=17

15 minutes on foot (East)

Korean Seafood

Sahebang

50

317

15 minutes on foot (East)

Chinese

chalet

15 minutes on foot (East)

Western

Haesong

60

8-25

15 minutes on foot (East)

Korean Seafood

11



Restaurants

Jungmun Tourism Complex (4/5)

Name

Capacity

Price (USD)

Location

Type / Menu

Name
Capacity
Price (USD)
Location

Type [ Menu

Name
Capacity
Price (USD)
Location

Type / Menu

Name
o Capacity
€8 Price (USD)

Location

Type / Menu

Jeju Mat Sarang

300

6-21

15 minutes on foot (North)

Korean Pork

Sinwoosung Town

1,000

6-21

20 minutes on foot (North)

Karean Pork & Seafood

Lailai

80

SRy

20 minutes on foot (North)

Chinese

Starbucks Coffee

80

4-7

20 minutes on foot (North)

Café (Inside & Take out)

12



Jungmun Tourism Complex (5/5)

Name

Capacity

Price (USD)

Location

Type / Menu

Name
Capacity
Price (USD)
Location

Type / Menu

Name
Capacity
Price (USD)

Location

Type / Menu

Kraze Burgers

30

6- 20

20 minutes on foot (North)
Western (Inside & Take
out)

Paper Soop

30

6-21

20 minutes on foot (North)

Western

Island Gecko’s

150

6-38

10 minutes by car (West)

Western

13



Restaurants

Restaurant Locations
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Social Activities

1. Welcome Reception
Time Sunday, July 8, 6:00pm - 9:00pm

Location Halla hall of the Shilla Jeju (Tutorial venue)

2. Banquet

Time Tuesday, July 10th, 6:00pm - late

Location Shangri La

The shuttle bus will operate between the conference vei@ {kju) and Shangri La before the
banquet, and Shangri La to all the accommodations afterghgquet.

3. Student Lunch

Time Tuesday, July 10, 12:30pm - 2:00pm

Location Ocean view of ICC JEJU

15



Private Tour

Private Tour

1. Jeju Jungmun Daepo Haean Jusang Jeollidae

If you follow the farm road 600 m to the southwest from Depagloat the end of the pine tree
forestis a cliff. Atthe base of this cliff is the Jisatgae €oalong with the imposing stone pillars.
The Jusangijeolli are stone pillars piled up along the caabisaa designated cultural monument
of Jejudo Island. The Jusangjeolli was formed when the lava Mt. Hallasan erupted into the
sea of Jungmun. They are rock pillars shaped like cubes @goes of various sizes and almost
seem as if stonemasons had carved them out.

Location 5 minutes on foot from ICC Jeju

Admission Fees Adult 2,000 KRW (Group 1,600 KRW) / Youth and Child 1,000 KRW

16



2. Jungmun Beach

Jungmun Beach has a sandy shore so fine that it is called JahmbBe white sand beach is
560m long and the water has an average depth of 1.2m. Diffeledes of black, red, and
grey are beautifully mixed into the white sand of the beachishelps to accentuate Jeju-do
Island’s black Hyeonmuam stones. To the right side of thelbésa natural sea cave called
Haesikgul Cave. This area is often used for TV commerciald,the turbulent water is great for
windsurfing and other water sports.

Location 25 minutes on foot from ICC Jeju

Admission Fees Free

17



Private Tour

3. Yakcheonsa
The architectural style of Yakcheonsa Temple is reminisoéthat of Buddhist temples of the

early Joseon Dynasty. Measuring an impressive 30m high padning a total area of 3,305
meters squared, it is the largest temple in the East.

Location 11 minutes by taxi from ICC Jeju

Admission Fees Free

18



4. Cheonjeyeon Waterfalls

Cheonjeyeon Falls, named ‘The pond of God’, consists of &paround the falls, a variety of
plant life thrives, such as the rare ‘solipnan’ reeds. Todhst, there is a cave where cold water
pours from the ceiling to create a waterfall. The water fromftrst waterfall becomes the second
and third waterfalls and flows into the sea. In Cheonjeyeolfey/athere is the “Seonimgyo
Bridge” (an arch bridge that has 7 nymphs carved on the sidé)tlze octagonal “Cheonjeru
tower”.

Location 15 minutes on foot from ICC Jeju

Admission Fees Adult 2,500 KRW (Individuals) / Youth and Child 1,350 KRW

19



Private Tour

5. Yeomiji Botanical Gardens

Located within Jungmun Resort, Yeomiji Botanical Gardethésbest botanical garden in Asia
that has a unique southern atmosphere. The indoor gardéaircompproximately 2,000 rare
tropical and subtropical plants, including Flower Gardéfater Lily Garden, Jungle Garden,
Subtropical Fruits Garden, Cactus and Succulent GarderQbgservation Platform. The outdoor
garden houses, Jeju Native Garden, as well as Korean, Japdtatian and French folk gardens.

Location 15 minutes on foot from ICC Jeju

Admission Fees Adult (age 19-64) 7,000 KRW / Youth (age 13-19) 4,500 KRW /IElfage
3-13) 3,500 KRW / Senior (age over 65) 4,000 KRW

20



6. Teddy Bear Museum
The Teddy Bear Museum lives up to its name, boasting quiteargssive variety that have been
loved for more than a hundred years all over the world. Ingidegwo galleries you can view the
teddy bears from various countries.

Location 15 minutes on foot from ICC Jeju

Admission Fees Adult 7,000 KRW / Youth 6,000 KRW / Child, senior and disabléditors
5,000 KRW

21



Private Tour

7. Pacific Land

Pacific Land, located at the entrance of Jungmun Beach, ia gesert offering a variety of per-
formances such as a monkey show, sea lion show, and dolptin 8tith the cost of admission,
visitors are able to enjoy all three performances along withini-aquarium full of Jeju’s fish
and other species of fish that are on display. After the perdoices, visitors may see the animals
and take pictures with them.

Location 20 minutes on foot from ICC Jeju

Admission Fees 20 years and above 12,000 KRW / Age 13 to 19 10,000 KRW

22



8. Jeju Olle 7th

“Olle” is the Jeju word for a narrow pathway that is connedtedn the street to the front gate of
a house. Hence, “olle” is a path coming out from a secret ranemtopen space and a gateway
to the world. If the road is connected, it is linked to the wehisland and the rest of the world as
well. It has the same sound as “Would you come?” in KoreangggsJ‘olle” sounds the same
as “Would you come to Jeju”.

Location 5 minutes on foot from ICC Jeju

Admission Fees Free

23



Private Tour
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Maps and Floor Plans

Jeju Island

Jeju International Airport

Shinjeju City ™ Jeju City

Geomunoreum&Lava Tubes [T Seongsan lichulbang T
piig Jliig

Airport
Limougine
Line (45Min)

I Mt. Halta

Seogwipo Clty
Jungmun Resort ICC Jeju
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Maps and Floor Plans

Jungmun Resort

- Conference venues and surrounding area -

. Jungmun Resort
[padificland :
N

Restaurants or Coffee shop
Tourist areas
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Floor Plan - The Shilla Jeju

3F Entrance

Session / Function Rooms

o Halla Hall Welcome recpetion

o Ara room ACL 2012 Secretariat
e Weolla Hall Tutorial 1 / Tutorial 4
e Sara room Executive board meeting
G Registration

o Lotus 243 Tutorial 3 / Tutorial 5
e Lotus 1 Tutorial 2 / Tutorial 6

@ Coffee break (July 8)

27



Maps and Floor Plans

Floor Plan - ICC JEJU 1F

o |d o o s o o o

Duty free shop

Session Rooms Function spaces
Youngju A @ Elevator on the 1st, 2nd 3rd 5th Floors
EMNLP Plenary, Parallel 1
(July 12-14) @ Elevator on the 1st, 3rd 4th 5th 6th Floors

@ Coffee break (July 12-14)
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Floor Plan - ICC JEJU 2F

3= L L], . . L.

i SRR S = To 1st Floor
202
A
202
. B

Session Rooms

202 A-202B- 203
EMNLP Parallel (July 12-14)

Function spaces

@ Elevator on the 1st, 2nd 3rd 5th Floors

@ Coffee break (July 12-14)
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Maps and Floor Plans

Floor Plan - ICC JEJU 3F

Delizia
Restaurant

Session Rooms Function spaces
Samda - Halla A - Halla B u Registration Desk
Walijconference {1ty 9-11) ACL Poster & SRW (July 9), Demo (July 10)
301 W3 (July 12-13) EMNLP Poster (July 12)

802 ‘Wa-(July 13) Exhibition (July 9-11)

. Internet Rounge & Rest Area
Function Rooms n

300 ACL 2012 sercretariat BENSEp Lunch

303 ACL secretary office @ Elevator on the 15, 204, 31, 5th Floors
304 Preview room Elevator on the 1st, 3rd, 4th, 5th Floors
Elevator on the 1st, 3rd 4th 5th 6th Floors
Elevator on the 1st, 3rd, 4th, 5th, 6th Floors

Elevator on the 3rd, 5th, 6th Floors

c06606

Coffee break (July 9-13)
(in front of Samda and Halla: July 9-11)




Floor Plan - ICC JEJU 4F

Session Rooms

401 - 402
Main conference (July 9-11)

401A W1 (July 12), W7 (July 13)
401B W2 (July 12), W8 (July 13)
400 Wil (July 12)

402A W9 (July 12), W5 (July 13)
402B W10 (July 12), W6 (July 13)

Function spaces

@ Elevator on the 1st, 3rd, 4th, 5th Floors
@ Elevator on the 1st, 3rd, 4th 5th 6th Floors

@ Coffee break (July 9-13)
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Maps and Floor Plans

Floor Plan - ICC JEJU 5F

Foor 3T T

Session Rooms

Tamna A
Opening & Invited talk I (July 9)
Best Paper talk (July 10)
Lifetime Achieverment Award (July 11)
Invited talk I (July 11)
ACL Business meeting (July 11)
Closing (July 11)

Function spaces
Ocean View Student lunch

@ Elevator on the 1st, 2nd 3rd, 5th Floors

e Elevator on the 1st, 3rd, 4th, 5th Floors

@ Elevator on the 1st, 3rd, 4th, 5th, 6th Floors
@ Elevator on the 1st, 3rd, 4th, 5th 6th Floors
@ Elevator on the 3rd, 5th, 6th Floors
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Sunday, July 8, 2012: Tutorials

Overview

7:00am — 6:00pmRegistration 3F Lobby (Shilla)

9:00am —12:30pmMorning Tutorials:  T1:
Ta
10:30am — 11:00anCoffee Break
12:30pm— 2:00pmLunch Break
2:00pm — 5:30pmAfternoon Tutorials: T4:
To

3:30pm— 4:00pmCoffee Break

Weolla Room (Shilla)
Lotus 1 (Shilla)
Lotus 2+3 (Shilla)

Weolla Room (Shilla)
Lotus 2+3 (Shilla)
Lotus 1 (Shilla)

6:00pm— 9:00pmWelcome Reception Halla Hall (Shilla)

Qualitative Modeling of Spatial Prepositions and MotiorpEessions p. 34
State-of-the-Art Kernels for Natural Language Processing p. 35
Topic Models, Latent Space Models, Sparse Coding, and AdtTA p. 36

Systematic Understanding of Probabilistic Semantic Ekitva in

Large Corpora

Multilingual Subjectivity and Sentiment Analysis p. 37
Deep Learning for NLP (without Magic) p. 39
Graph-based Semi-Supervised Learning Algorithms for NLP .41p
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Tutorials

Tutorial 1

Qualitative Modeling of Spatial Prepositions and Motion
Expressions

Inderjeet Mani and James Pustejovsky
Sunday, July 8, 2012, 9:00am — 12:30pm

Weolla Room (Shilla)

Abstract: The ability to understand spatial prepositions and motiomatural language will
enable a variety of new applications involving systems ttaat respond to verbal directions,
map travel guides, display incident reports, etc., praygdior enhanced information extraction,
question-answering, information retrieval, and more @gled text to scene rendering. Until
now, however, the semantics of spatial relations and matishs has been highly problematic.
This tutorial presents a new approach to the semantics Gabgascriptions and motion expres-
sions based on linguistically interpreted qualitativestrang. Our approach allows for formal
inference from spatial descriptions in natural languadsleneveraging annotation schemes for
time, space, and motion, along with machine learning fromotated corpora. We introduce
a compositional semantics for motion expressions thagiates spatial primitives drawn from
qualitative calculi.

No previous exposure to the semantics of spatial prepasitio motion verbs is assumed. The
tutorial will sharpen cross-linguistic intuitions abobetinterpretation of spatial prepositions and
motion constructions. The attendees will also learn aboaligtive reasoning schemes for static
and dynamic spatial information, as well as three annata@hemes: TimeML, SpatialML, and
ISO-Space, for time, space, and motion, respectively.

While both cognitive and formal linguistics have examinkd meaning of motion verbs and
spatial prepositions, these earlier approaches do nat pielcise computable representations
that are expressive enough for natural languages. Howteeeprevious literature makes it clear
that communication of motion relies on imprecise and higihgtract geometric descriptions,
rather than Euclidean ones that specify the coordinatestaaguks of every object. This property
makes these expressions a fit target for the field of quakitatpatial reasoning in Al, which has
developed a rich set of geometric primitives for represgntime, space (including distance,
orientation, and topological relations), and motion. Tésuits of such research have yielded a
wide variety of spatial and temporal reasoning logics amdstoBy reviewing these calculi and
resources, this tutorial aims to systematically conneetitative reasoning to natural language.

Presenters:

Inderjeet Mani

Children’s Organization of Southeast Asia
Thailand

Inderjeet.Mani@gmail.com

James Pustejovsky

Department of Computer Science
Brandeis University
jamesp@cs.brandeis.edu
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Sunday, July 8, 2012

Tutorial 2

State-of-the-Art Kernels for Natural Language Processing

Alessandro Moschitti
Sunday, July 8, 2012, 9:00am — 12:30pm
Lotus 1 (Shilla)

Abstract: Inrecent years, machine learning (ML) has been used mormanglto solve complex
tasks in different disciplines, ranging from Data Mining Itdormation Retrieval or Natural
Language Processing (NLP). These tasks often require ttegsing of structured input, e.g.,
the ability to extract salient features from syntactic/aatit structures is critical to many NLP
systems. Mapping such structured data into explicit featactors for ML algorithms requires
large expertise, intuition and deep knowledge about thgetdinguistic phenomena. Kernel
Methods (KM) are powerful ML tools, which can alleviate thata representation problem.
They substitute feature-based similarities with simijafunctions, i.e., kernels, directly defined
between training/test instances, e.g., syntactic treecélfeature vectors are not needed any
longer. Additionally, kernel engineering, i.e., the corsgtion or adaptation of several prototype
kernels, facilitates the design of effective similaritregjuired for new tasks.

Unfortunately, at the moment, there is neither comprelvendocumentation describing the
engineering techniques above nor application-orientextrifgtions nor clear organization and
explanation of the many successful kernels in NLP. Typjcathat can be found is a documen-
tation reporting complex theories, which obscure impdrfaactical aspects; or research papers
reporting KM applications, which tend to be very specifichmiither diverse notation and/or
background. As a direct consequence KM technology resulgppealing for most NLP re-
searchers. This is unfortunate since KM can be easily usegded up the design of machine
learning systems for NLP (especially when using syntasgitiantic structures).

The tutorial aims at addressing the problems above: firisthyjll introduce essential and
simplified theory of Support Vector Machines and KM with thelyoaim of motivating prac-
tical procedures and interpreting the results. Secondlyilli simply describe the current best
practices for designing applications based on effectiveeds. For this purpose, it will survey
state-of-the-art kernels for diverse NLP applicationspreiling the different approaches with a
uniform and global notation/theory. Such survey will bensim practical expertise acquired
from directly working on many natural language applicasioranging from Text Categorization
to Syntactic/Semantic Parsing. Moreover, practical destrations using SVM-Light-TK toolkit
will nicely support the application-oriented perspectdfehe tutorial. The latter will lead NLP
researchers with heterogeneous background to the adguisftthe KM know-how, which can
be used to design any target NLP application.

Finally, the tutorial will propose interesting new best girees, e.g., some recent methods
for large-scale learning with structural kernels, strugitlexical similarities and reverse kernel
engineering.

Presenter:

Alessandro Moschitti

Department of Computer Science and Engineering
University of Trento

Via Sommarive 5

38123 POVO (TN) - Italy

moschitti@disi.unitn.it

http://disi.unitn.it/moschitti

35



Tutorials

Tutorial 3

Topic Models, Latent Space Models, Sparse Coding, and All
That: A Systematic Understanding of Probabilistic
Semantic Extraction in Large Corpora

Eric Xing
Sunday, July 8, 2012, 9:00am — 12:30pm
Lotus 2+3 (Shilla)

Abstract: Probabilistic topic models have recently gained much panityl in information
retrieval and related areas. Via such models, one can projgl-dimensional objects such
as text documents into a low dimensional space where themtlaemantics are captured and
modeled; can integrate multiple sources of information “stware statistical strength” among
components of a hierarchical probabilistic model; and dactirally display and classify the
otherwise unstructured object collections. However, tmynaractitioners, how topic models
work, what to and not to expect from a topic model, how is ifedént from and related to
classical matrix algebraic techniques such as LS|, NMF if’Nlow to empower topic models to
deal with complex scenarios such as multimodal data, ccto@htext in social media, evolving
corpus, or presence of supervision such as labeling anayratiow to make topic modeling
computationally tractable even on web-scale data, et@,principled way, remain unclear. In
this tutorial, | will demystify the conceptual, mathematicand computational issues behind all
such problems surrounding the topic models and their atfdics by presenting a systematic
overview of the mathematical foundation of topic modeliaggd its connections to a number of
related methods popular in other fields such as the LDA, am@xmodel, mixed membership
model, latent space models, and sparse coding. | will offsm#ple and unifying view of
all these techniques under the framework multi-view latgreice embedding, and outline the
roadmap of model extension and algorithmic design towafférdint applications in IR and
NLP. A main theme of this tutorial that tie together a widegarof issues and problems will
build on the “probabilistic graphical model” formalism, @rfnalism that exploits the conjoined
talents of graph theory and probability theory to build céempmodels out of simpler pieces.
I will use this formalism as a main aid to discuss both the mwttical underpinnings for the
models and the related computational issues in a unifieqylisitia, transparent, and actionable
fashion.

Presenter:

Eric P. Xing, PhD, PhD

8101 Gates-Hillman Center (GHC)
School of Computer Science
Carnegie Mellon University
Pittsburgh, PA, USA
epxing@cs.cmu.edu
http://www.cs.cmu.edufepxing/
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Sunday, July 8, 2012

Tutorial 4

Multilingual Subjectivity and Sentiment Analysis

Rada Mihalcea, Carmen Banea and Janyce Wiebe
Sunday, July 8, 2012, 2:00pm — 5:30pm

Weolla Room (Shilla)

Abstract: Subjectivity and sentiment analysis focuses on the auforitintification of private
states, such as opinions, emotions, sentiments, evaisatieliefs, and speculations in natural
language. While subjectivity classification labels texediser subjective or objective, sentiment
classification adds an additional level of granularity, byther classifying subjective text as
either positive, negative or neutral.

While much of the research work in this area has been appi&thglish, research on other
languages is growing, including Japanese, Chinese, Gergmmish, Romanian. While most
of the researchers in the field are familiar with the methgugied on English, few of them
have closely looked at the original research carried outtlrerolanguages. For example, in
languages such as Chinese, researchers have been lookivgyaddility of characters to carry
sentiment information. In Romanian, due to markers of poéss and additional verbal modes
embedded in the language, experiments have hinted thatctivity detection may be easier
to achieve. These additional sources of information maybeoavailable across all languages,
yet, various articles have pointed out that by investigainsynergistic approach for detect-
ing subjectivity and sentiment in multiple languages at $hene time, improvements can be
achieved not only in other languages, but in English as wigle development and interest in
these methods is also highly motivated by the fact that or%p ®f Internet users speak English
(www.internetworldstats.com/stats.htm, Oct 11, 20143 #that number diminishes further every
year, as more people across the globe gain Internet access.

The aim of this tutorial is to familiarize the attendees wiitle subjectivity and sentiment
research carried out on languages other than English irr ¢odenable and promote cross-
fertilization. Specifically, we will review work along theemain directions. First, we will
present methods where the resources and tools have beeficaigadeveloped for a given
target language. In this category, we will also briefly ovemw the main methods that have
been proposed for English, but which can be easily portedtherdanguages. Second, we
will describe cross-lingual approaches, including sdverathods that have been proposed to
leverage on the resources and tools available in Englishsiygucross-lingual projections.
Finally, third, we will show how the expression of opinionsdapolarity pervades language
boundaries, and thus methods that holistically exploretipiellanguages at the same time can
be effectively considered.

Presenters:

Rada Mihalcea

Department of Computer Science and Engineering
University of North Texas

P.0.Box 311366

Denton, TX 76203

rada@cs.unt.edu

Carmen Banea
Department of Computer Science and Engineering
University of North Texas
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Tutorials

P.0.Box 311366
Denton, TX 76203
carmenbanea@my.unt.edu

Janyce Wiebe

Department of Computer Science
Sennott Square Building, Room 5409
210 S. Bouquet St.

Pittsburgh, PA 15260, U.S.A.
wiebe@cs.pitt.edu
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Sunday, July 8, 2012

Tutorial 5

Deep Learning for NLP (without Magic)

Richard Socher, Yoshua Bengio and Christopher D. Manning
Sunday, July 8, 2012, 2:00pm — 5:30pm

Lotus 2+3 (Shilla)

Abstract: Machine learning is everywhere in today’s NLP, but by anddamachine learning
amounts to numerical optimization of weights for human giesd representations and features.
The goal of deep learning is to explore how computers can d@dkantage of data to develop
features and representations appropriate for complespirgiation tasks.

This tutorial aims to cover the basic motivation, ideas, eled@nd learning algorithms in
deep learning for natural language processing. Recemhidget methods have been shown to
perform very well on various NLP tasks such as language nmagdPOS tagging, named entity
recognition, sentiment analysis and paraphrase deteaimong others. The most attractive
quality of these techniques is that they can perform welhatt any external hand-designed
resources or time-intensive feature engineering. Desipise advantages, many researchers in
NLP are not familiar with these methods. Our focus is on insiand understanding, using
graphical illustrations and simple, intuitive derivationThe goal of the tutorial is to make the
inner workings of these techniques transparent, intuiid their results interpretable, rather
than black boxes labeled “magic here”.

The first part of the tutorial presents the basics of neurtaorks, neural word vectors, several
simple models based on local windows and the math and digwsiof training via backpropa-
gation. In this section applications include language rindeind POS tagging.

In the second section we present recursive neural netwohishvean learn structured tree
outputs as well as vector representations for phrases aeh®es. We cover both equations as
well as applications. We show how training can be achieved tnodified version of the back-
propagation algorithm introduced before. These modificatiallow the algorithm to work on
tree structures. Applications include sentiment analgsis paraphrase detection. We also draw
connections to recent work in semantic compositionalityentor spaces. The principle goal,
again, is to make these methods appear intuitive and itiedgie rather than mathematically
confusing. By this point in the tutorial, the audience memltshould have a clear understanding
of how to build a deep learning system for word-, sentencd-damtument-level tasks.

The last part of the tutorial gives a general overview of tiffeei@nt applications of deep
learning in NLP, including bag of words models. We will prdeia discussion of NLP-oriented
issues in modeling, interpretation, representationalgspand optimization.

Presenters:

Richard Socher

Stanford University

353 Serra Mall Rm 228
Stanford, CA 94305-9040, USA
richard@socher.org
http://www.socher.org

Yoshua Bengio

Département d’'Informatique et de recherche opératioanell
Université de Montréal, P.O. Box 6128, Centre-Ville Branch
Montréal (QC), H3C 3J7, Canada
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Yoshua.Bengio@umontreal.ca
http://www.iro.umontreal.ca’bengioy/yoshua_en/index.html

Christopher D. Manning
Stanford University

353 Serra Mall Rm 158
Stanford, CA 94305-9040, USA
manning@cs.stanford.edu
http://nip.stanford.ede#/manning/
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Sunday, July 8, 2012

Tutorial 6

Graph-based Semi-Supervised Learning Algorithms for
NLP

Amarnag Subramanya and Partha Pratim Talukdar
Sunday, July 8, 2012, 2:00pm — 5:30pm
Lotus 1 (Shilla)

Abstract: While labeled data is expensive to prepare, ever increaaingunts of unlabeled
linguistic data are becoming widely available. In order ¢t to this phenomenon, several
semi-supervised learning (SSL) algorithms, which leaomftabeled as well as unlabeled data,
have been developed. In a separate line of work, researbheesstarted to realize that graphs
provide a natural way to represent data in a variety of domafbraph-based SSL algorithms,
which bring together these two lines of work, have been shovautperform the state-of-the-art
in many applications in speech processing, computer visi@hNLP. In particular, recent NLP
research has successfully used graph-based SSL algofitihfR®S tagging, semantic parsing,
knowledge acquisition, sentiment analysis, and text ceaization.

Recognizing this promising and emerging area of reseahi$ titorial focuses on graph-
based SSL algorithms (e.g., label propagation methods.t(torial is intended to be a sequel
to the ACL 2008 SSL tutorial, focusing exclusively on grdpdsed SSL methods and recent
advances in this area, which were beyond the scope of thepsstutorial.

The tutorial is divided in two parts. In the first part, we wilbtivate the need for graph-based
SSL methods, introduce some standard graph-based SSlitlalger and discuss connections
between these approaches. We will also discuss how linguiata can be encoded as graphs
and show how graph-based algorithms can be scaled to largarasnof data (e.g., web-scale
data).

Part 2 of the tutorial will focus on how graph-based methaals lbe used to solve several
critical NLP tasks, including basic problems such as Po§itag semantic parsing, coreference
resolution and more downstream tasks such as text catagorizand information acquisition,
and sentiment analysis. We will conclude the tutorial witime exciting avenues for future
work.

Familiarity with semi-supervised learning and graph-basethods will not be assumed, and
the necessary background will be provided. Examples fror® hisks will be used throughout
the tutorial to convey the necessary concepts. At the endigtatorial, the attendee will walk
away with the following:

An in-depth knowledge of the current state-of-the-art iapyr-based SSL algorithms, and the
ability to implement them. The ability to decide on the shiiity of graph-based SSL methods
for a problem. Familiarity with different NLP tasks whereagh-based SSL methods have been
successfully applied.

In addition to the above goals, we hope that this tutorial lélter prepare the attendee to
conduct exciting research at the intersection of NLP andramerging areas with natural graph-
structured data (e.g., Computation Social Science).

Please visit http://graph-ssl.wikidot.com/ for details.

Presenters:

Amarnag Subramanya
Google Research

1600 Amphitheater Pkwy.
Mountain View, CA 94043

41



Tutorials

asubram@google.com
http://sites.google.com/site/amarsubramanya

Partha Pratim Talukdar

GHC 8133, Machine Learning Department
Carnegie Mellon University

5000 Forbes Ave., Pittsburgh, PA 15213
partha.talukdar@cs.cmu.edu
http://www.talukdar.net
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Monday, July 9, 2012: Main Conference

Overview

7:30am —5:00pm Registration
8:45am —9:00am Welcome
9:00am — 10:30aminvited Talk: Aravind K. Joshi

10:30am — 11:00anCoffee Break

11:00am —12:30pnParallel Sessions

12:30pm—2:00pm Lunch Break
2:00pm —3:30pm Parallel Sessions
3:30pm —4:00pm Coffee Break
4:00pm —5:30pm Parallel Sessions

(3F Lobby (ICC))
(Tamna A (ICC))
(Tamna A (ICC))

(3F Lobby (ICC))
(Halla A&B, Samda, 401, 402 (ICC))

(Halla A&B, Samda, 401, 402 (ICC))
(3F Lobby (ICC))
(Halla A&B, Samda, 401, 402 (ICC))

6:00pm —8:30pm Posters & Demos (with buffet dinner) (3F Lobby (ICC))
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Schedule

7:30am—-5:00pm

Registration (3F Lobby (ICC))

8:45am-9:00am

Wel

come (Tamna A (ICC))

9:00am-10:30am

Invite

d Talk (Tamna A (ICC))

Aravind K. Joshi: “Remembrance of ACLs past”

Chair: Mark Steedman

10:30am—11:00am

Coffee Break (3F Lobby (ICC))

Parallel Sessions Halla A (ICC) Halla B (ICC) Samda (ICC) 402 (ICC) 401 (ICC)

11:00am-12:30pm | Machine Translation | Speech | Discourse | Time Meaning |
Chair: David Chiang | Chair: Sanjeev Khudanpur Chair: Bonnie Webber Chair: Jochen Leidner Chair: Alessandro

Moschitti

11:00am —11:30am

11:30am —12:00pm

12:00pm —12:30pm

Learning to Translate wit
Multiple Objectives

K. Duh, K. Sudoh, X. Wu,
H. Tsukada, and
M. Nagata.........

Joint  Feature Selectig
in Distributed Stochasti
Learning for Large-Scal
Discriminative Training in

P. Simianer, S. Riezler, an
p. 53

Prediction of Learnin
Curves in Machine Transl
tion

P. Kolachina, N. Canceddd
M. Dymetman, and
S. Venkatapathy. ..

p.53
B. X

nProbabilistic Integration g
Partial Lexical Informatiol
for Noise Robust Hapti
\oice Recognition

FApproach to  Acousti
odel Discovery
C.-y. Lee and

j.J. lass............

Automated Essay Scori

scription of Oral Englis
Speech

p.5

N

Based on Finite State Trarjparametric  Model !
ducer: towards ASR TranSpeaker Identity for Topi

fText-level Discourse Par:
ing with Rich Linguistic|
cFeatures

V. W, Feng and

G. Hirst

M Nonparametric BayesigiPDTB-style Discourse Ar

notation of Chinese Text
Y. Zhou and N. Xue p. 54

@ITS: A Hierarchical Non
usin

Segmentation in Multipart]
Conversations

V.-A. Nguyen,

J. Boyd-Graber, and

SExtracting_Narrative Time|
lines as Temporal Depe
dency Structures

O. Kolomiyets, S. Bethard,
and M.-F. Moens. .. p.55

-Labeling Documents witl
Timestamps: Learning frol
their Time Expressions

N. Chambers .. .... p. 55

TemEoraIIy.Anchored Relg
ption Extraction

CG. Garrido, A. Pefias,
¥B. Cabaleiro, and
A.Rodrigo.........

-Efficient Tree-based Ap
nproximation for Entailmen
Graph Learning

J. Berant, |. Dagan,
M. Adler, and
J. Goldberger. ..... p. 56

hLearning High-Level Plan
ming from Text

S. Branavan, N. Kushman
T. Lei, and
R.Barzilay.........

Distributional Semantics i
Technicolor

E. Bruni, G. Boleda,

M. Baroni, and

N. K. Tran

P. Resnik

t

h

12:30pm-2:00pm

Lunch Break
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Parallel Sessions Halla A (ICC) Samda (ICC) Halla B (ICC) 402 (ICC) 401 (ICC)
2:00pm-3:30pm | Machine Translation Il Speech Il Parsing | Chinese Lexical Lexical Semantics
Processing

Chair: Kevin Duh

Chair: Khe Chai Sim

Chair: Dominick Ng

Chair: Jun Hatori

Chair: Lillian Lee

2:00pm —2:30pm

2:30pm —3:00pm

3:00pm—3:30pm

A Class-Based Agreemefftast Syntactic Analysis fq
Model for Generating Accu-Statistical Language Modg
rately Inflected Translationsng via Substructure Shari

S. Greenand A. Rastrow, M. Dredze, an
J.DeNero.......... p.56(s. Khudanpur ______ p.5
Deciphering Foreign LarBootstrappln({ a Unifie
guage by Combining LanModel exical and
guage Models and ContexPhonetic Acquisition
Vectors M. Elsner, S. Goldwater,
M. Nuhn, A. Mauser, and and J. Eisenstein .. p.57
H.Ney............. p.5

Machine Translation with-Discriminative Pronun

out Words through Sub-ciation

string Alignment
G. Neubig, T. Watanabe,

and Uptraining

Modeling: A
Large-Margin, Feature-Rid
Approach

ing
dM. Constant, A. Slgogne

7| and P. Watrin. . . ..... p.5

guage Models for Grap

Models
W. Chen, M. Zhang, and
H. Li p.5

Spectral Learning of Laten|
Variable PCFGs

8. B. Cohen, K. Stratos,
M. Collins, D. P. Foster,

Discriminative Strategies fdReducing  Approximatio
lintegrate Multiword Expreg-and Estimation Errors fqmistributional
gion Recognition and ParsChinese Lexical jsg

Utilizing Dependency Lan-Capturing

ased Dependency Parsirigelations:

Proces|
ing with Heterogeneo
Annotations

g| W. Sun and X. Wan. p. 59

Paradigmat
and Syntagmatic Lexic
owards Accy
rate Chinese Part-of-Speef
Tagging

W. Sun and

H. Uszkoreit....... p. 59

tFast Online Training wit
Frequency-Adaptive Lear!
ing Rates for Chinese Wo
Segmentation and Ne|

Verb Classification using

Similarity
Syntactic and Semant

tructures

D. Croce, A. Moschitti,

R. Basili, and

M. Palmer ......... p. 60

dWord Sense Disambiguatign
almproves Information Re-
trieval

CB Zhong and
Ng

o

Efficient Search fol
Transformation-based
dnference

MA. Stern, R. Stern, |. Da 81

S. Mori, and H. Tang, J. Keshet,and _|and L. Ungar....... p. 59| Word Detection and A. Felner. ..... p.
T.Kawahara. ... ... p. 57| K. Livescu. .. ...... p.58 \)/(vSunHWang .a.n.dp 5o
3:30pm—4:00pm Coffee Break (3F Lobby (ICC))
Parallel Sessions Halla A (ICC) Halla B (ICC) Samda (ICC) 402 (ICC) 401 (ICC)
4:00pm-5:30pm Machine Aspect Generation and Dialogue and Lexicon
Translation Il Machine Reading Discourse

Chair: Spence Green

Chair: Jing Jiang

Chair: Kristian Woodsend

Chair: Michael Strube

Chair: Hwee Tou Ng

4:00pm—4:30pm

Maximum Expected BLEYModeling Review Com

Training of Phrase and Le:
icon Translation Models

X.Heand L. Deng . p. 60

ments
A. Mukherjee and
B.LiU ..ovvnnnnns p. 61

Logic Programs
S. Raghavan R. Mooney

andH. Ku.......... p. 62

Learning to "Read Betwegm Discriminative Hierarchi
the Lines" using Bayesidrcal Model for Fast Corefe

ence at Large Scale
M. Wick, S. Singh, and

Cross-Domain - Cor
Extraction of Sentiment
and Topic Lexicons

F. Li, S. J. Pan, O. Jin,

A McCallum....... p. 63

Q. Yang, and X. Zhu p. 63
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4:30pm —5:00pm

5:00pm —5:30pm

Learning Translation Co
sensus with Structured L.

bel Propagation

S. Liu, C.-H. Li, M. Li, ai
M.Zhou........... p.
Smaller Alignment Model

for Better Translations: Ur]
supervised Word Alignme

with the 10-norm

A. Vaswani, L. Huang,

D.Chiang.........

-A Joint Model for Discovery
pof Aspects in Utterances

A. Celikyilmaz and
D. Hakkani-Tur .... p.61

-Semi-Supervised Modelin

5Aspect Extraction throughConcept-to-text Generatig

Collective Generation qgfCoreference

Natural Image Descriptionsfrom Web Features

P. Kuznetsova, V. Ordonez,

via Discriminative Rerank-
ing

1. Konstas and

M. Lapata ......... p. 62

M. Bansal and
D.Klein ...........

rBubgroup Detection in Ide

logical Discussions

A. Abu-Jbara, P. Dasigi,

M. Diab, and
D.Radev..........

Semanti

cEearning Syntactic Verp

Frames using Graphicgl
Models

T. Lippincott, A. Korhonen,
and D. O Séaghdha p. 64
Fast Online Lexicon Lear!
ing for Grounded Language
Acquisition
D.Chen........... p. 64

6:00pm-8:30pm

—3F Lobby (ICC) —
Poster Session and Demos (with Buffet Dinner)
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Monday, July 9, 2012

Keynote Address: Aravind K. Joshi

“Remembrance of ACLs past”

Aravind K. Joshi
Monday, July 9, 2012, 9:00am — 10.30am

Tamna A (ICC)

Abstract: Besides briefly covering some highlights of the past 50 ye&&CL from my per-
spective, | will try to comment on (1) why some directions e$earch were pursued for a while
and then dropped, sometimes for a good reason and somefpa=atly for no reason, (2) why
the relationship to Linguistics, Psycholinguistics, andgaes up and down, and (3) are there
any leftovers that have the possibility of being turned méticious contributions!

Short Bio: After completing his undergraduate work in Electrical anth@nunication Engi-
neering in India, Aravind Joshi came to the University of fgfivania and obtained his Ph.D. in
Electrical Engineering in 1960. At present, he is the Heraly&ori Professor of Computer and
Cognitive Science at the University of Pennsylvania.

Joshi has worked on several problems that overlap compcience and linguistics. More
specifically, he has worked on topics in mathematical liaticé as they relate to formal and lin-
guistic adequacy of different formalisms and their procesémplications. He has also worked
on several aspects of theories of representation and irferi@ natural language, especially as
they relate to discourse.

Joshi was the President of ACL in 1975 and was appointed asiadifg Fellow of ACL in
2011.

He was awarded the Lifetime Achievement Award of ACL in 2002,David Rumelhart Prize
of the Cognitive Science Society in 2003 and the Franklin Médr Computer and Cognitive
Science, Franklin Institute, Philadelphia, in 2005.
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Short Paper, Poster, and Student Research Workshop Sessi®n

Short Papers

Movie-DiC: a Movie Dialogue Corpus for Research and Develoment

— R.E. BanChs ... o e p. 65
Combining Textual Entailment and Argumentation Theory for Supporting Online

Debates Interactions— E. Cabrioand S. Villata. . .. ... p. 65
Towards the Unsupervised Acquisition of Discourse Relatios — C. Chiarcos. .. .. p. 65

Arabic Retrieval Revisited: Morphological Hole Filing — K. Darwish and A. Ali.. p. 65

Extracting and modeling durations for habits and events fran Twitter
—J Williams and G. KatzZ .. .......uriit it p. 65

Event Linking: Grounding Event Reference in a News Archive— J. Nothman,
M. Honnibal, B. Hachey, and J. R. Curran. . ...t p. 66

Coupling Label Propagation and Constraints for Temporal Fact Extraction
— Y. Wang, M. Dylla, M. Spaniol, and G. Weikum. ......................ccoouun.. p. 66

Using Search-Logs to Improve Query Tagging— K. Ganchev, K. Hall, R. McDonald,
ANA S, POITOV. . . ottt ettt e p. 66

Toward Automatically Assembling Hittite-Language Cuneiform Tablet Fragments
into Larger Texts — S.Tyndall. ... ... p. 66

A Corpus of Textual Revisions in Second Language Writing— J. Lee and J. Webster p. 67

Coarse Lexical Semantic Annotation with Supersenses: An Aabic Case Study
— N. Schneider, B. Mohit, K. Oflazer,and N. A. Smith........................... p. 67

Word Epoch Disambiguation: Finding How Words Change Over Time
—R.Mihalcea and V. Nastase. . . ....oovviiit i e e i p. 67

Authorship Attribution with Author-aware Topic Models — Y. Seroussi, F. Bohnert,
and | ZUKEIMAN. . . .. e e e e p. 67

Information-theoretic Multi-view Domain Adaptation — P. Yang, W. Gao, Q. Tan,
ANA K-F WONG. .« o s p. 67

Efficient Tree-Based Topic Modeling— Y. Hu and J. Boyd-Graber................ p. 68

Learning Better Rule Extraction with Translation Span Alig nment — J. Zhu,
T.Xia0, and C. Zhang .. ..ot e p. 68

Enhancing Statistical Machine Translation with Character Alignment — N. Xi,
G.Tang, X. Dai, S. Huang, and J. Chen. ...t p. 68
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Translation Model Size Reduction for Hierarchical Phrasebased Statistical
Machine Translation — S.-W. Lee, D. Zhang, M. Li, M. Zhou, and H.-C. Rim . . ... p. 68

Heuristic Cube Pruning in Linear Time — A. Gesmundo, G. Satta, and J. Hendersop. 69

Combining Word-Level and Character-Level Models for Machine Translation
Between Closely-Related Languages- P. Nakov and J. Tiedemann .............. p. 69

Improving the IBM Alignment Models Using Variational Bayes — D. Riley and
D. Gildea ...t e p. 69

Post-ordering by Parsing for Japanese-English Statistiddvlachine Translation
— 1. Goto, M. Utiyama, and E. Sumita. ... ..ot p. 69

An Exploration of Forest-to-String Translation: Does Translation Help or Hurt
Parsing?—H. Zhangand D. Chiang. ... p. 69

Unsupervised Morphology Rivals Supervised Morphology forArabic MT
— D. Stallard, J. Devlin, M. Kayser, Y. K. Lee,and R. Barzilay................... p. 70

A Meta Learning Approach to Grammatical Error Correction — H. Seo, J. Lee,
S.Kim, K. Lee,S.Kang, and G. G.Le. .......cviiiiiiii i p. 70

Fine Granular Aspect Analysis using Latent Structural Models — L. Fang and
Mo HUBNG . e p. 70

Identifying High-Impact Sub-Structures for Convolution K ernels in
Document-level Sentiment Classification— Z. Tu, Y. He, J. Foster, J. van Genabith,

Q. LU, @and S. LN, ..o p. 70
Exploiting Latent Information to Predict Diffusions of Nov el Topics on Social
Networks — T.-T. Kuo, S.-C. Hung, W.-S. Lin, N. Peng, S.-D. Lin, and WifF. . .. .. p. 70
Sentence Compression with Semantic Role Constraints- K. Yoshikawa, R. lida,

T. Hirao, and M. OKUMUIA . . ..ottt e et e e et e e et eaes p. 71
Fully Abstractive Approach to Guided Summarization — P.-E. Genest and

G. Lapalme. . .o p. 71
Assessing the Effect of Inconsistent Assessors on Summaiion Evaluation

— K. Owczarzak, P. A. Rankel, H. T. Dang, and J. M. Conroy. .. ................. p.71
Fast and Robust Part-of-Speech Tagging Using Dynamic Mod@&election
—J.D.Choiand M. Palmer. . ...t e e p. 71
Lemmatisation as a Tagging Task— A. Gesmundo and T. Samardzic. ............ p. 72

How Are Spelling Errors Generated and Corrected? A Study of @rrected and
Uncorrected Spelling Errors Using Keystroke Logs— Y. Baba and H. Suzuki. . ... p. 72

Tokenization: Returning to a Long Solved Problem — A Survey,Contrastive
Experiment, Recommendations, and Toolkit — R. Dridan and S. Oepen....... p. 72
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Unsupervized Word Segmentation: the Case for Mandarin Chiese— P. Magistry

AN B. SaAg0t . . ..ot e p. 72

Grammar Error Correction Using Pseudo-Error Sentences andDomain

Adaptation — K. Imamura, K. Saito, K. Sadamitsu, and H. Nishikawa. ........... p. 72
Posters

Chinese Comma Disambiguation for Discourse Analysis— Y. Yang and N. Xue... p.78

Collective Classification for Fine-grained Information Status— K. Markert, Y. Hou,
anNd M. STTUDE. . ..o p. 78

Structuring E-Commerce Inventory — K. Mauge, K. Rohanimanesh, and
JooD. RUVINI . e e e e p. 78

Named Entity Disambiguation in Streaming Data— A. Davis, A. Veloso, A. Soares,
A.Laender, and W. Meira JL.. . ... oot e e p. 78

Big Data versus the Crowd: Looking for Relationships in All the Right Places
— C.Zhang, F.Niu,C.Ré,and J. Shavlik...............ciiiiii i p. 79

Automatic Event Extraction with Structured Preference Modeling— W. Lu and
D, RO .t p. 79

Discriminative Learning for Joint Template Filling — E. Minkov and L. Zettlemoyer p. 79

Classifying French Verbs Using French and English Lexical Rsources— I. Falk,
C. Gardent, and J.-C. Lamirel. . ... ..o e p. 79

Modeling Sentences in the Latent Space- W. Guoand M. Diab.................. p. 80

Improving Word Representations via Global Context and Multiple Word
Prototypes— E. Huang, R. Socher, C. Manning, and A.Ng...................... p. 80

Exploiting Social Information in Grounded Language Learning via Grammatical
Reduction— M. Johnson, K. Demuth, and M. Frank............................. p. 80

You Had Me at Hello: How Phrasing Affects Memorability
— C. Danescu-Niculescu-Mizil, J. Cheng, J. Kleinberg, antde .................. p. 80

Modeling the Translation of Predicate-Argument Structure for SMT — D. Xiong,
M. Zhang, and H. Li . .. .o e p. 81

A Ranking-based Approach to Word Reordering for Statisticd Machine
Translation — N. Yang, M. Li,D. Zhang,and N. YU.............ccovviineinnnn, p. 81

Character-Level Machine Translation Evaluation for Languages with Ambiguous
Word Boundaries — C. Liuand H. T.NQ. . ..o e i i p. 81
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PORT: a Precision-Order-Recall MT Evaluation Metric for Tu ning — B. Chen,
R.Kuhn,and S. Larkin . ... e p. 81

Mixing Multiple Translation Models in Statistical Machine Translation
— M. Razmara, G. Foster, B. Sankaran, and A. Sarkar.......................... p. 82

Hierarchical Chunk-to-String Translation — Y. Feng, D. Zhang, M. Li, and Q. Liu. p. 82
Large-Scale Syntactic Language Modeling with Treelets— A. Pauls and D. Klein.. p. 82

Text Segmentation by Language Using Minimum Description Lagth
— H. Yamaguchi and K. Tanaka-Ishii. . . ...........coo i e p. 82

Improve SMT Quality with Automatically Extracted Paraphra se Rules— W. He,
H.Wu, H.Wang, and T. LiU. . ..o oo e i et p. 83

Ecological Evaluation of Persuasive Messages Using GoogldWords
— M. Guerini, C. Strapparava, and O. StoCK . . ...t p. 83

Polarity Consistency Checking for Sentiment Dictionaries— E. Dragut, H. Wang,
C.YU,P.Sistla, and W. MeNng . . .. ..o vttt e e p. 83

Combining Coherence Models and Machine Translation Evalution Metrics for
Summarization Evaluation — Z. Lin, C. Liu, H. T.Ng,and M.-Y. Kan............. p. 83

Sentence Simplification by Monolingual Machine Translatiom — S. Wubben,
A.vanden Bosch,and E. Krahmer. ... ... .. i p. 84

A Cost Sensitive Part-of-Speech Tagging: DifferentiatingSerious Errors from
Minor Errors — H.-J. Song, J.-W. Son, T.-G. Noh, S.-B. Park, and S.-J.Lee...... p. 84

A Broad-Coverage Normalization System for Social Media Laguage— F. Liu,
FoWENG, and X. JIang . .. .vv oot ettt ettt e e e p. 84

Incremental Joint Approach to Word Segmentation, POS Taggig, and
Dependency Parsing in Chinese— J. Hatori, T. Matsuzaki, Y. Miyao, and J. Tsujii. p. 85

Exploring Deterministic Constraints: from a Constrained English POS Tagger to
an Efficient ILP Solution to Chinese Word Segmentation— Q. Zhao and M. Marcus p. 85

Posters from the Student Research Workshop

A Broad Evaluation of Techniques for Automatic Acquisition of Multiword

Expressions— C. Ramisch, V. De Araujo, and A. Villavicencia................... p. 74
Detecting Power Relations from Written Dialog— V. Prabhakaran................ p. 74
Active Learning with Transfer Learning — C. Luo, Y. Ji, X. Dai, and J. Chen...... p. 74
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Query classification using topic models and support vector mchine— D.-T. Le and
R.Bernardi. . . ... e

Evaluating Unsupervised Ensembles when applied to Word See Induction
— K SeVENS . e

Topic Extraction based on Prior Knowledge obtained from Taget Documents
— KU TatSUKAWAL . . . o e

TopicTiling: A Text Segmentation Algorithm based on LDA — M. Riedl and

LT = 1T - o o

Domain Adaptation of a Dependency Parser with a Class-ClasSelectional

Preference Model— R. Cohen, Y. Goldberg, and M. Elhadad....................

Extracting fine-grained durations for verbs from Twitter — J. Williams...........
Discourse Structure in Simultaneous Spoken Turkish— I. Demirsahin............

A Generic Framework for Multiword Expressions Treatment: f rom Acquisition to
Applications — C. RamMISCh. . . .. ... e

Towards Automatic Construction of Knowledge Bases from Chiese Online

Resources— L. Chen, Y. Feng, Y. Chen, L. Zou,and D. Zhao....................

.74

.75

.75

.75

.75

.76

.76

.76

.76
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Monday, July 9, 2012

Long Paper Abstracts

Learning to Translate with Multiple Objectives
Kevin Duh, Katsuhito Sudoh, Xianchao Wu, Hajime Tsukadd Masaaki Nagata
Monday 11:00am-11:30pm — Halla A (ICC)

We introduce an approach to optimize a machine translatibfn) Eystem on multiple metrics
simultaneously. Different metrics (e.g. BLEU, TER) focus different aspects of translation
quality; our multi-objective approach leverages theserdie aspects to improve overall quality.

Our approach is based on the theory of Pareto Optimality.s Bimple to implement on
top of existing single-objective optimization methodsg(eMERT, PRO) and outperforms ad
hoc alternatives based on linear-combination of metricee alo discuss the issue of metric
tunability and show that our Pareto approach is more effedti incorporating new metrics from
MT evaluation for MT optimization.

Joint Feature Selection in Distributed Stochastic Learnirg for Large-Scale Discriminative
Training in SMT
Patrick Simianer, Stefan Riezler, and Chris Dyer
Monday 11:30am-12:00pm — Halla A (ICC)
With a few exceptions, discriminative training in statisli machine translation (SMT) has been
content with tuning weights for large feature sets on smalletbpment data. Evidence from
machine learning indicates that increasing the trainingse size results in better prediction.
The goal of this paper is to show that this common wisdom caa bé brought to bear upon
SMT. We deploy local features for SCFG-based SMT that careaé off from rules at runtime,
and present a learning algorithm that applies 11/12 regedtion for joint feature selection over
distributed stochastic learning processes. We presemriexgnts on learning on 1.5 million
training sentences, and show significant improvements tweng discriminative models on
small development sets.

Prediction of Learning Curves in Machine Translation
Prasanth Kolachina, Nicola Cancedda, Marc Dymetman, andB8r Venkatapathy
Monday 12:00pm-12:30pm — Halla A (ICC)

Parallel data in the domain of interest is the key resourcemthaining a statistical machine
translation (SMT) system for a specific purpose. Since adrhanual translation can represent
a significant investment in time and money, a prior assesmietite amount of training data
required to achieve a satisfactory accuracy level can bewsaful. In this work, we show how
to predict what the learning curve of an SMT system would lbkd if we were to manually
translate increasing amounts of data.

We consider two scenarios, 1) Monolingual samples in thecgoand target languages are
available and 2) An additional small amount of parallel cmrjis also available. We propose
methods for predicting learning curves for both these stemna

Probabilistic Integration of Partial Lexical Information for Noise Robust Haptic Voice
Recognition
Khe Chai Sim
Monday 11:00am-11:30am — Halla B (ICC)

This paper presents a probabilistic framework that consbmeltiple knowledge sources for
Haptic Voice Recognition (HVR), a multi-modal input methdesigned to provide efficient text
entry on modern mobile devices. HVR extends the converitiariee input by allowing users to
provide complementary partial lexical information via ¢buinput to improve the efficiency and
accuracy of voice recognition. This paper investigateutteeof the initial letter of the words in
the utterance as the partial lexical information. In additio the acoustic and language models
used in automatic speech recognition systems, HVR usesaiptictand partial lexical models
as additional knowledge sources to reduce the recognigiarch space and suppress confusions.
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Experimental results show that both the word error rate antime factor can be re- duced by a
factor of two using HVR.

A Nonparametric Bayesian Approach to Acoustic Model Discoery
Chia-ying Lee and James Glass
Monday 11:30am-12:00pm — Halla B (ICC)

We investigate the problem of acoustic modeling in whicloplanguage-specific knowledge
and transcribed data are unavailable. We present an unsgiemodel that simultaneously
segments the speech, discovers a proper set of sub-wosd@mjt, phones) and learns a Hidden
Markov Model (HMM) for each induced acoustic unit. Our apgrb is formulated as a Dirichlet
process mixture model in which each mixture is an HMM thatespnts a sub-word unit. We
apply our model to the TIMIT corpus, and the results demaistihat our model discovers sub-
word units that are highly correlated with English phoned also produces better segmentation
than the state-of-the-art unsupervised baseline. Wehtesfitality of the learned acoustic models
on a spoken term detection task. Compared to the baselinesnadel improves the relative
precision of top hits by at least 22.1% and outperforms alagg-mismatched acoustic model.

Automated Essay Scoring Based on Finite State Transducerotvards ASR Transcription
of Oral English Speech
Xingyuan Peng, Dengfeng Ke, and Bo Xu
Monday 12:00pm-12:30pm — Halla B (ICC)

Conventional Automated Essay Scoring (AES) measures magecsevere problems when di-
rectly applied in scoring Automatic Speech Recognition RA%anscription as they are error
sensitive and unsuitable for the characteristic of ASRstaption. Therefore, we introduce
a framework of Finite State Transducer (FST) to avoid thetsbmings. Compared with the

Latent Semantic Analysis with Support Vector RegressicBALSVR) method (stands for the
conventional measures), our FST method shows better peafare especially towards the ASR
transcription. In addition, we apply the synonyms similato expand the FST model. The fi-
nal scoring performance reaches an acceptable level ofvih&th is only 0.07 lower than the

correlation (0.87) between human raters.

Text-level Discourse Parsing with Rich Linguistic Featurs
Vanessa Wei Feng and Graeme Hirst
Monday 11:00am-11:30am — Samda (ICC)

In this paper, we develop an RST-style text-level discopesser, based on the HILDA discourse
parser (Hernault et al., 2010b). We significantly improeetiee-building step by incorporating
our own rich linguistic features. We also analyze the difficof extending traditional sentence-
level discourse parsing to text-level parsing by compadisgourse parsing performance under
different discourse conditions.

PDTB-style Discourse Annotation of Chinese Text
Yuping Zhou and Nianwen Xue
Monday 11:30am-12:00pm — Samda (ICC)

We describe a discourse annotation scheme for Chinese pad tn the preliminary results.
Our scheme, inspired by the Penn Discourse TreeBank (PDat®pts the lexically grounded
approach; at the same time, it makes adaptations based bmghistic and statistical character-
istics of Chinese text. Annotation results show that thelgtations work well in practice. Our
scheme, taken together with other PDTB-style schemes f{erg=nglish, Turkish, Hindi, and

Czech), affords a broader perspective on how the genedldiizacally grounded approach can
flesh itself out in the context of cross-linguistic annatatof discourse relations.
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SITS: A Hierarchical Nonparametric Model using Speaker Identity for Topic
Segmentation in Multiparty Conversations
Viet-An Nguyen, Jordan Boyd-Graber, and Philip Resnik
Monday 12:00pm-12:30pm — Samda (ICC)

One of the key tasks for analyzing conversational data imeagng it into coherent topic seg-
ments. However, most models of topic segmentation ignarestitial aspect of conversations,
focusing only on the words used. We introduce a hierarctBeslesian nonparametric model,
Speaker Identity for Topic Segmentation (SITS), that disce (1) the topics used in a conver-
sation, (2) how these topics are shared across conversaR)nwvhen these topics shift, and (4)
a person-specific tendency to introduce new topics. We atmlagainst current unsupervised
segmentation models to show that including person-spexfficmation improves segmentation
performance on meeting corpora and on political debatesedler, we provide evidence that
SITS captures an individual’s tendency to introduce nevctom political contexts, via analysis
of the 2008 US presidential debates and the television anogrossfire.

Extracting Narrative Timelines as Temporal Dependency Stuctures
Oleksandr Kolomiyets, Steven Bethard, and Marie-Frantiloens
Monday 11:00am-11:30am — 402 (ICC)

We propose a new approach to characterizing the timelingeftatemporal dependency struc-
tures, where all the events of a narrative are linked viaiglastdering relations like BEFORE,
AFTER, OVERLAP and IDENTITY. We annotate a corpus of chilugestories with tempo-
ral dependency trees, achieving agreement (Krippendoiffpha) of 0.856 on the event words,
0.822 on the links between events, and of 0.700 on the ogleglation labels. We compare two
parsing models for temporal dependency structures, and thfad a deterministic non-projective
dependency parser outperforms a graph-based maximumisgdree parser, achieving labeled
attachment accuracy of 0.647 and labeled tree edit dis@fi@&96. Our analysis of the depen-
dency parser errors gives some insights into future reseahrections.

Labeling Documents with Timestamps: Learning from their Time Expressions
Nathanael Chambers

Monday 11:30am-12:00pm — 402 (ICC)
Temporal reasoners for document understanding typicaljume that a document’s creation
date is known. Algorithms to ground relative time expressiand order events often rely on this
timestamp to assist the learner. Unfortunately, the tiameptis not always known, particularly on
the Web. This paper addresses the task of automatic doctimestamping, presenting two new
models that incorporate rich linguistic features abougtiffihe first is a discriminative classifier
with new features extracted from the text’s time expressi@g., ‘since 1999’). This model
alone improves on previous generative models by 77%. Thengemodel learns probabilistic
constraints between time expressions and the unknown daduime. Imposing these learned
constraints on the discriminative model further improvesaccuracy. Finally, we present a new
experiment design that facilitates easier comparison tayéuvork.

Temporally Anchored Relation Extraction
Guillermo Garrido, Anselmo Pefias, Bernardo Cabaleiro, dMgaro Rodrigo
Monday 12:00pm-12:30pm — 402 (ICC)
Although much work on relation extraction has aimed at ol static facts, many of the
target relations are actually fluents, as their validityatunally anchored to a certain time period.
This paper proposes a methodological approach to tempanathored relation extraction. Our
proposal performs distant supervised learning to extraet af relations from a natural language
corpus, and anchors each of them to an interval of tempolidityaaggregating evidence from
documents supporting the relation. We use a rich graphebdseument-level representation
to generate novel features for this task. Results show thainsplementation for temporal
anchoring is able to achieve a 69% of the upper bound perfezenanposed by the relation
extraction step. Compared to the state of the art, the dwystem achieves the highest precision
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reported.

Efficient Tree-based Approximation for Entailment Graph Learning
Jonathan Berant, [do Dagan, Meni Adler, and Jacob Goldberge
Monday 11:00am-11:30am — 401 (ICC)

Learning entailment rules is fundamental in many semantarence applications and has been
an active field of research in recent years. In this paper wieead the problem of learning
transitive graphs that describe entailment rules betweedigates (termed entailment graphs).
We first identify that entailment graphs exhibit a “treeelikproperty and are very similar to a
novel type of graph termed forest-reducible graph. Wezatithis property to develop an iterative
efficient approximation algorithm for learning the graplyesl, where each iteration takes linear
time. We compare our approximation algorithm to a recepthyposed state-of-the-art exact
algorithm and show that it is more efficient and scalable Hotbretically and empirically, while
its output quality is close to that given by the optimal siointof the exact algorithm.

Learning High-Level Planning from Text
S.R.K. Branavan, Nate Kushman, Tao Lei, and Regina Barzilay
Monday 11:30am-12:00pm — 401 (ICC)

Comprehending action preconditions and effects is an &abstep in modeling the dynamics
of the world. In this paper, we express the semantics of pidition relations extracted from
text in terms of planning operations. The challenge of miadethis connection is to ground
language at the level of relations. This type of groundingbégs us to create high-level plans
based on language abstractions. Our model jointly learpseict precondition relations from
text and to perform high-level planning guided by thosetiefes. \We implement this idea in the
reinforcement learning framework using feedback autcraliyi obtained from plan execution
attempts. When applied to a complex virtual world and texdcdbing that world, our rela-
tion extraction technique performs on par with a supervisastline, yielding an F-measure of
66% compared to the baseline’s 65%. Additionally, we shaat ¢hhigh-level planner utilizing
these extracted relations significantly outperforms anstrtext unaware baseline — successfully
completing 80% of planning tasks as compared to 69% for tkelive.

Distributional Semantics in Technicolor
Elia Bruni, Gemma Boleda, Marco Baroni, and Nam Khanh Tran
Monday 12:00pm-12:30pm — 401 (ICC)

Following a recent trend, our research aims at building agatnal models of word meaning
that are perceptually grounded. Using computer visionrtiegkes, we build visual and multi-
modal distributional models and compare them to standatdabmodels. Our results show
that, while visual models with state-of-the-art computision techniques perform worse than
textual models in general semantic tasks (accounting fodwonilarity and relatedness), they
are as good or better models of the meaning of words with vireelates such as color terms,
even in a non-trivial task that involves non-literal usesoth words. Moreover, we show that
visual and textual information are tapping on differenteatp of meaning, such that they are
complementary sources of information. We also show thataisoghtirely based on the text that
labels images are a powerful surrogate of visual infornmagibleast for simple tasks.

A Class-Based Agreement Model for Generating Accurately Iflected Translations
Spence Green and John DeNero
Monday 2:00pm-2:30pm — Halla A (ICC)
When automatically translating from a weakly inflected seuanguage like English to a target
language with richer grammatical features such as gendestzad number, the output commonly
contains morpho-syntactic agreement errors. To addrésssgue, we present a target-side,
class-based agreement model. Agreement is promoted bing@isequence of fine-grained
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morpho-syntactic classes that are predicted during degddr each translation hypothesis. For
English-to-Arabic translation, our model yields a +1.0481L average improvement over a state-
of-the-art baseline. The model does not require bitext oagd table annotations and can be
easily implemented as a feature in many phrase-based dscode

Deciphering Foreign Language by Combining Language Modeland Context Vectors
Malte Nuhn, Arne Mauser, and Hermann Ney
Monday 2:30pm-3:00pm — Halla A (ICC)
In this paper we show how to train statistical machine ti@imh systems on real-life tasks using
only non-parallel monolingual data from two languages. VWsent a modification of the method
shown in (Ravi and Knight, 2011) that is scalable to vocatyudizes of several thousand words.
On the task shown in (Ravi and Knight, 2011) we obtain betsults with only 5% of the
computational effort when running our method with an n-gtamguage model. The efficiency
improvement of our method allows us to run experiments wittebulary sizes of around 5,000
words, such as a non-parallel version of the Verbmobil cerp\e also report results using data
from the monolingual French and English Gigaword corpora.

Machine Translation without Words through Substring Align ment
Graham Neubig, Taro Watanabe, Shinsuke Mori, and TatsuyeaKara
Monday 3:00pm-3:30pm — Halla A (ICC)

In this paper, we demonstrate that accurate machine ttemsia possible without the concept
of “words,” treating MT as a problem of transformation betmecharacter strings. We achieve
this result by applying phrasal inversion transductiomgrear alignment techniques to charac-
ter strings to train a character-based translation model,using this in the phrase-based MT
framework. We also propose a look-ahead parsing algoritinsabstring-informed prior prob-
abilities to achieve more effective and efficient alignmeht an evaluation, we demonstrate
that character-based translation can achieve resultsdmapare to word-based systems while
effectively translating unknown and uncommon words oveess# language pairs.

Fast Syntactic Analysis for Statistical Language Modelingria Substructure Sharing and
Uptraining
Ariya Rastrow, Mark Dredze, and Sanjeev Khudanpur
Monday 2:00pm-2:30pm — Samda (ICC)
Long-span features, such as syntax, can improve languadelsfor tasks such as speech recog-
nition and machine translation. However, these languagtets@an be difficult to use in practice
because of the time required to generate features for ing@large hypothesis set. In this work,
we propose substructure sharing, which saves duplicatk w@rocessing hypothesis sets with
redundant hypothesis structures. We apply substructamenghto a dependency parser and part
of speech tagger to obtain significant speedups, and furtipmove the accuracy of these tools
through up-training. When using these improved tools inngl@ge model for speech recog-
nition, we obtain significant speed improvements with botbddt and hill climbing rescoring,
and show that up-training leads to WER reduction.

Bootstrapping a Unified Model of Lexical and Phonetic Acquigion
Micha Elsner, Sharon Goldwater, and Jacob Eisenstein
Monday 2:30pm-3:00pm — Samda (ICC)
During early language acquisition, infants must learn kthxicon and a model of phonetics
that explains how lexical items can vary in pronunciatiomifnistance “the” might be realized as
[Di] or [D@]. Previous models of acquisition have generaigkled these problems in isolation,
yet behavioral evidence suggests infants acquire lexigphonetic knowledge simultaneously.
We present a Bayesian model that clusters together phorstints of the same lexical item
while learning both a language model over lexical items alodjdinear model of pronunciation
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variability based on articulatory features. The modelased on transcribed surface pronunci-
ations, and learns by bootstrapping, without access tatieeléxicon. We test the model using
a corpus of child-directed speech with realistic phonedigation and either gold standard or au-
tomatically induced word boundaries. In both cases mogelariability improves the accuracy
of the learned lexicon over a system that assumes eachllérizahas a unique pronunciation.

Discriminative Pronunciation Modeling: A Large-Margin, F eature-Rich Approach
Hao Tang, Joseph Keshet, and Karen Livescu
Monday 3:00pm-3:30pm — Samda (ICC)

We address the problem of learning the mapping between veordgheir possible pronuncia-

tions in terms of sub-word units. Previous approaches tegely involved generative modeling

of the distribution of pronunciations, usually trained t@ximize likelihood. We propose a

discriminative, feature-rich approach using large-nratgarning. This approach allows us to
optimize an objective closely related to a discriminatiask; to incorporate a large number of
complex features, and still do inference efficiently. We the approach on the task of lexical
access; that is, the prediction of a word given a phonetitstnaption. In experiments on a sub-
set of the Switchboard conversational speech corpus, odelsthus far improve classification

error rates from a previously published result of 29.1% touli 5%. We find that large-margin

approaches outperform CRF learning, and that the Pasgjgee8sive (PA) algorithm for large-

margin learning is faster to converge than the Pegasosithigor

Discriminative Strategies to Integrate Multiword Expression Recognition and Parsing
Matthieu Constant, Anthony Sigogne, and Patrick Watrin
Monday 2:00pm-2:30pm — Halla B (ICC)

The integration of multiword expressions in a parsing pdoce has been shown to improve
accuracy in an artificial context where such expressione baen perfectly pre-identified.

This paper evaluates two empirical strategies to integnawdtiword units in a real con-
stituency parsing context and shows that the results arasptomising as has sometimes been
suggested. Firstly, we show that pre-grouping multiworngregsions before parsing with a state-
of-the-art recognizer improves multiword recognition @ecy and unlabeled attachment score.
However, it has no statistically significant impact in terofsF-score as incorrect multiword
expression recognition has important side effects on pgwsSecondly, integrating multiword
expressions in the parser grammar followed by a rerankeasifgpe such expressions slightly
improves all evaluation metrics.

Utilizing Dependency Language Models for Graph-based Depelency Parsing Models
Wenliang Chen, Min Zhang, and Haizhou Li
Monday 2:30pm-3:00pm — Halla B (ICC)

Most previous graph-based dependency parsing modelasedecoding complexity when they
use high-order features as a result of exact-inferencedifego In this paper, we present an
approach to enriching high-order feature representationgraph-based dependency parsing
models using a dependency language model and beam seasctepéndency language model
is built on a large-amount of additional auto-parsed daa& ihprocessed by a baseline parser.
Based on the dependency language model, we represent afsatusés for the parsing model.
Finally, the features are efficiently integrated into thespag model during decoding using beam
search. Our approach has two advantages. Firstly we utitizénigh-order features defined over
a view of large scope and additional large raw corpus. Sdgana approach does not increase
the decoding complexity. We evaluate the proposed approadinglish and Chinese data. The
experimental results show that our new parser achievessteabcuracy on the Chinese data and
comparable accuracy with the best known systems on thedbndgita.
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Spectral Learning of Latent-Variable PCFGs
Shay B. Cohen, Karl Stratos, Michael Collins, Dean P. Fosted Lyle Ungar
Monday 3:00pm-3:30pm — Halla B (ICC)

We introduce a spectral learning algorithm for latent-afle PCFGs (Petrov et al., 2006; Mat-
suzaki et al., 2005). Under a separability (singular vatadition, we prove that the method
provides consistent parameter estimates. Our resultoadtzree theorems: the first gives a ten-
sor form of the inside-outside algorithm for PCFGs; the selcshows that the required tensors
can be estimated directly from training examples wherednedariable values are missing; the
third gives a PAC-style convergence bound for the estimatiethod.

Reducing Approximation and Estimation Errors for Chinese Lexical Processing with
Heterogeneous Annotations
Weiwei Sun and Xiaojun Wan
Monday 2:00pm-2:30pm — 402 (ICC)

We address the issue of consuming heterogeneous annatat@rfior Chinese word segmenta-
tion and part-of-speech tagging. We empirically analyzediversity between two representa-
tive corpora, i.e. Penn Chinese Treebank (CTB) and PKU'ple&oDaily (PPD), on manually
mapped data, and show that their linguistic annotationsystematically different and highly
compatible. The analysis is further exploited to improvegessing accuracy by (1) integrating
systems that are respectively trained on heterogeneousadions to reduce the approximation
error, and (2) re-training models with high quality autoiaity converted data to reduce the
estimation error. Evaluation on the CTB and PPD data shostsatr novel model achieves a
relative error reduction of 11% over the best reported tesuhe literature.

Capturing Paradigmatic and Syntagmatic Lexical Relations Towards Accurate Chinese
Part-of-Speech Tagging
Weiwei Sun and Hans Uszkoreit
Monday 2:30pm-3:00pm — 402 (ICC)

From the perspective of structural linguistics, we exploaeadigmatic and syntagmatic lexical
relations for Chinese POS tagging, an important and ctgiligntask for Chinese language pro-
cessing. Paradigmatic lexical relations are explicitlptased by word clustering on large-scale
unlabeled data and are used to design new features to enhaimeriminative tagger. Syntag-
matic lexical relations are implicitly captured by consgint parsing and are utilized via system
combination. Experiments on the Penn Chinese Treebank mrate the importance of both
paradigmatic and syntagmatic relations. Our linguidijcalotivated approaches yield a relative
error reduction of 18% in total over a state-of-the-art base

Fast Online Training with Frequency-Adaptive Learning Rates for Chinese Word
Segmentation and New Word Detection
Xu Sun, Houfeng Wang, and Wenjie Li
Monday 3:00pm-3:30pm — 402 (ICC)

We present a joint model for Chinese word segmentation amd werd detection. We
present high dimensional new features, including wordeidsatures and enriched edge (label-
transition) features, for the joint modeling. As we knowgitiing a word segmentation system
on large-scale datasets is already costly. In our casengddgh dimensional new features
will further slow down the training speed. To solve this devh, we propose a new training
method, adaptive online gradient descent based on featgaency information, for very fast
online training of the parameters, even given large-scalasgts with high dimensional features.
Compared with existing training methods, our training roeltfis an order magnitude faster in
terms of training time, and can achieve equal or even higt@iracies. The proposed fast train-
ing method is a general purpose optimization method, arslribt limited in the specific task
discussed in this paper.
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Verb Classification using Distributional Similarity in Syn tactic and Semantic Structures
Danilo Croce, Alessandro Moschitti, Roberto Basili, andriia Palmer
Monday 2:00pm-2:30pm — 401 (ICC)

In this paper, we propose innovative representations fimmnaatic classification of verbs accord-
ing to mainstream linguistic theories, namely VerbNet anahteNet. First, syntactic and se-
mantic structures capturing essential lexical and syictacobperties of verbs are defined. Then,
we design advanced similarity functions between suchtstres, i.e., semantic tree kernel func-
tions, for exploiting distributional and grammatical infieation in Support Vector Machines. The
extensive empirical analysis on VerbNet class and framectleh shows that our models capture
meaningful syntactic/semantic structures, which alloersrhproving the state-of-the-art.

Word Sense Disambiguation Improves Information Retrieval
Zhi Zhong and Hwee Tou Ng
Monday 2:30pm-3:00pm — 401 (ICC)

Previous research has conflicting conclusions on whethed wense disambiguation (WSD)
systems can improve information retrieval (IR). In this @apve propose a method to estimate
sense distributions for short queries. Together with tmsae predicted for words in documents,
we incorporate word senses into the language modeling apprto IR and also exploit the
integration of synonym relations. Our experimental resoit TREC collections show that, using
the word senses tagging by a supervised WSD system, we cain siijnificant improvements
over a state-of-the-art IR system.

Efficient Search for Transformation-based Inference

Asher Stern, Roni Stern, Ido Dagan, and Ariel Felner
Monday 3:00pm-3:30pm — 401 (ICC)
This paper addresses the search problem in textual inferevitere systems need to infer one
piece of text from another. A prominent approach to this fasktempts to transform one text
into the other through a sequence of inference-preservarngsformations, a.k.a. a proof, while
estimating the proof’s validity. This raises a search @mgle of finding the best possible proof.
We explore this challenge through a comprehensive invatiig of prominent search algorithms
and propose two novel algorithmic components specificadlgighed for textual inference: a
gradient-style evaluation function, and a local-lookahaade expansion method. Evaluations,
using the open-source system, BIUTEE, show the contribuifdhese ideas to search efficiency
and proof quality.

Maximum Expected BLEU Training of Phrase and Lexicon Translation Models
Xiaodong He and Li Deng
Monday 4:00pm—4:30pm — Halla A (ICC)
This paper proposes a new discriminative training methodoimstructing phrase and lexicon
translation models. In order to reliably learn a myriad afgpaeters in these models, we propose
an expected BLEU score-based utility function with KL regridation as the objective, and train
the models on a large parallel dataset. For training, wevelgriowth transformations for phrase
and lexicon translation probabilities to iteratively irope the objective. The proposed method,
evaluated on the Europarl German-to-English datasetsl@ad 1.1 BLEU point improvement
over a state-of-the-art baseline translation system. I181W2011 Benchmark, our system us-
ing the proposed method achieves the best Chinese-toshrgéinslation result on the task of
translating TED talks.

Learning Translation Consensus with Structured Label Proagation
Shujie Liu, Chi-Ho Li, Mu Li, and Ming Zhou
Monday 4:30pm-5:00pm — Halla A (ICC)
In this paper, we address the issue for learning betterl&t@ms consensus in machine translation
(MT) research, and explore the search of translation causefinom similar, rather than the same,
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source sentences or their spans. Unlike previous work seridhic, we formulate the problem as
structured labeling over a much smaller graph, and we pmaa®vel structured label propaga-
tion for the task. We convert such graph-based translatmsensus from similar source strings
into useful features both for n-best output re-ranking amdiecoding algorithm. Experimental

results show that, our method can significantly improve rimectranslation performance on both
IWSLT and NIST data, compared with a state-of-the-art lasel

Smaller Alignment Models for Better Translations: Unsupervised Word Alignment with
the 10-norm
Ashish Vaswani, Liang Huang, and David Chiang
Monday 5:00pm-5:30pm — Halla A (ICC)

Two decades after their invention, the IBM word-based {editsy models, widely available in
the GIZA++ toolkit, remain the dominant approach to wordyathent and an integral part of
many statistical translation systems. Although many nwotiave surpassed them in accuracy,
none have supplanted them in practice. In this paper, weogeop simple extension to the IBM
models: an I0 prior to encourage sparsity in the word-todapanslation model. We explain
how to implement this extension efficiently for large-scdéga (also released as a modification
to GIZA++) and demonstrate, in experiments on Czech, Arabhinese, and Urdu to English
translation, significant improvements over IBM Model 4 irttbavord alignment (up to +6.7 F1)
and translation quality (up to +1.4 Bleu).

Modeling Review Comments
Arjun Mukherjee and Bing Liu
Monday 4:00pm—4:30pm — Halla B (ICC)

Writing comments about news articles, blogs, or reviewstmcome a popular activity in social
media. In this paper, we analyze reader comments aboutu®viénalyzing review comments
is important because reviews only tell the experiences aatli@ions of reviewers about the
reviewed products or services. Comments, on the other laaedeaders’ evaluations of reviews,
their questions and concerns. Clearly, the informationommments is valuable for both future
readers and brands. This paper proposes two latent varnatdiels to simultaneously model
and extract these key pieces of information. The results etsble classification of comments
accurately. Experiments using Amazon review comments detrate the effectiveness of the
proposed models.

A Joint Model for Discovery of Aspects in Utterances
Asli Celikyilmaz and Dilek Hakkani-Tur
Monday 4:30pm-5:00pm — Halla B (ICC)

We describe a joint model for understanding user actionsataral language utterances. Our
multi-layer generative approach uses both labeled andelad utterances to jointly learn as-
pects regarding utterance’s target domain (e.g. movie®niion (e.g., finding a movie) along
with other semantic units (e.g., movie name). We injectrimi@tion extracted from unstructured
web search query logs as prior information to enhance thergéive process of the natural lan-
guage utterance understanding model. Using utterancesfive domains, our approach shows
up to 4.5% improvement on domain and dialog act performaneeaascaded approach in which
each semantic component is learned sequentially and avisgekjoint learning model (which
requires fully labeled data).

Aspect Extraction through Semi-Supervised Modeling
Arjun Mukherjee and Bing Liu
Monday 5:00pm-5:30pm — Halla B (ICC)
Aspect extraction is a central problem in sentiment anglySurrent methods either extract as-
pects without categorizing them, or extract and categdhieen using unsupervised topic mod-
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eling. By categorizing, we mean the synonymous aspectsiai@uclustered into the same

category. In this paper, we solve the problem in a differettireg where the user provides some
seed words for a few aspect categories and the model exaadtelusters aspect terms into

categories simultaneously. This setting is important bseaategorizing aspects is a subjective
task. For different application purposes, different catezations may be needed. Some form of
user guidance is desired. In this paper, we propose twetitatimodels to solve this seeded

problem, which aim to discover exactly what the user wants. éxperimental results show that

the two proposed models are indeed able to perform the téesttieély.

Learning to "Read Between the Lines" using Bayesian Logic Pograms
Sindhu Raghavan, Raymond Mooney, and Hyeonseo Ku
Monday 4:00pm-4:30pm — Samda (ICC)

Most information extraction (IE) systems identify factathre explicitly stated in text. However,
in natural language, some facts are implicit, and idemt@ythem requires “reading between the
lines”. Human readers naturally use common sense knowlkedgéer such implicit information
from the explicitly stated facts. We propose an approach ubas Bayesian Logic Programs
(BLPs), a statistical relational model combining first-@rtbgic and Bayesian networks, to infer
additional implicit information from extracted facts. tvolves learning uncertain commonsense
knowledge (in the form of probabilistic first-order rulesyrin natural language text by mining a
large corpus of automatically extracted facts. These aideshen used to derive additional facts
from extracted information using BLP inference. Experitaéevaluation on a benchmark data
set for machine reading demonstrates the efficacy of ounaphr

Collective Generation of Natural Image Descriptions
Polina Kuznetsova, Vicente Ordonez, Alexander Berg, TaBarg, and Yejin Choi
Monday 4:30pm-5:00pm — Samda (ICC)

We present a holistic data-driven approach to image dd#xgrigeneration, exploiting the vast
amount of (noisy) parallel image data and associated Hdturguage descriptions available on
the web. More specifically, given a query image, we retriesistidg human-composed phrases
used to describe visually similar images, then selectigelmbine those phrases to generate a
novel description for the query image. We cast the genergtiocess as constraint optimization
problems, collectively incorporating multiple intercauted aspects of language composition for
content planning, surface realization and discourse tsirelc Evaluation by human annotators
indicates that our final system generates more semanticathgct and linguistically appealing
descriptions than two nontrivial baselines.

Concept-to-text Generation via Discriminative Reranking
loannis Konstas and Mirella Lapata
Monday 5:00pm-5:30pm — Samda (ICC)

This paper proposes a data-driven method for concepixtogteneration, the task of automat-
ically producing textual output from non-linguistic inpu\ key insight in our approach is to
reduce the tasks of content selection ("what to say”) anthsemrealization ("how to say”) into
a common parsing problem. We define a probabilistic corfteet-grammar that describes the
structure of the input (a corpus of database records andiésdribing some of them) and rep-
resent it compactly as a weighted hypergraph. The hypengsapcture encodes exponentially
many derivations, which we rerank discriminatively usiogdl and global features. We propose
a novel decoding algorithm for finding the best scoring @gidn and generating in this setting.
Experimental evaluation on the ATIS domain shows that oudehoutperforms a competitive
discriminative system both using BLEU and in a judgmentitaliion study.
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A Discriminative Hierarchical Model for Fast Coreference a Large Scale
Michael Wick, Sameer Singh, and Andrew McCallum
Monday 4:00pm—4:30pm — 402 (ICC)
Methods that measure compatibility between mention pairearrently the dominant approach
to coreference. However, they suffer from a number of drakdéancluding difficulties scaling
to large numbers of mentions and limited representationalep. As these drawbacks become
increasingly restrictive, the need to replace the paingigproaches with a more expressive,
highly scalable alternative is becoming urgent. In thisgrape propose a novel discriminative
hierarchical model that recursively partitions entitiefitrees of latent sub-entities. These trees
succinctly summarize the mentions providing a highly coappmformation-rich structure for
reasoning about entities and coreference uncertainty ssivgascales. We demonstrate that the
hierarchical model is several orders of magnitude fastan fpairwise, allowing us to perform
coreference on six million author mentions in under fourrsan a single CPU.

Coreference Semantics from Web Features
Mohit Bansal and Dan Klein
Monday 4:30pm-5:00pm — 402 (ICC)
To address semantic ambiguities in coreference reso|utienuse Web n-gram features that
capture a range of world knowledge in a diffuse but robust vi@&pecifically, we exploit short-
distance cues to hypernymy, semantic compatibility, andasgic context, as well as general
lexical co-occurrence. When added to a state-of-the-agfemnce baseline, our Web features
give significant gains on multiple datasets (ACE 2004 and AR0DB5) and metrics (MUC and
B3), resulting in the best results reported to date for thieterend task of coreference resolution.

Subgroup Detection in Ideological Discussions
Amjad Abu-Jbara, Pradeep Dasigi, Mona Diab, and DragomidBa
Monday 5:00pm-5:30pm — 402 (ICC)
The rapid and continuous growth of social networking sitas led to the emergence of many
communities. Many of these groups discuss ideological afitiqal topics. It is not uncommon
that the participants in such discussions split into two orersubgroups. The members of each
subgroup share the same opinion toward the discussion aopi@re more likely to agree with
members of the same subgroup and disagree with members fspasiog subgroups. In this
paper, we propose an unsupervised approach for autonhatiesécting discussant subgroups in
online communities. We analyze the text exchanged betweepdrticipants of a discussion to
identify the attitude they carry not only towards each othdralso towards the various aspects
of the discussion topic. We use attitude predictions to taosan attitude vector for each dis-
cussant. We use clustering techniques to group these sentorder to determine the subgroup
membership of each participant. We compare our methodstaltestering and other baselines,
and show that our method achieves promising results.

Cross-Domain Co-Extraction of Sentiment and Topic Lexicos
Fangtao Li, Sinno Jialin Pan, Ou Jin, Qiang Yang, and Xiaoyuu
Monday 4:00pm—4:30pm — 401 (ICC)

Extracting sentiment and topic lexicons is important fomam mining. Previous works have
showed that supervised learning methods are superior ifotabk. However, the performance
of supervised methods highly relies on manually labeleditrg data. In this paper, we propose
a domain adaptation framework for sentiment- and topicic@®@x co-extraction in a domain of
interest where we do not require any labeled data, but has®idabeled data in another related
domain. The framework is twofold. In the first step, we geteegefew high-confidence sentiment
and topic seeds in the target domain. In the second step,apegz a novel Relational Adaptive
bootstraPping (RAP) algorithm to expand the seeds in tigetalomain by exploiting the labeled
source domain data and the relationships between topic emtiireent words. Experimental
results show that our domain adaptation framework can e&xpeecise lexicons in the target
domain without any annotation.
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Learning Syntactic Verb Frames using Graphical Models
Thomas Lippincott, Anna Korhonen, and Diarmuid O Séaghdha
Monday 4:30pm-5:00pm — 401 (ICC)

We present a novel approach for building verb subcategarizdexicons using a simple graph-
ical model. In contrast to previous methods, we show how tbedehcan be trained without

parsed input or a predefined subcategorization frame io#entOur method outperforms the
state-of-the-art on a verb clustering task, and is easiipeéd on arbitrary domains. This quan-
titative evaluation is complemented by a qualitative désion of verbs and their frames. We
discuss the advantages of graphical models for this taglarticular the ease of integrating se-
mantic information about verbs and arguments in a prindifdshion. We conclude with future

work to augment the approach.

Fast Online Lexicon Learning for Grounded Language Acquisfion
David Chen
Monday 5:00pm-5:30pm — 401 (ICC)

Learning a semantic lexicon is often an important first stepuilding a system that learns
to interpret the meaning of natural language. It is espgcialportant in language grounding

where the training data usually consist of language paiiittdam ambiguous perceptual context.
Recent work by Chen and Mooney (2011) introduced a lexicamlag method that deals with

ambiguous relational data by taking intersections of gsaptihile the algorithm produced good
lexicons for the task of learning to interpret navigatiostinctions, it only works in batch settings
and does not scale well to large datasets. In this paper wadinte a new online algorithm

that is an order of magnitude faster and surpasses theddttiie-art results. We show that by
changing the grammar of the formal meaning representagioguiage and training on additional
data collected from Amazon’s Mechanical Turk we can furtingprove the results. We also

include experimental results on a Chinese translation eftthining data to demonstrate the
generality of our approach.
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Short Paper Abstracts

Movie-DiC: a Movie Dialogue Corpus for Research and Develoment

Rafael E. Banchs
Monday 6:00pm-8:30pm — 3F Lobby (ICC)
This paper describes Movie-DiC a Movie Dialogue Corpus miédgecollected for research and
development purposes. The collected dataset comprise@2BB&ialogues containing a total of
764,146 turns that have been extracted from 753 movies.il®etahow the data collection has
been created and how it is structured are provided alongitsithain statistics and characteris-
tics.

Combining Textual Entailment and Argumentation Theory for Supporting Online
Debates Interactions
Elena Cabrio and Serena Villata
Monday 6:00pm-8:30pm — 3F Lobby (ICC)

Blogs and forums are widely adopted by online communitieggbate about various issues.
However, a user that wants to cut in on a debate may expersemae difficulties in extracting the
current accepted positions, and can be discouraged frarasiing through these applications.
In our paper, we combine textual entailment with arguménatheory to automatically extract
the arguments from debates and to evaluate their accefytabil

Towards the Unsupervised Acquisition of Discourse Relatios
Christian Chiarcos
Monday 6:00pm-8:30pm — 3F Lobby (ICC)

This paper describes a novel approach towards the emmpgabximation of discourse relations
between different utterances in texts. Following the ides every pair of events comes with
preferences regarding the range and frequency of discoeia@®ns connecting both parts, the
paper investigates whether these preferences are meadifeshe distribution of relation words

(that serve to signal these relations).

The paper presents experiments on two large-scale Engéiblcarpora, showing that signif-
icant correlations between pairs of adjacent events aatioelwords exist, that they are repro-
ducible on different data sets, and for three relation watttst their distribution corresponds to
theory-based assumptions.

These findings serve to support the methodological validitthe approach. On this basis,
subsequent research will address the relationship betveéstion words and discourse relations.

Arabic Retrieval Revisited: Morphological Hole Filling
Kareem Darwish and Ahmed Ali
Monday 6:00pm-8:30pm — 3F Lobby (ICC)

Due to Arabic’s morphological complexity, Arabic retrié¥zenefits greatly from morphological

analysis — particularly stemming. However, the best knoigmsning does not handle linguistic
phenomena such as broken plurals and malformed stems.slpaper we propose a model of
character-level morphological transformation that isned using Wikipedia hypertext to page
title links. The use of our model yields statistically sifigant improvements in Arabic retrieval

over the use of the best statistical stemming technique t&dfmique can potentially be applied
to other languages.

Extracting and modeling durations for habits and events fran Twitter
Jennifer Williams and Graham Katz
Monday 6:00pm-8:30pm — 3F Lobby (ICC)
We seek to automatically estimate typical durations fomevend habits described in Twitter
tweets. A corpus of more than 14 million tweets containinggeral duration information was
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collected. These tweets were classified as to their haltjtisihtus using a bootstrapped, deci-
sion tree. For each verb lemma, associated duration int@meas collected for episodic and
habitual uses of the verb. Summary statistics for 483 varbrias and their typical habit and
episode durations has been compiled and made availablge alitumatically generated duration
information is broadly comparable to hand-annotation.

Event Linking: Grounding Event Reference in a News Archive
Joel Nothman, Matthew Honnibal, Ben Hachey, and James Ra@ur
Monday 6:00pm-8:30pm — 3F Lobby (ICC)

Interpreting news requires identifying its constitueneéms. Events are complex linguistically
and ontologically, so disambiguating their reference @llehging. We introduce event linking,
which canonically labels an event reference with the @rtichere it was first reported. This im-
plicitly relaxes coreference to co-reporting, and willgifeally enable augmenting news archives
with semantic hyperlinks. We annotate and analyse a corpliS®@documents, extracting 501
links to a news archive with reasonable inter-annotatoeement.

Coupling Label Propagation and Constraints for Temporal Fact Extraction
Yafang Wang, Maximilian Dylla, Marc Spaniol, and Gerhardikifen
Monday 6:00pm-8:30pm — 3F Lobby (ICC)
The Web and digitized text sources contain a wealth of infdimm about named entities such
as politicians, actors, companies, or cultural landmalksgracting this information has enabled
the automated construction of large knowledge bases, inomgahundred millions of binary
relationships or attribute values about these namedesntiiowever, in reality most knowledge
is transient, i.e. changes over time, requiring a temparakdsion in fact extraction. In this
paper we develop a methodology that combines label projpagatth constraint reasoning for
temporal fact extraction. Label propagation aggressigeiyners fact candidates, and an Integer
Linear Program is used to clean out false hypotheses th&teitemporal constraints. Our
method is able to improve on recall while keeping up with mieo, which we demonstrate by
experiments with biography-style Wikipedia pages andgelaorpus of news articles.

Using Search-Logs to Improve Query Tagging
Kuzman Gancheyv, Keith Hall, Ryan McDonald, and Slav Petrov

Monday 6:00pm-8:30pm — 3F Lobby (ICC)
Syntactic analysis of search queries is important for &waof information-retrieval tasks; how-
ever, the lack of annotated data makes training query anatysdels difficult. We propose a sim-
ple, efficient procedure in which part-of-speech tags amesfierred from retrieval-result snippets
to queries at training time. Unlike previous work, our finaldel does not require any additional
resources at run-time. Compared to a state-of-the-arbappr we achieve more than 20% rel-
ative error reduction. Additionally, we annotate a corpfisearch queries with part-of-speech
tags, providing a resource for future work on syntactic yueralysis.

Toward Automatically Assembling Hittite-Language Cuneiform Tablet Fragments into
Larger Texts
Stephen Tyndall
Monday 6:00pm-8:30pm — 3F Lobby (ICC)
This paper presents the problem within Hittite and AncieeaNEastern studies of fragmented
and damaged cuneiform texts, and proposes to use well-knextrclassification metrics, in
combination with some facts about the structure of Hitdieguage cuneiform texts, to help
classify a number of fragments of clay cuneiform-scriptigtbinto more complete texts. In
particular, | propose using Sumerian and Akkadian ideogratit signs within Hittite texts to
improve the performance of Naive Bayes and Maximum Entrdagsifiers. The performance in
some cases is improved, and in some cases very much notstinggbat the variable frequency
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of occurrence of these ideograms in individual fragmentkesaonsiderable difference in the
ideal choice for a classification method. Further, compilexiof the writing system and the
digital availability of Hittite texts complicate the prairh.

A Corpus of Textual Revisions in Second Language Writing
John Lee and Jonathan Webster
Monday 6:00pm-8:30pm — 3F Lobby (ICC)

This paper describes the creation of the first large-scaijgusocontaining drafts and final ver-
sions of essays written by non-native speakers, with theesees aligned across different ver-
sions. Furthermore, the sentences in the drafts are asdotéth comments from teachers. The
corpus is intended to support research on textual revisjolamiguage learners, and how it is
influenced by feedback. This corpus has been converted in¥dVi format conforming to the
standards of the Text Encoding Initiative (TEI).

Coarse Lexical Semantic Annotation with Supersenses: An fAbic Case Study

Nathan Schneider, Behrang Mohit, Kemal Oflazer, and NoahmithS
Monday 6:00pm-8:30pm — 3F Lobby (ICC)
"Lightweight” semantic annotation of text calls for a siraplepresentation, ideally without re-
quiring a semantic lexicon to achieve good coverage in thguage and domain. In this paper,
we repurpose WordNet's supersense tags for annotatioelagewg specific guidelines for nom-
inal expressions and applying them to Arabic Wikipediacke$ in four topical domains. The
resulting corpus has high coverage and was completed guigith reasonable inter-annotator
agreement.

Word Epoch Disambiguation: Finding How Words Change Over Time

Rada Mihalcea and Vivi Nastase
Monday 6:00pm-8:30pm — 3F Lobby (ICC)
In this paper we introduce the novel task of “word epoch disigomation,” defined as the problem
of identifying changes in word usage over time. Through erpents run using word usage
examples collected from three major periods of time (188001 2000), we show that the task
is feasible, and significant differences can be observegdast occurrences of words in different
periods of time.

Authorship Attribution with Author-aware Topic Models
Yanir Seroussi, Fabian Bohnert, and Ingrid Zukerman
Monday 6:00pm-8:30pm — 3F Lobby (ICC)

Authorship attribution deals with identifying the authafsanonymous texts. Building on our
earlier finding that the Latent Dirichlet Allocation (LDAYpic model can be used to improve au-
thorship attribution accuracy, we show that employing &ipresly-suggested Author-Topic (AT)
model outperforms LDA when applied to scenarios with marthaus. In addition, we define a
model that combines LDA and AT by representing authors acdaients over two disjoint topic
sets, and show that our model outperforms LDA, AT and suppentor machines on datasets
with many authors.

Information-theoretic Multi-view Domain Adaptation
Pei Yang, Wei Gao, Qi Tan, and Kam-Fai Wong
Monday 6:00pm-8:30pm — 3F Lobby (ICC)
We use multiple views for cross-domain document classificatThe main idea is to strengthen
the views’ consistency for target data with source trairdiaga by identifying the correlations
of domain-specific features from different domains. We @nésin Information-theoretic Multi-
view Adaptation Model (IMAM) based on a multi-way clustegischeme, where word and link
clusters can draw together seemingly unrelated domaicifapéeatures from both sides and
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iteratively boost the consistency between document cgiugte based on word and link views.
Experiments show that IMAM significantly outperforms stafethe-art baselines.

Efficient Tree-Based Topic Modeling
Yuening Hu and Jordan Boyd-Graber
Monday 6:00pm-8:30pm — 3F Lobby (ICC)

Topic modeling with a tree-based prior has been used for iatyanf applications because it
can encode correlations between words that traditionat todeling cannot. However, its
expressive power comes at the cost of more complicatedeimfer In this paper, we extend the
SparseLDA (Yao et al., 2009) inference scheme for latenicBlgt allocation (LDA) to tree-
based topic models. This sampling scheme computes the@xaditional distribution for Gibbs
sampling much more quickly than enumerating all possiblentavariable assignments. We
further improve performance by iteratively refining the gding distribution only when needed.
Experiments show that the proposed techniques dramgtiogirove the computation time.

Learning Better Rule Extraction with Translation Span Alig nment
Jingbo Zhu, Tong Xiao, and Chunliang Zhang
Monday 6:00pm-8:30pm — 3F Lobby (ICC)

To address a practical issue that even one spurious worthadigt link can rule out some useful
rules for syntax-based translation, we propose an unsiggerapproach to learning translation
span alignments from parallel data, and improves syntaiate extraction by deleting spuri-

ous word alignment links and adding new valuable links basmedilingual translation span

correspondences. Experiments on Chinese-English ttamsi@emonstrate improvements over
standard methods for tree-to-string and tree-to-treeskation.

Enhancing Statistical Machine Translation with Character Alignment
Ning Xi, Guangchao Tang, Xinyu Dai, Shujian Huang, and Jiaithen
Monday 6:00pm-8:30pm — 3F Lobby (ICC)

The dominant practice of statistical machine translatiBMT) uses the same Chinese word
segmentation specification in both alignment and tramslatule induction steps in building

Chinese-English SMT system, which may suffer from a subogtiproblem that word seg-

mentation better for alignment is not necessarily bettetrémslation. To tackle this, we propose
a framework that uses two different segmenta-tion spetics for alignment and translation

respectively: we use Chinese character as the basic undligprment, and then convert this
alignment to conventional word alignment for translatiaterinduction. Experimentally, our

approach outperformed two baselines: fully word-basetesygusing word for both alignment

and translation) and fully charac-ter-based system, mgesf alignment quality and translation
performance.

Translation Model Size Reduction for Hierarchical Phrasebased Statistical Machine
Translation
Seung-Wook Lee, Dongdong Zhang, Mu Li, Ming Zhou, and Has@Rim
Monday 6:00pm-8:30pm — 3F Lobby (ICC)

In this paper, we propose a novel method of reducing the $izarslation model for hierarchical
phrase-based machine translation systems. Previousamh@®try to prune infrequent entries
or unreliable entries based on statistics, but cause agobl reducing the translation coverage.
On the contrary, the proposed method try to prune only intéfe entries based on the estimation
of the information redundancy encoded in phrase pairs ardiduhical rules, and thus preserve
the search space of SMT decoders as much as possible. Egpa@imesults on Chinese-to-
English machine translation tasks show that our methodléstatreduce almost the half size of
the translation model with very tiny degradation of tratistaperformance.

68



Monday, July 9, 2012

Heuristic Cube Pruning in Linear Time
Andrea Gesmundo, Giorgio Satta, and James Henderson
Monday 6:00pm-8:30pm — 3F Lobby (ICC)

We propose a novel approximation algorithm for Cube Prunimging in linear time in the beam
size. In an empirical setting, we show a gain in running tirha standard machine translation
system, at a small loss in accuracy.

Combining Word-Level and Character-Level Models for Machine Translation Between
Closely-Related Languages
Preslav Nakov and Jorg Tiedemann
Monday 6:00pm-8:30pm — 3F Lobby (ICC)

We propose several techniques for improving statisticathime translation between closely-
related languages with scarce resources. We use chaeektranslation trained on n-gram-
character-aligned bitexts and tuned using word-level BLEUich we further augment with
character-based transliteration at the word level and aoenkith a word-level translation model.
The evaluation on Macedonian-Bulgarian movie subtitleswshan improvement of 2.84 BLEU
points over a phrase-based word-level baseline.

Improving the IBM Alignment Models Using Variational Bayes
Darcey Riley and Daniel Gildea
Monday 6:00pm-8:30pm — 3F Lobby (ICC)

Bayesian approaches have been shown to reduce the amowetfittiog that occurs when run-
ning the EM algorithm, by placing prior probabilities on thmdel parameters. We apply one
such Bayesian technique, variational Bayes, to the IBM rsodeword alignment for statis-
tical machine translation. We show that using variationay&s improves the performance of
the widely used GIZA++ software, as well as improving therallgperformance of the Moses
machine translation system in terms of BLEU score.

Post-ordering by Parsing for Japanese-English Statistiddvlachine Translation
Isao Goto, Masao Utiyama, and Eiichiro Sumita
Monday 6:00pm-8:30pm — 3F Lobby (ICC)

Reordering is a difficult task in translating between widdiferent languages such as Japanese
and English. We employ the post-ordering framework progdse (Sudoh et al., 2011b) for
Japanese to English translation and improve upon the néogdmethod. The existing post-
ordering method reorders a sequence of target languages\ivoedsource language word order
via SMT, while our method reorders the sequence by: 1) pauthie sequence to obtain syntax
structures similar to a source language structure, anda@}feerring the obtained syntax struc-
tures into the syntax structures of the target language.

An Exploration of Forest-to-String Translation: Does Translation Help or Hurt Parsing?
Hui Zhang and David Chiang
Monday 6:00pm-8:30pm — 3F Lobby (ICC)

Syntax-based translation models that operate on the oofpaitsource-language parser have
been shown to perform better if allowed to choose from a sebesible parses. In this paper,
we investigate whether this is because it allows the tréinslatage to overcome parser errors or
to override the syntactic structure itself. We find that ipignarily the latter, but that under the

right conditions, the translation stage does correct pansers, improving parsing accuracy on
the Chinese Treebank.
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Unsupervised Morphology Rivals Supervised Morphology forArabic MT
David Stallard, Jacob Devlin, Michael Kayser, Yoong Keok,land Regina Barzilay
Monday 6:00pm-8:30pm — 3F Lobby (ICC)

If unsupervised morphological analyzers could approaeheffectiveness of supervised ones,
they would be a very attractive choice for improving MT penfiance on low-resource inflected
languages. In this paper, we compare performance gainsaftersf-the-art supervised vs. un-
supervised morphological analyzers, using a state-e&thérabic-to-English MT system. We
apply maximum marginal decoding to the unsupervised aeglynd show that this yields the
best published segmentation accuracy for Arabic, while alaking segmentation output more
stable. Our approach gives an 18% relative BLEU gain for htma dialectal Arabic. Further-
more, it gives higher gains for Modern Standard Arabic (MS#) measured on NIST MT-08,
than does MADA, a leadingupervisedMSA segmenter.

A Meta Learning Approach to Grammatical Error Correction
Hongsuck Seo, Jonghoon Lee, Seokhwan Kim, Kyusong LeenS¢&mhg, and
Gary Geunbae Lee
Monday 6:00pm-8:30pm — 3F Lobby (ICC)

We introduce a novel method for grammatical error correctigth a number of small corpora.
To make the best use of several corpora with different cleriatics, we employ a meta-learning
with several base classifiers trained on different corp@ias research focuses on a grammat-
ical error correction task for article errors. A series opesiments is presented to show the
effectiveness of the proposed approach on two differemhgratical error tagged corpora.

Fine Granular Aspect Analysis using Latent Structural Models
Lei Fang and Minlie Huang
Monday 6:00pm-8:30pm — 3F Lobby (ICC)

In this paper, we present a structural learning model fart jséntiment classification and aspect
analysis of text at various levels of granularity. Our modihs to identify highly informa-
tive sentences that are aspect-specific in online custoiewsy The primary advantages of our
model are two-fold: first, it performs document-level andteace-level sentiment polarity clas-
sification jointly; second, it is able to find informative $emces that are closely related to some
respects in a review, which may be helpful for aspect-leegitiment analysis such as aspect-
oriented summarization. The proposed method was evaluwgitbd9,000 Chinese restaurant
reviews. Preliminary experiments demonstrate that ouragholstains promising performance.

Identifying High-Impact Sub-Structures for Convolution K ernels in Document-level
Sentiment Classification
Zhaopeng Tu, Yifan He, Jennifer Foster, Josef van Genaitin, Liu, and Shouxun Lin
Monday 6:00pm-8:30pm — 3F Lobby (ICC)

Convolution kernels support the modeling of complex sytitanformation in machine-learning
tasks. However, such models are highly sensitive to the &k size of syntactic structure
used. It is therefore an important challenge to automéagicaéntify high impact sub-structures
relevant to a given task. In this paper we present a systerstaiily investigating (combinations
of) sequence and convolution kernels using different tygfesub-structures in document-level
sentiment classification. We show that minimal sub-stmestiextracted from constituency and
dependency trees guided by a polarity lexicon show 1.45 pbisolute improvement in accuracy
over a bag-of-words classifier on a widely used sentimergu=r

Exploiting Latent Information to Predict Diffusions of Nov el Topics on Social Networks
Tsung-Ting Kuo, San-Chuan Hung, Wei-Shih Lin, Nanyun Fengy-De Lin, and Wei-Fen Lin
Monday 6:00pm-8:30pm — 3F Lobby (ICC)

This paper brings a marriage of two seemly unrelated topasiral language processing (NLP)
and social network analysis (SNA). We propose a new task iA @Nich is to predict the dif-
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fusion of a new topic, and design a learning-based frametgosblve this problem. We exploit
the latent semantic information among users, topics, aoidlsconnections as features for pre-
diction. Our framework is evaluated on real data collectechfpublic domain. The experiments
show 18% AUC improvement over baseline methods. The sowde and dataset are available
at http://www.csie.ntu.edu.tw/ d97944007/diffusion/

Sentence Compression with Semantic Role Constraints
Katsumasa Yoshikawa, Ryu lida, Tsutomu Hirao, and Manahur®ka
Monday 6:00pm-8:30pm — 3F Lobby (ICC)

For sentence compression, we propose new semantic cotstadirectly capture the relations

between a predicate and its arguments, whereas the exégipr@aches have focused on rela-
tively shallow linguistic properties, such as lexical agdtactic information. These constraints
are based on semantic roles and superior to the constrésyatactic dependencies. Our empir-
ical evaluation on the Written News Compression Corpusri@land Lapata 2008) demonstrates
that our system achieves state-of-the-art results.

Fully Abstractive Approach to Guided Summarization
Pierre-Etienne Genest and Guy Lapalme
Monday 6:00pm-8:30pm — 3F Lobby (ICC)

This paper shows that full abstraction can be accomplishéie context of guided summariza-

tion. We describe a work in progress that relies on Inforamaxtraction, statistical content

selection and Natural Language Generation. Early resliiady demonstrate the effectiveness
of the approach.

Assessing the Effect of Inconsistent Assessors on Summaiion Evaluation
Karolina Owczarzak, Peter A. Rankel, Hoa Trang Dang, anchJeéh Conroy
Monday 6:00pm-8:30pm — 3F Lobby (ICC)

We investigate the consistency of human assessors invalv&@smmarization evaluation to un-
derstand its effect on system ranking and automatic evatuatchniques. Using Text Analy-
sis Conference data, we measure annotator consistencg bagaiman scoring of summaries
for Responsiveness, Readability, and Pyramid scoring. d&fetify inconsistencies in the data
and measure to what extent these inconsistencies affecatheng of machine summarization
systems. Finally, we examine the stability of automaticricet(ROUGE and CLASSY) with
respect to the inconsistent marking.

Fast and Robust Part-of-Speech Tagging Using Dynamic Mod@&election
Jinho D. Choi and Martha Palmer
Monday 6:00pm-8:30pm — 3F Lobby (ICC)

This paper presents a novel way of improving POS tagging ¢erbgeneous data. First, two
separate models are trained (generalized and domairfispé@m the same data set by con-
trolling lexical items with different document frequengieDuring decoding, one of the models
is selected dynamically given the cosine similarity betweach sentence and the training data.
This dynamic model selection approach, coupled with a ass,pleft-to-right POS tagging al-
gorithm, is evaluated on corpora from seven different genféven with this simple tagging
algorithm, our system shows comparable results against etate-of-the-art systems, and gives
higher accuracies when evaluated on a mixture of the datthéfmore, our system is able to tag
about 31,914 tokens per second. We believe that this moléekie® approach can be applied to
more sophisticated tagging algorithms and improve théiustness even further.
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Lemmatisation as a Tagging Task

Andrea Gesmundo and Tanja Samardzic

Monday 6:00pm-8:30pm — 3F Lobby (ICC)
We present a novel approach to the task of word lemmatisatMnformalise lemmatisation as
a category tagging task, by describing how a word-to-lenmarasformation rule can be encoded
in a single label and how a set of such labels can be infermegldpecific language. In this way, a
lemmatisation system can be trained and tested using aey\ssgd tagging model. In contrast
to previous approaches, the proposed technique allows esstly integrate relevant contextual
information. We test our approach on eight languages regchinew state-of-the-art level for
the lemmatisation task.

How Are Spelling Errors Generated and Corrected? A Study of ®rrected and
Uncorrected Spelling Errors Using Keystroke Logs
Yukino Baba and Hisami Suzuki
Monday 6:00pm-8:30pm — 3F Lobby (ICC)
This paper presents a comparative study of spelling erhasare corrected as you type, vs.
those that remain uncorrected. First, we generate natuediurring online error correction data
by logging users’ keystrokes, and by automatically deg\pne- and post-correction strings from
them. We then perform an analysis of this data against tlesetinat remain in the final text as
well as across languages. Our analysis shows a clear diistirtmetween the types of errors that
are generated and those that remain uncorrected, as wellass danguages.

Tokenization: Returning to a Long Solved Problem — A Survey,Contrastive Experiment,

Recommendations, and Toolkit —

Rebecca Dridan and Stephan Oepen

Monday 6:00pm-8:30pm — 3F Lobby (ICC)

We examine some of the frequently disregarded subtletigekaization in Penn Treebank
style, and present a new rule-based pre-processing tdo#tinot only reproduces the Treebank
tokenization with unmatched accuracy, but also maintaxastestand-off pointers to the origi-
nal text and allows flexible configuration to diverse use sdgg to genre- or domain-specific
idiosyncrasies).

Unsupervized Word Segmentation: the Case for Mandarin Chiese
Pierre Magistry and Benoit Sagot
Monday 6:00pm-8:30pm — 3F Lobby (ICC)

In this paper, we present an unsupervised segmentatioensyssted on Mandarin Chinese. Fol-
lowing Harris Hypothesis in Kempe (1999) and Tanaka-Ishi2005) reformulation, we base
our work on the Variation of Branching Entropy. We improve (@006) by adding normaliza-
tion and viterbi-decoding. This enable us to remove mostethresholds and parameters from
their model and to reach near state-of-the-art results §/éaral., 2011) with a simpler system.
We provide evaluation on different corpora available frdra Segmentation bake-off Il (Emer-
son, 2005) and define a more precise topline for the task wsogs-trained supervised system
available off-the-shelf (Zhang and Clark, 2010; Zhao angl 2008; Huang and Zhao, 2007)

Grammar Error Correction Using Pseudo-Error Sentences andDomain Adaptation
Kenji Imamura, Kuniko Saito, Kugatsu Sadamitsu, and Hitdishikawa
Monday 6:00pm-8:30pm — 3F Lobby (ICC)
This paper presents grammar error correction for Japarsselgs that uses discriminative se-
quence conversion, which corrects erroneous particlesubgtisution, insertion, and deletion.
The error correction task is hindered by the difficulty oflecling large error corpora. We tackle
this problem by using pseudo-error sentences generatechatically. Furthermore, we apply
domain adaptation, the pseudo-error sentences are frosotiree domain, and the real-error
sentences are from the target domain. Experiments showttizle improvement is achieved by
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using domain adaptation.
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A Broad Evaluation of Techniques for Automatic Acquisition of Multiword Expressions
Carlos Ramisch, Vitor De Araujo, and Aline Villavicencio
Monday 6:00pm-9:00pm — 3F Lobby (ICC)
Several approaches have been proposed for the automatiisiiog of multiword expressions
from corpora. However, there is no agreement about whicheshtpresents the best cost-benefit
ratio, as they have been evaluated on distinct datasetsrdad@uages. To address this issue, we
investigate these techniques analysing the following dsimns: expression type (compound
nouns, phrasal verbs), language (English, French) andusmjze. Results show that these
techniques tend to extract similar candidate lists withhhigcall (~ 80%) for nominals and
high precision £ 70%) for verbals. The use of association measures for catedfitering is
useful but some of them are more onerous and not significhetter than raw counts. We finish
with an evaluation of flexibility and an indication of whickchnique is recommended for each
language-type-size context.

Detecting Power Relations from Written Dialog
Vinodkumar Prabhakaran
Monday 6:00pm-9:00pm — 3F Lobby (ICC)

In my thesis | propose a data-oriented study on how sociakpoglations between participants

manifest in the language and structure of online writtetod® | propose that there are different
types of power relations and they are different in the wagy tre expressed and revealed in
dialog and across different languages, genres and donfaifar, | have defined four types of

power and annotated them in corporate email threads in $inghd found support that they in

fact manifest differently in the threads. Using dialog amaguage features, | have built a system
to predict participants possessing these types of powaimémail threads. | intend to extend

this system to other languages, genres and domains and tovenps performance using deeper

linguistic analysis.

Active Learning with Transfer Learning
Chunyong Luo, Yangsheng Ji, Xinyu Dai, and Jiajun Chen
Monday 6:00pm-9:00pm — 3F Lobby (ICC)
In sentiment classification, unlabeled user reviews arendfitee to collect for new products,
while sentiment labels are rare. In this case, active legris often applied to build a high-
quality classifier with as small amount of labeled instanasossible. However, when the
labeled instances are insufficient, the performance ofearning is limited. In this paper, we
aim at enhancing active learning by employing the labeledwes from a different but related
(source) domain. We propose a framework Active Vector RuiafAVR), which adaptively
utilizes the source domain data in the active learning mhaee Thus, AVR gets benefits from
souce domain when it is helpful, and avoids the negativeesffehen it is harmful. Extensive
experiments on toy data and review texts show our succesmared with other state-of-the-art
active learning approaches, as well as approaches withid@daptation.

Query classification using topic models and support vector @chine
Dieu-Thu Le and Raffaella Bernardi
Monday 6:00pm-9:00pm — 3F Lobby (ICC)
This paper describes a query classification system for dadjzed domain. We take as a case
study queries asked to a search engine of an art, culturahiataty library and classify them
against the library cataloguing categories. We show hoskhrough links, i.e., the links that
a user clicks after submitting a query, can be exploited %traeting information useful to en-
rich the query as well as for creating the training set for aim@ learning based classifier.
Moreover, we show how Topic Model can be exploited to furtkirich the query with hidden
topics induced from the library meta-data. The experimestaluations show that this system
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considerably outperforms a matching and ranking clastifitaapproach, where queries (and
categories) were also enriched with similar information.

Evaluating Unsupervised Ensembles when applied to Word See Induction
Keith Stevens
Monday 6:00pm-9:00pm — 3F Lobby (ICC)

Ensembles combine together knowledge from diverse madbamaing approaches into a gen-
eral flexible system. While supervised ensembles frequestibw great benefit, unsupervised
ensembles prove to be more challenging. We propose evajutité value of various unsuper-

vised ensembles when applied to the unsupervised task af B&mse Induction with a frame-

work for combining diverse feature spaces and clusteriggrahms. We evaluate our system
using standard shared tasks and also introduce new autbsetgantic evaluations and super-
vised baselines, both of which highlight the current linidtas of existing Word Sense Induction

evaluations.

Topic Extraction based on Prior Knowledge obtained from Tamget Documents
Kayo Tatsukawa
Monday 6:00pm-9:00pm — 3F Lobby (ICC)

This paper investigates the relation between prior knogdednd latent topic classification.
There are many cases where the topic classification done teytiBirichlet Allocation results
in the different classification that humans expects. To owerthis problem, several studies us-
ing Dirichlet Forest prior instead of Dirichlet distribati have been studied in order to provide
constraints on words so as they are classified into the sametdhe same topics. However,
in many cases, the prior knowledge is constructed from aestib¢ view of humans, but is not
constructed based on the properties of objective documéntthis study, we construct prior
knowledge based on the words extracted from objective deatsrand provide it as constraints
for topic classification. We discuss the result of topic sifisation with the constraints.

TopicTiling: A Text Segmentation Algorithm based on LDA
Martin Riedl and Chris Biemann
Monday 6:00pm-9:00pm — 3F Lobby (ICC)

This work presents a Text Segmentation algorithm calledclidling. This algorithm is based

on the well-known TextTiling algorithm, and segments doeuis using the Latent Dirichlet

Allocation (LDA) topic model. We show that using the modeitol assigned during the infer-

ence method of LDA, used to annotate unseen documents, vegpperformance by stabilizing

the obtained topics. We show significant improvements otate ©f the art segmentation algo-
rithms on two standard datasets. As an additional benefiicTding performs the segmentation
in linear time and thus is computationally less expensiamn thther LDA-based segmentation
methods.

Domain Adaptation of a Dependency Parser with a Class-ClasSelectional Preference
Model
Raphael Cohen, Yoav Goldberg, and Michael Elhadad
Monday 6:00pm-9:00pm — 3F Lobby (ICC)
When porting parsers to a new domain, many of the errors datedeto wrong attachment
of out-of-vocabulary words. Since there is no availablecsated data to learn the attachment
preferences of the target domain words, we attack this nobising a model of selectional pref-
erences based on domain-specific word classes. Our metked_atent Dirichlet Allocations
(LDA) to learn a domain-specific Selectional Preference ehadthe target domain using un-
annotated data. The model provides features that modeffthigties among pairs of words in
the domain. To incorporate these new features in the parsodgl, we adopt the co-training
approach and retrain the parser with the selectional peders features. We apply this method
for adapting Easy First, a fast non-directional parsené&@ion WSJ, to the biomedical domain
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(Genia Treebank). The Selectional Preference featureseestror by 4.5% over the co-training
baseline.

Extracting fine-grained durations for verbs from Twitter
Jennifer Williams
Monday 6:00pm-9:00pm — 3F Lobby (ICC)

This paper describes recent work for extracting durati@seeiated with common verbs from
the Twitter microblogging website. Twitter is a rich rescaifor temporal information about
everyday events because people post their 'tweets’ todmitiblicly in real-time as they conduct
their activities throughout the day. Implicit informati@bout temporal durations is crucial to
any natural language processing task involving temporderstanding and reasoning (Pan et
al., 2011; Kozareva and Hovy, 2011; Gusev et al., 2011). Thjeadives were examined in this
paper (1) how to extract fine-grain durations for verbs usdliatg from Twitter, and (2) to discover
duration distributions for verbs.

Using a corpus of more than 14 million tweets (tagged for-pagtpeech), regular expression
patterns were applied to extract duration information fenbg in tweets. Four types of extraction
frames were used to associate each event with its duratibigveng better than 90% accuracy.
The resulting extracted corpus contains more than 350 @86ets and typical durations were
found for 486 verb lemmas. The mean durations for verb lemngae compared with the work
of Gusev et al. (2011) and it was found that there is a smaltipegorrelation. All of the data
and materials is made publicly available. Automatic extoscof event durations is faster than
hand-annotation of events. Results show that verbs andiahsacan be extracted from Twitter
using regular expressions with high accuracy. Some eventsdshort typical duration (such as
'snooze’) while some events have a longer typical duratsueli as "exist’).

Discourse Structure in Simultaneous Spoken Turkish
Isin Demirsahin
Monday 6:00pm-9:00pm — 3F Lobby (ICC)
The current debate regarding the data structure necessapgresent discourse structure, specif-
ically whether tree-structure is sufficient to represeatdurse structure or not, is mainly focused
on written text. This paper reviews some of the major claibeuathe structure in discourse and
proposes an investigation of discourse structure for sanabus spoken Turkish by focusing on
tree-violations and exploring ways to explain them away ty-gtructural means.

A Generic Framework for Multiword Expressions Treatment: f rom Acquisition to
Applications
Carlos Ramisch
Monday 6:00pm-9:00pm — 3F Lobby (ICC)

This paper presents an open and flexible methodologicalefnark for the automatic acqui-
sition of multiword expressions (MWESs) from monolinguaktigal corpora. This research is
motivated by the importance of MWEs for NLP applicationsteifbriefly presenting the mod-
ules of the framework, the paper reports extrinsic evadnatesults considering two applications:
computer-aided lexicography and statistical machinestegion. Both applications can benefit
from automatic MWE acquisition and the expressions acduangomatically from corpora can
both speed up and improve their quality. The promising tesafl previous and ongoing exper-
iments encourage further investigation about the optinayj te integrate MWE treatment into
these and many other applications.

Towards Automatic Construction of Knowledge Bases from Chiese Online Resources
Liwei Chen, Yansong Feng, Yidong Chen, Lei Zou, and Donggan Z
Monday 6:00pm-9:00pm — 3F Lobby (ICC)
Automatically constructing knowledge bases from onlireoteces has become a crucial task in
many research areas. Most existing knowledge bases arébmlEnglish resources, while few
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efforts have been made for other languages. Building krgdebases for Chinese is of great
importance on its own right. However, simply adapting eéngstools from English to Chinese

yields inferior results.In this paper, we propose to cre2linese knowledge bases from on-
line resources with less human involvement. This projedithei formulated in a self-supervised

framework which requires little manual work to extract kredge facts from online encyclope-

dia resources in a probabilistic view.In addition, thistiwork will be able to update the con-
structed knowledge base with knowledge facts extracted frp-to-date newswire.Currently, we
have obtained encouraging results in our pilot experimtmatsextracting knowledge facts from

infoboxes can achieve a high accuracy of around 95%, whidtbeithen used as training data
for the extraction of plain webpages.
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Chinese Comma Disambiguation for Discourse Analysis
Yagin Yang and Nianwen Xue
Monday 6:00pm-9:00pm — 3F Lobby (ICC)

The Chinese comma signals the boundary of discourse urltalao anchors discourse relations
between adjacent text spans. In this work, we propose autisecstructure-oriented classifi-
cation of the comma that can be automatically extracted fitmenChinese Treebank based on
syntactic patterns. We then experimented with two supetvisarning methods that automati-
cally disambiguate the Chinese comma based on this clasgific The first method integrates
comma classification into parsing, and the second methopta@o‘post-processing” approach
that extracts features from automatic parses to train aifilasto classify the comma. The ex-
perimental results show that the second approach compam®bly against the first approach.

Collective Classification for Fine-grained Information Status
Katja Markert, Yufang Hou, and Michael Strube
Monday 6:00pm-9:00pm — 3F Lobby (ICC)

Previous work on classifying information status (NissirB0&; Rahman and Ng, 2011) is re-
stricted to coarse-grained classification and focuses owecsational dialogue. We here intro-
duce the task of classifying fine-grained information staaod work on written text. We add a
fine-grained information status layer to the Wall Streetrdaliportion of the OntoNotes corpus.
We claim that the information status of a mention depend®nlyton the mention itself but also
on other mentions in the vicinity and solve the task by ctillety classifying the information

status of all mentions. Our approach strongly outperformiaplementations of previous work.

Structuring E-Commerce Inventory
Karin Mauge, Khash Rohanimanesh, and Jean-David Ruvini
Monday 6:00pm-9:00pm — 3F Lobby (ICC)

Large e-commerce enterprises feature millions of itemsredtdaily by a large variety of sellers.
While some sellers provide rich, structured descriptiohtheir items, a vast majority of them
provide unstructured natural language descriptions. énpéper we present a 2 steps method
for structuring items into descriptive properties. Thetfatep consists in unsupervised property
discovery and extraction. The second step involves sugghproperty synonym discovery using
a maximum entropy based clustering algorithm. We evaluaterethod on a year worth of e-
commerce data and show that it achieves excellent preaigtbrgood recall.

Named Entity Disambiguation in Streaming Data
Alexandre Davis, Adriano Veloso, Altigran Soares, Albéender, and Wagner Meira Jr.
Monday 6:00pm-9:00pm — 3F Lobby (ICC)

The named entity disambiguation task is to resolve the nt@smgany correspondence between
ambiguous names and the unique real world entity. This taskbe modeled as a classification
problem, provided that positive and negative examples \atiaale for learning binary classi-
fiers. High-quality sense-annotated data, however, is teab# obtained in streaming environ-
ments, since the training corpus would have to be constaptiated in order to accommodate the
fresh data coming on the stream. On the other hand, few p@s&itamples plus a large amount
of unlabeled data may be easily acquired. Producing binassifiers directly from this data,
however, leads to poor disambiguation performance, argl thie propose to enhance the qual-
ity of the classifiers using finer-grained variations of thellknown Expectation-Maximization
(EM) algorithm. We conducted a systematic evaluation udiwgter streaming data, and the
results show that our classifiers are extremely effectiveyiging improvements ranging from
1% to 20%, when compared to the current state-of-the-asedi&VMs, being 120 times faster.
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Big Data versus the Crowd: Looking for Relationships in All the Right Places
Ce Zhang, Feng Niu, Christopher Ré, and Jude Shavlik
Monday 6:00pm-9:00pm — 3F Lobby (ICC)

Classically, training relation extractors relies on higlality, manually annotated training data,
which can be expensive to obtain. To mitigate this cost, Negearchers have considered two
newly available sources of less expensive (but potentiafiyer quality) labeled data from distant
supervision and crowd sourcing. There is, however, no stadyparing the relative impact of
these two sources on the precision and recall of post-legranswers. To fill this gap, we
empirically study how state-of-the-art techniques arecéfd by scaling these two sources. We
use corpus sizes of up to 100 million documents and tens ostms of crowd-source labeled
examples. Our experiments show that increasing the coipasa distant supervision has a
statistically significant, positive impact on quality (Fdose). In contrast, human feedback has a
positive and statistically significant, but lower, impaatmrecision and recall.

Automatic Event Extraction with Structured Preference Modeling
Wei Lu and Dan Roth
Monday 6:00pm-9:00pm — 3F Lobby (ICC)

This paper presents a novel sequence labeling model basthe tatent-variable semi-Markov
conditional random fields for jointly extracting argumeales of events from texts. The model
takes in coarse mention and type information and predigisnaent roles for a given event tem-
plate.

This paper addresses the event extraction problem in a plfrmasupervised setting, where
no labeled training instances are available. Our key daution is a novel learning framework
called structured preference modeling (PM), that allowsti@ry preference to be assigned to
certain structures during the learning procedure. We ksitand discuss connections between
this framework and other existing works. We show empincétiat the structured preferences
are crucial to the success of our task. Our model, traindabwitannotated data and with a small
number of structured preferences, yields performance etitive to some baseline supervised
approaches.

Discriminative Learning for Joint Template Filling
Einat Minkov and Luke Zettlemoyer
Monday 6:00pm-9:00pm — 3F Lobby (ICC)

This paper presents a joint model for template filling, whbeegoal is to automatically specify
the fields of target relations such as seminar announceroeotsporate acquisition events. The
approach models mention detection, unification and fieldaetion in a flexible, feature-rich
model that allows for joint modeling of interdependenciealldevels and across fields. Such an
approach can, for example, learn likely event lengths aedaht that start times should come
before end times. While the joint inference space is larged@monstrate effective learning with
a Perceptron-style approach that uses simple, greedy beeodidg. Empirical results in two
benchmark domains demonstrate consistently strong peaface on both mention detection and
template filling tasks.

Classifying French Verbs Using French and English Lexical Rsources
Ingrid Falk, Claire Gardent, and Jean-Charles Lamirel
Monday 6:00pm-9:00pm — 3F Lobby (ICC)

We present a novel approach to the automatic acquisitioiveftanet like classification of French
verbs which involves the use (i) of a neural clustering metbich associates clusters with fea-
tures, (ii) of several supervised and unsupervised evatuatetrics and (iii) of various existing
syntactic and semantic lexical resources. We evaluatepgupach on an established test set and
show that it outperforms previous related work with an F-suea of 0.70.
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Modeling Sentences in the Latent Space
Weiwei Guo and Mona Diab
Monday 6:00pm-9:00pm — 3F Lobby (ICC)

Sentence Similarity is the process of computing a simyla@ore between two sentences. Previ-
ous sentence similarity work finds that latent semanticsagmies to the problem do not perform
well due to insufficient information in single sentencestHis paper, we show that by carefully
handling words that are not in the sentences (missing wondsgan train a reliable latent vari-
able model on sentences. In the process, we propose a navatéwmalframework for sentence
similarity: Concept Definition Retrieval. The new framewallows for large scale tuning and
testing of Sentence Similarity models. Experiments on the task and previous data sets show
significant improvement of our model over baselines andrdthditional latent variable models.
Our results indicate comparable and even better perforendman current state of the art systems
addressing the problem of sentence similarity.

Improving Word Representations via Global Context and Multiple Word Prototypes
Eric Huang, Richard Socher, Christopher Manning, and Amdig
Monday 6:00pm-9:00pm — 3F Lobby (ICC)

Unsupervised word representations are very useful in NERsthoth as inputs to learning al-
gorithms and as extra word features in NLP systems. Howewvest of these models are built
with only local context and one representation per word. sTisiproblematic because words
are often polysemous and global context can also provideiluséormation for learning word
meanings. We present a new neural network architecturevlitearns word embeddings that
better capture the semantics of words by incorporating loatl and global document context,
and 2) accounts for homonymy and polysemy by learning mel&mbeddings per word. We
introduce a new dataset with human judgments on pairs ofsiardentential context, and eval-
uate our model on it, showing that our model outperforms agtitipe baselines and other neural
language models.

Exploiting Social Information in Grounded Language Learning via Grammatical
Reduction
Mark Johnson, Katherine Demuth, and Michael Frank
Monday 6:00pm-9:00pm — 3F Lobby (ICC)
This paper describes an unsupervised model of groundeddgegacquisition. The input to the
model consists of (orthographically transcribed) chiicected utterances accompanied by the
set of objects present in the non-linguistic context. Edgjea is annotated by social cues, in-
dicating e.g., whether the caregiver is looking at or tongtthe object. We show how to model
the task of inferring which objects are being talked abountl(ahich words refer to which ob-
jects) as standard grammatical inference, and describ&R2Eed unigram models and adaptor
grammar-based collocation models for the task. Explo#imgjal cues improves the performance
of all models. Our models learn the relative importance @hesocial cue jointly with word-
object mappings and collocation structure, consistertt thi¢ idea that children could discover
the importance of particular social information sourcesrduword learning.

You Had Me at Hello: How Phrasing Affects Memorability
Cristian Danescu-Niculescu-Mizil, Justin Cheng, Jon Kieirg, and Lillian Lee
Monday 6:00pm-9:00pm — 3F Lobby (ICC)

Understanding the ways in which information achieves widead public awareness is a research
question of significant interest. We consider whether, avd the way in which the information
is phrased — the choice of words and sentence structure —ffeot this process. To this
end, we develop an analysis framework and build a corpus ofiequotes, annotated with
memorability information, in which we are able to controt Emth the speaker and the setting of
the quotes. We find that there are significant differencesdsmt memorable and non-memorable
quotes in several key dimensions, even after controllingsftwational and contextual factors.
One is lexical distinctiveness: in aggregate, memorabeguuse less common word choices,
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but at the same time are built upon a scaffolding of commoresfic patterns. Another is that
memorable quotes tend to be more general in ways that makeghsy to apply in new contexts
— that is, more portable. We also show how the concept of “nrabie language” can be
extended across domains.

Modeling the Translation of Predicate-Argument Structure for SMT

Deyi Xiong, Min Zhang, and Haizhou Li

Monday 6:00pm-9:00pm — 3F Lobby (ICC)
Predicate-argument structure contains rich semantiarimdtion of which statistical machine
translation hasn't taken full advantage. In this paper, wapgpse two discriminative, feature-
based models to exploit predicate-argument structurestétistical machine translation: 1) a
predicate translation model and 2) an argument reorderindein The predicate translation
model explores lexical and semantic contexts surroundivgriaal predicate to select desirable
translations for the predicate. The argument reorderindeh@automatically predicts the moving
direction of an argument relative to its predicate aftengtation using semantic features. The
two models are integrated into a state-of-the-art phrasedb machine translation system and
evaluated on Chinese-to-English translation tasks witpelscale training data. Experimental
results demonstrate that the two models significantly imgtoanslation accuracy.

A Ranking-based Approach to Word Reordering for Statisticd Machine Translation
Nan Yang, Mu Li, Dongdong Zhang, and Nenghai Yu
Monday 6:00pm-9:00pm — 3F Lobby (ICC)
Long distance word reordering is a major challenge in stegilsmachine translation research.
Previous work has shown using source syntactic trees isfactieé way to tackle this prob-
lem between two languages with substantial word order reiffee. In this work, we further
extend this line of exploration and propose a novel but snapiproach, which utilizes a ranking
model based on word order precedence in the target langaagpdsition nodes in the syntactic
parse tree of a source sentence. The ranking model is autaityaterived from word aligned
parallel data with a syntactic parser for source languagedan both lexical and syntactical
features. We evaluated our approach on large-scale Japingtish and English-Japanese ma-
chine translation tasks, and show that it can significantiperform the baseline phrase-based
SMT system.

Character-Level Machine Translation Evaluation for Languages with Ambiguous Word
Boundaries
Chang Liu and Hwee Tou Ng
Monday 6:00pm-9:00pm — 3F Lobby (ICC)
In this work, we introduce the TESLA-CELAB metric (Transtat Evaluation of Sentences with
Linear-programming-based Analysis — Character-level&tion for Languages with Ambigu-
ous word Boundaries) for automatic machine translatiotueti@n. For languages such as Chi-
nese where words usually have meaningful internal stractund word boundaries are often
fuzzy, TESLA-CELAB acknowledges the advantage of chardetel evaluation over word-
level evaluation. By reformulating the problem in the linpaogramming framework, TESLA-
CELAB addresses several drawbacks of the character-lestlas, in particular the modeling of
synonyms spanning multiple characters. We show empiyitiadlt TESLA-CELAB significantly
outperforms character-level BLEU in the English-Chineseslation evaluation tasks.

PORT: a Precision-Order-Recall MT Evaluation Metric for Tu ning
Boxing Chen, Roland Kuhn, and Samuel Larkin
Monday 6:00pm-9:00pm — 3F Lobby (ICC)
Many machine translation (MT) evaluation metrics have bgleown to correlate better with
human judgment than BLEU. In principle, tuning on these roetshould yield better systems
than tuning on BLEU. However, due to various factors, suckpeed, requirement for linguistic
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resources, and optimization difficulty, they have not be@ely adopted for tuning. This paper
presents PORT , a new MT evaluation metric which combinesigion, recall and an ordering
metric and which is primarily designed for tuning MT systerRORT does not require external
resources and is quick to compute. It has a better correlatith human judgment than BLEU.
We compare PORT-tuned MT systems to BLEU-tuned baselinfigeiexperimental conditions
involving four language pairs, tuning with minimum errotedraining. PORT tuning achieves
consistently better performance than BLEU tuning, acewydd four automated metrics (include
BLEU) and to human evaluation: in comparisons of outputsif@90 source sentences, human
judges preferred the PORT-tuned output 45.3% of the time3@s/% BLEU tuning preferences
and 22.0% ties).

Mixing Multiple Translation Models in Statistical Machine Translation
Majid Razmara, George Foster, Baskaran Sankaran, and Aszokar
Monday 6:00pm-9:00pm — 3F Lobby (ICC)
Statistical machine translation is often faced with thebfgm of combining training data from
many diverse sources into a single translation model witieh has to translate sentences in a
new domain. We propose a novel approach, ensemble decadhighy com- bines a number
of translation systems dynamically at the decoding stephitnpaper, we evaluate performance
on a domain adaptation setting where we translate sentémeeshe medical domain. Our ex-
perimental results show that ensemble decoding outpesfearious strong baselines including
mixture models, the current state of the art for do- main &di&m in machine translation.

Hierarchical Chunk-to-String Translation
Yang Feng, Dongdong Zhang, Mu Li, and Qun Liu
Monday 6:00pm-9:00pm — 3F Lobby (ICC)

We present a hierarchical chunk-to-string translation ehaghich can be seen as a compromise
between the hierarchical phrase-based model and theotisteirig model, to combine the merits
of the two models. With the help of shallow parsing, our mddatns rules consisting of words
andchunksand meanwhile introduce syntax cohesion. Under the weigiiecdhronous context-
free grammar defined by these rules, our model searchesefduetbt translation derivation and
yields target translation simultaneously. Our experiraetitow that our model significantly out-
performs the hierarchical phrase-based model and thddrsing model on English-Chinese
Translation tasks.

Large-Scale Syntactic Language Modeling with Treelets
Adam Pauls and Dan Klein
Monday 6:00pm-9:00pm — 3F Lobby (ICC)

We propose a simple generative, syntactic language modiettimditions on overlapping win-

dows of tree context (or treelets) in the same way that n-deemguage models condition on
overlapping windows of sentence context. We estimate thanpeters of our model by col-

lecting counts from automatically parsed text using steshdagram language model estimation
techniques, allowing us to train a model on over one billiokens of data using a single ma-
chine in a matter of hours. We evaluate on perplexity and gaafi grammaticality tasks, and
find that we perform as well or better than n-gram models ahdrajenerative baselines. Our
model even competes with state-of-the-art discriminatvadels hand-designed for the gram-
maticality tasks, despite training on positive data aldie.also show fluency improvements in
a preliminary machine translation experiment.

Text Segmentation by Language Using Minimum Description Lagth
Hiroshi Yamaguchi and Kumiko Tanaka-Ishii
Monday 6:00pm-9:00pm — 3F Lobby (ICC)
The problem addressed in this paper is to segment a giveilingual document into segments
for each language and then identify the language of eachesgigrihe problem was motivated
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by an attempt to collect a large amount of linguistic datanfmm-major languages from the web.
The problem is formulated in terms of obtaining the minimuesdtiption length of a text, and
the proposed solution finds the segments and their languhgasgh dynamic programming.
Empirical results demonstrating the potential of this apph are presented for experiments
using texts taken from the Universal Declaration of Humaghi& and Wikipedia, covering more
than 200 languages.

Improve SMT Quality with Automatically Extracted Paraphra se Rules
Wei He, Hua Wu, Haifeng Wang, and Ting Liu
Monday 6:00pm-9:00pm — 3F Lobby (ICC)
We propose a novel approach to improve SMT via paraphrass which are automatically ex-
tracted from the bilingual training data. Without usingrextaraphrase resources, we acquire the
rules by comparing the source side of the parallel corpus tlié target-to-source translations of
the target side. Besides the word and phrase paraphrasea;ghired paraphrase rules mainly
cover the structured paraphrases on the sentence levete Thles are employed to enrich the
SMT inputs for translation quality improvement. The expental results show that our pro-
posed approach achieves significant improvements of 16808 of BLEU in the oral domain
and 0.5 1 points in the news domain.

Ecological Evaluation of Persuasive Messages Using GoogldWords
Marco Guerini, Carlo Strapparava, and Oliviero Stock
Monday 6:00pm-9:00pm — 3F Lobby (ICC)
In recent years there has been a growing interest in crowdsgumethodologies to be used
in experimental research for NLP tasks. In particular, watin of systems and theories about
persuasion is difficult to accommodate within existing femvorks. In this paper we present a
new cheap and fast methodology that allows fast experiméifttihg and evaluation with fully-
automated analysis at a low cost. The central idea is ekpjoéxisting commercial tools for
advertising on the web, such as Google AdWords, to measussage impact in an ecological
setting. The paper includes a description of the approaph,for how to use AdWords for
scientific research, and results of pilot experiments onirtiygact of affective text variations
which confirm the effectiveness of the approach.

Polarity Consistency Checking for Sentiment Dictionaries
Eduard Dragut, Hong Wang, Clement Yu, Prasad Sistla, angi\Meng
Monday 6:00pm-9:00pm — 3F Lobby (ICC)
Polarity classification of words is important for applicats such as Opinion Mining and
Sentiment Analysis. A number of sentiment word/sense afiaies have been manually or
(semi)automatically constructed. The dictionaries hadgstntial inaccuracies. Besides obvi-
ous instances, where the same word appears with differdentities in different dictionaries, the
dictionaries exhibit complex cases, which cannot be dedebyy mere manual inspection. We
introduce the concept of polarity consistency of wordsgssnn sentiment dictionaries in this
paper. We show that the consistency problem is NP-compWreduce the polarity consis-
tency problem to the satisfiability problem and utilize & f8AT solver to detect inconsistencies
in a sentiment dictionary. We perform experiments on foatisgent dictionaries and WordNet.

Combining Coherence Models and Machine Translation Evalution Metrics for
Summarization Evaluation
Ziheng Lin, Chang Liu, Hwee Tou Ng, and Min-Yen Kan
Monday 6:00pm-9:00pm — 3F Lobby (ICC)
An ideal summarization system should produce summarie$éwe high content coverage and
linguistic quality. Many state-of-the-art summarizat&ystems focus on content coverage by ex-
tracting content-dense sentences from source articlearr@rt research focus is to process these
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sentences so that they read fluently as a whole. The curreBO&Eask encourages research on
evaluating summaries on content, readability, and ovezapponsiveness. In this work, we adapt
a machine translation metric to measure content coverggdy an enhanced discourse coher-
ence model to evaluate summary readability, and combink iboa trained regression model
to evaluate overall responsiveness. The results showfisamtly improved performance over
AESOP 2011 submitted metrics.

Sentence Simplification by Monolingual Machine Translation
Sander Wubben, Antal van den Bosch, and Emiel Krahmer
Monday 6:00pm-9:00pm — 3F Lobby (ICC)

In this paper we describe a method for simplifying sentensésy Phrase Based Machine Trans-
lation, augmented with a re-ranking heuristic based orirdikity, and trained on a monolin-
gual parallel corpus. We compare our system to a word-gutisti baseline and two state-of-
the-art systems, all trained and tested on paired sentdrarasthe English part of Wikipedia
and Simple Wikipedia. Human test subjects judge the outpiltendifferent systems. Analysing
the judgements shows that by relatively careful phraseebasraphrasing our model achieves
similar simplification results to state-of-the-art sysgemwhile generating better formed output.
We also argue that text readability metrics such as the FKstcaid grade level should be used
with caution when evaluating the output of simplificatiorstgmns.

A Cost Sensitive Part-of-Speech Tagging: Differentiatingserious Errors from Minor
Errors
Hyun-Je Song, Jeong-Woo Son, Tae-Gil Noh, Seong-Bae PatiSang-Jo Lee
Monday 6:00pm-9:00pm — 3F Lobby (ICC)

All types of part-of-speech (POS) tagging errors have beprally treated by existing taggers.

However, the errors are not equally important, since sommaffect the performance of sub-

sequent natural language processing (NLP) tasks seriadnly others do not. This paper aims

to minimize these serious errors while retaining the oVveraiformance of POS tagging. Two

gradient loss functions are proposed to reflect the diffesgres of errors. They are designed to
assign a larger cost to serious errors and a smaller one tar gmirors. Through a set of POS tag-
ging experiments, it is shown that the classifier trainedh it proposed loss functions reduces
serious errors compared to state-of-the-art POS taggei@ddition, the experimental result on

text chunking shows that fewer serious errors help to imprtwe performance of subsequent
NLP tasks.

A Broad-Coverage Normalization System for Social Media Laguage
Fei Liu, Fuliang Weng, and Xiao Jiang
Monday 6:00pm-9:00pm — 3F Lobby (ICC)

Social media language contains huge amount and wide varfetpnstandard tokens, created
both intentionally and unintentionally by the users. It fscoucial importance to normalize
the noisy nonstandard tokens before applying other NLPigaks. A major challenge facing
this task is the system coverage, i.e., for any user-craaiedtandard term, the system should
be able to restore the correct word within its top n outputdadates. In this paper, we pro-
pose a cognitively-driven normalization system that iraées different human perspectives in
normalizing the nonstandard tokens, including the entdhifetter transformation, visual prim-
ing, and string/phonetic similarity. The system was evadan both word- and message-level
using four SMS and Twitter data sets. Results show that cstesyachieves over 90% word-
coverage across all data sets (a 10% absolute increase i@htpastate-of-the-art); the broad
word-coverage can also successfully translate into medsagl performance gain, yielding 6%
absolute increase compared to the best prior approach.
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Incremental Joint Approach to Word Segmentation, POS Taggig, and Dependency
Parsing in Chinese
Jun Hatori, Takuya Matsuzaki, Yusuke Miyao, and Jun’ichijils
Monday 6:00pm-9:00pm — 3F Lobby (ICC)

We propose the first joint model for word segmentation, P@8itay, and dependency parsing
for Chinese. Based on an extension of the incremental joodahfor POS tagging and depen-
dency parsing (Hatori et al., 2011), we propose an efficibatacter-based decoding method that
can combine features from state-of-the-art segmentafi@$§ tagging, and dependency parsing
models. We also describe our method to align comparablessitathe beam, and how we can
combine features of different characteristics in our imeatal framework. In experiments using
the Chinese Treebank (CTB), we show that the accuracieseahtiee tasks can be improved
significantly over the baseline models, particularly by%d.for POS tagging and 2.4% for de-
pendency parsing. We also perform comparison experimeittisive partially joint models.

Exploring Deterministic Constraints: from a Constrained English POS Tagger to an
Efficient ILP Solution to Chinese Word Segmentation
Qiuye Zhao and Mitch Marcus
Monday 6:00pm-9:00pm — 3F Lobby (ICC)
We show for both English POS tagging and Chinese word segti@mthat with proper repre-
sentation, large number of deterministic constraints @tearned from training examples, and
these are useful in constraining probabilistic infererf€er tagging, learned constraints are di-
rectly used to constrain Viterbi decoding. For segmentatiharacter-based tagging constraints
can be learned with the same templates. However, they asx bpplied to a word-based model,
thus an integer linear programming (ILP) formulation isgmweed. For both problems, the cor-
responding constrained solutions have advantages in Katierecy and accuracy.
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Tuesday, July 10, 2012: Main Conference

Overview
7:30am —5:00pm Registration (3F Lobby (ICC))
9:00am — 10:30anBest Paper Awards Session (Tamna A (ICC))
10:30am — 11:00anCoffee Break (3F Lobby (ICC))
10:30am —4:00pm Demonstrations (3F Lobby (ICC))
11:00am —12:30pnPParallel Sessions (Halla A&B, Samda, 401, 402 (ICC))
12:30pm—2:00pm Lunch Break
12:30pm—2:00pm Student Lunch (students only!) (Ocean View (ICC))
2:00pm —3:30pm Parallel Sessions (Halla A&B, Samda, 401, 402 (ICC))
3:30pm —4:00pm Coffee Break (3F Lobby (ICC))
4:00pm —5:30pm Parallel Sessions (Halla A&B, Samda, 401, 402 (ICC))
6:00pm —late Banquet (Shangri La)
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Schedule

7:30am—-5:00pm

Registration (3F Lobby (ICC))

9:00am-10:30am

Best Paper Awards (Tamna A (ICC))

Chair: Slav Petroy

10:30am—11:00am

Coffee Break (3F Lobby (ICC))

Parallel Sessions Samda (ICC) Halla A (ICC) Halla B (ICC) 402 (ICC) 401 (ICC)
11:00am—12:30pm R50: The People Machine Parsing Il Social Media User Generated
Translation IV Content

Chair: Ulrich Schafer

Chair: Malte Nuhn

Chair: Emily Pitler

Chair: Miles Osborne

Chair: Jordan
Boyd-Graber

11:00am —11:30am

11:30am —12:00pm

12:00pm —12:30pm

Rediscovering ACL Disco
eries Through the Lens
ACL Anthology Network
Citing Sentences

D. Radev and
A.Abu-Jbara. ......

Towards a Computation.
History of the ACL: 1980
2008

A. Anderson, D. Jurafsk
and D. A. McFarland p.

Discovering Factions in th|
Computational Linguistic
Community

Y. Sim, N. A. Smith, and
D. A. Smith
He Said, She Said: Gend
in the ACL Anthology

A. Vogel and

+Translation Model Adaptg
pfion for Statistical Machin
Translation with Monolin
gual Topic Information

J. Su, H. Wu, H. Wang,

Y. Chen X. Sh| H. Don%
and Q. Ciu. oo, 8

aA  Statistical Model fo
Unsupervised and_ Sen

Mining
41 H. Sajjad, A. Fraser, and
H. Schmid......... p. 98
ieModified Distortion Matri-|
sces for Phrase-Based Sta
tical Machine Translation
A. Bisazza and

4| M. Federico........

er

supervised  Transliteratiqry Ng and

3 J. Engelfriet........

Semantic  Parsing  wit
pBayesian Tree Transduce|

B. Jones, M. Johnson, and
S. Goldwater. ... . .. p. 98

Dependency Hashing for
ibest CCG Parsing

J.R. Curran ........

Strong Lexicalization 0|
iFree Adjoining Grammars

A. Maletti and

D. Jurafsky........

hTweet ~ Recommendatig
swith Graph Co-Ranking

R. Yan, M. Lapata, and
D O p. 99

nJoint Inference of Name
Entity Recognition and No|
malization for Tweets

X. Liu, M. Zhou, X. Zhou,
Z. Fu, and F. Wei. .. p. 99
fFinding Bursty Topics fron
Microblogs

Q. Diao, J. Jiang, F. Zhu,
and E.-P. Lim...... p. 100

rSpice it u 8’7 Mining Refing-
ments to Online Instruction
from User Generated Cop-
tent

G. Druck and
B.Pang...........

[

dSentence Dependency Tag-
-ging in Online Question An-
swering Forums

Z.QuandY. Liu... p.100

Mining Entity Types from
Query Logs via User Intent
Modeling

P. Pantel, T. Lin, and

M. Gamon. . ...... p. 100

12:30pm-2:00pm

Lunch Break & Student Lunch (students only

) (Ocean View (ICC))
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Parallel Sessions Samda (ICC) 401 (ICC) Halla B (ICC) 402 (ICC) Halla A (ICC)
2:00pm-3:30pm R50: The Contents NLP Apps | Machine Learning | Multilinguality | Parsing 111
Chair: Min Yen Kan Chair: Katja Filippova Chair: Sebastian Riedel| Chair: Julia Hockenmair Chair: Bevan Jones
2:00pm —2:30pm | Discourse Structure ancross-Lingual Mixturg Computational ApproacheSelective Sharing for Multi-Head-driven Transition
Computation: Past, Presemflodel or  Sentimenfto Sentence Completion |lingual Dependency Parsingased Parsing with To

2:30pm —3:00pm

3:00pm —3:30pm

and Future
B. Webber and
A Joshi............ p. 95

Extracting glossary se
tences from  scholarl
articles; A comparativ
evaluation of pattern boo
strapping and deep analy:

M. Reiplinger, U. Schéfer,
and M. Wolska. . . .. p. 95

Applying Collocation Seg
mentation to the ACL An
thology Reference Corpus

Classification
X. Meng, F. Wei, X. Liu,
M. Zhou, G. Xu, and
H.Wang..........

Community Answer Sum
dmarization  for = Multi-
eSentence  Question
-Group L1 Regularization

. Chan, X. Zhou, W. Wan|
and T.-S. Chua ... p. 101

Error Mining on Depen
dency Trees

C. Gardent and

G. Zweig, J. C. Platt,
C. Meek, C. J. Burges,
A. Yessenalina, and

HQ.Liu............ p. 102

-lterative Viterbi A* Algo-
rithm for K-Best Sequentig

witiDecoding

Z. Huang, Y. Chang,

3. Long, J.-F. Crespo,

A. Dong, S. Keerthi, and
S-L.Wu.......... p. 102

Bootstrapping via Grap
Propagation

M. Whitney and

T. Naseem, R. Barzilay, an
A. Globerson...... p.10

The Creation of a Corpus
IEnglish Metalanguage

S.Wilson......... p. 103

ICrosslingual Induction g
Semantic Roles
I. Titov and

down Prediction
&. Hayashi, T. Watanabe,

p. 103

2| M. Asahara, and

Y. Matsumoto. . ...

PMIX Is Not a Tree-
Adjoining Language
M. Kanazawa and

S. Salvati......... p

fExploiting Multiple Tree-|
banks for Parsing witl
Quasi-synchronous ~ Grar

=

ici A. Klementiev. . ... 103| mars
V. Daudaravicius. .. p.95|S. Narayan........ p.101|A. Sarkar......... p. 102 P Z L T. Liu, and
W.Che........... p. 103

Text Reuse with ACL: (Up

ward) Trends

P. Gupta and

P.Rosso........... p. 95
3:30pm—4:00pm Coffee Break (3F Lobby (ICC))
Parallel Sessions Samda (ICC) 401 (ICC) Halla B (ICC) 402 (ICC) Halla A (ICC)
4:00pm-5:30pm R50: The Anthology Names Relations Topics Parsing IV

Chair: Deyi Xiong

Chair: Xiaohua Liu

Chair: Guillermo Garrido

Chair: Tadashi Nomoto

Chair: Andreas Maletti

4:00pm—4:30pm

Integrating User-Generatg
Content in the ACL Anthol

ogy

P. Bysani and
M.-Y.Kan.......... p. 96

»@ Probabilistic Model fo
Canonicalizing Named Ef
tity Mentions

D. Yogatama, Y. Sim, and
N. A. Smith p. 104

Unsupervised Relation Di
covery with Sense Disan
biguation

L. Yao, S. Riedel, and

A. McCallum...... p. 10

D

Historical Analysis of Le
gal Opinions with a Sparg
Mixed-Effects Latent Vari
able Model

Attacking Parsing Bottlej
@ecks with Unlabeled Da
and Relevant Factorizatiol

E.Pitler ..........

W. Y. Wang, E. Mayfield,
S. Naidu, and
J.Dittmar ........ p. 105

A
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4:30pm —5:00pm

5:00pm —5:30pm

Towards an ACL Anthol
ogy Corpus with Logical
Document Structure. A
Overview of the ACL 2012
Contributed Task

U. Schafer, J. Read, and
S.Oepen.......... p. 96

Towards High-Qualit

Text Stream Extractio

from PDF. Technical Back
round to the ACL 201
ontributed Task

0. R. Berg, S. Oepen, and

J. Read p. 96

Combining OCR Output|

for Logical Documen
Structure Markup. Techn|

cal Background to the ACL

2012 Contributed Task

U. Schéfer and
B.Weitz........... p. 96
Linking Citations to thei
Bibliographic references

H. D. Hoang Nhat and
P.Bysani.......... p. 97

Multilingual Named Enti
nRecognition using Paral

PWikipedia
S. Kim, K. Toutanova, and
HoYu. ..o p. 104

]

ative Naming

G. Ozbal and
C. Strapparava. ... p. 104

pDistant
-Data and Metadata froplation Extraction

Reducin
upervision for Rg

S. Takamatsu, |. Sato, and
H. Nakagawa. .. .. p. 105

A Computational ApproachFinding Salient Dates fqiModeling Topic Dependel
to the Automation of CreqBuilding Thematic Time

lines

R. Kessler, X. Tannier,

C. Hagege, V. Moriceau,
and A. Bittar....... p. 105

Wrong Labels ipA TOEIiC Similarity Model

for ierarchical” Phrasg
based Translation

X. Xiao, D. Xiong,

M. Zhang, Q. Liu, and
S.Lin..... p. 105

cies in Hierarchical Te
Categorization

A. Moschitti, Q. Ju, and

R. Johansson. .. .. p. 106

Semi-supervised ~ Depe
-dency Parsing using Lexic
Affinities

S. A. Mirroshandel, A. Nas
and J. Le Roux ... p. 106

6:00pm-—late

Banquet (Shangri La)
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Best Paper and Demo Sessions

Best Paper
Bayesian Symbol-Refined Tree Substitution Grammars for Sytactic Parsing
— H. Shindo, Y. Miyao, A. Fujino,and M. Nagata. ..., p. 93
String Re-writing Kernel — F. Bu,H. Li,and X. Zhu ........... ... ..o oo p. 93
Demonstrations

Applications of GPC Rules and Character Structures in Gamegor Learning
Chinese Characters— W.-J. Huang, C.-R. Chou, Y.-L. Tzeng, C.-Y. Lee, and
(o3 I N T p. 107

Specifying Viewpoint and Information Need with Affective Metaphors: A System
Demonstration of the Metaphor-Magnet Web App/Service— T. Veale and G. Li.. p. 107

Social Event Radar: A Bilingual Context Mining and Sentimert Analysis
Summarization System— W.-T. Hsieh, C.-M. Wu, T. Ku, and S.-c. T. Chau....... p. 107

UWN: A Large Multilingual Lexical Knowledge Base — G. de Melo and
G Wi KUM. L p. 107

langid.py: An Off-the-shelf Language Identification Tool — M. Lui and T. Baldwin p. 108

Personalized Normalization for a Multilingual Chat System— A. T. Aw and
L H. LB . e e p. 108

A Graphical Interface for MT Evaluation and Error Analysis — M. Gonzalez,
J. Giménez, and L. MarqUeZ . .. ......vut ittt et e p. 108

LetsMT!: Cloud-Based Platform for Do-It-Yourself Machine Translation
— A. Vasiljevs, R. Skadins, and J. Tiedemann. .. ............coiiiiiiaiienann. p. 108

A Web-based Evaluation Framework for Spatial Instruction-Giving Systems
— S. Janarthanam, O. Lemon, and X. LiU. .. ... ov v p. 109

DOMCAT: A Bilingual Concordancer for Domain-Specific Computer Assisted
Translation — M.-H. Bai, Y.-M. Hsieh, K.-J. Chen,and J. S.Chang............. p. 109

The OpenGrm open-source finite-state grammar software libaries — B. Roark,
R. Sproat, C. Allauzen, M. Riley, J. Sorensen,and T..Tal . ...................... p. 109

Multilingual WSD with Just a Few Lines of Code: the BabelNet APl — R. Navigli
ANA S. P PONZEMO. . ..ttt e p. 109

BIUTEE: A Modular Open-Source System for Recognizing Textal Entailment
—A.Sternand L. Dagan . . ...t p. 109
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Entailment-based Text Exploration with Application to the Health-care Domain
— M. Adler, J. Berant,and 1. Dagan. ... ...... ..o ] p. 110

CSNIPER - Annotation-by-query for Non-canonical Construdions in Large
Corpora — R. Eckart de Castilho, S. Bartsch, and I. Gurevych. ................. p. 110

ACCURAT Toolkit for Multi-Level Alignment and Information  Extraction from
Comparable Corpora— M. Pinnis, R. lon, D. Stefanescu, F. Su, I. Skadina,
A. Vasiljevs, and B. Babych. .. ... p. 110

Demonstration of llluMe: Creating Ambient According to Ins tant Message Logs
—L.-W. Ku, C.-W. Sun,and Y.-H. Hsueh. .. ... p. 110

INPRO_iSS: A Component for Just-In-Time Incremental Speeb Synthesis
— T.Baumannand D. Schlangen. ....... ... i p. 111

WizIE: A Best Practices Guided Development Environment forlnformation
Extraction — Y. Li, L. Chiticariu, H. Yang, F. Reiss, and A. Carreno-fieant. . ..... p. 111

A System for Real-time Twitter Sentiment Analysis of 2012 5. Presidential
Election Cycle— H. Wang, D. Can, A. Kazemzadeh, F. Bar, and S. Narayanan.. p. 111

Building Trainable Taggers in a Web-based, UIMA-SupportedNLP Workbench
— R. Rak, B. Kolluru, and S. AnaniadQu . . ...t p. 111

Akamon: An Open Source Toolkit for Tree/Forest-Based Stattical Machine
Translation — X. Wu, T. Matsuzaki, and J. TSUJiL ... ....vovenviii s p. 112

Subgroup Detector: A System for Detecting Subgroups in Onfie Discussions
— A.Abu-Jbaraand D. RadeV. . ......covit i p.112

IRIS: a Chat-oriented Dialogue System based on the Vector $ige Model
—R.E.Banchsand H. Li ... e p. 112

Online Plagiarized Detection Through Exploiting Lexical, Syntax, and Semantic
Information — W.-Y. Lin, N. Peng, C.-C. Yen,and S.-d. Lin..................... p. 112

FLOW: A First-Language-Oriented Writing Assistant System — M. Chen,
S. Huang, H. Hsieh, T. Kao,and J. S.Chang..............ccoveiiiiiiine i p. 112

NiuTrans: An Open Source Toolkit for Phrase-based and Synta-based Machine
Translation — T. Xiao, J. Zhu, H. Zhang,and Q. Li........... ... .coiiiiaae.. p. 113

QuickView: NLP-based Tweet Search— X. Liu, F. Wei, M. Zhou, and
Q. T. MICIOSOft . . e p. 113

Syntactic Annotations for the Google Books NGram Corpus— Y. Lin,
J.-B. Michel, E. Aiden Lieberman, J. Orwant, W. Brockmam &nPetrov........... p. 113
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Best Paper Abstract

Bayesian Symbol-Refined Tree Substitution Grammars for Sytactic Parsing
Hiroyuki Shindo, Yusuke Miyao, Akinori Fujino, and Masaldkigata
Tuesday 9:00am-9:45am — Tamna A (ICC)

We propose Symbol-Refined Tree Substitution Grammars (S&s) for syntactic parsing. An
SR-TSG is an extension of the conventional TSG model wheagle eanterminal symbol can be
refined (subcategorized) to fit the training data. We aim awiple a unified model where TSG
rules and symbol refinement are learned from training datafirlly automatic and consistent
fashion. We present a novel probabilistic SR-TSG model dasethe hierarchical Pitman-Yor
Process to encode backoff smoothing from a fine-grained S&- simpler CFG rules, and
develop an efficient training method based on Markov ChaimtelCarlo (MCMC) sampling.

Our SR-TSG parser achieves an F1 score of 92.4% in the WaletSiournal (WSJ) English
Penn Treebank parsing task, which is a 7.7 point improveroeeit a conventional Bayesian
TSG parser, and better than state-of-the-art discrinveagiranking parsers.

String Re-writing Kernel
Fan Bu, Hang Li, and Xiaoyan Zhu
Tuesday 9:45am-10:30am — Tamna A (ICC)

Learning for sentence re-writing is a fundamental task torah language processing and infor-
mation retrieval. In this paper, we propose a new class ofdtdunctions, referred to as string
re-writing kernel, to address the problem. A string re-wgtkernel measures the similarity
between two pairs of strings, each pair representing réagrof a string. It can capture the
lexical and structural similarity between two pairs of seres without the need of constructing
syntactic trees. We further propose an instance of stringriteng kernel which can be com-
puted efficiently. Experimental results on benchmark a@dashow that our method can achieve
comparable results with state-of-the-art methods on twtesee re-writing learning tasks: para-
phrase identification and recognizing textual entailment.
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Abstracts from “Rediscovering 50 Years of Discoveries”

Rediscovering ACL Discoveries Through the Lens of ACL Anthdogy Network Citing
Sentences

Dragomir Radev and Amjad Abu-Jbara

Tuesday 11:00am-11:20am — Samda (ICC)
The ACL Anthology Network (AAN) is a comprehensive manuallyrated networked database
of citations and collaborations in the field of Computatiobhiaguistics. Each citation edge in
AAN is associated with one or more citing sentences. A cisegtence is one that appears in
a scientific article and contains an explicit reference totlaer article. In this paper, we shed
the light on the usefulness of AAN citing sentences for usiderding research trends and sum-
marizing previous discoveries and contributions. We ateppse and motivate several different
uses and applications of citing sentences.

Towards a Computational History of the ACL: 1980-2008
Ashton Anderson, Dan Jurafsky, and Daniel A. McFarland
Tuesday 11:20am-11:40am — Samda (ICC)

We develop a people-centered computational history ohsei¢hat tracks authors over topics
and apply it to the history of computational linguistics. Wesent four findings in this paper.
First, we identify the topical subfields authors work on bgigsing automatically generated
topics to each paper in the ACL Anthology from 1980 to 2008 xtiNeve identify four distinct
research epochs where the pattern of topical overlaps aoesand different from other eras:
an early NLP period from 1980 to 1988, the period of US govemirsponsored MUC and
ATIS evaluations from 1989 to 1994, a transitory period Iu@®01, and a modern integration
period from 2002 onwards. Third, we analyze the flow of awghamross topics to discern how
some subfields flow into the next, forming different stage®\Gt. research. We find that the
government-sponsored bakeoffs brought new research#rs field, and bridged early topics to
modern probabilistic approaches. Last, we identify steepeases in author retention during the
bakeoff era and the modern era, suggesting two points atwihéfield became more integrated.

Discovering Factions in the Computational Linguistics Conrmunity
Yanchuan Sim, Noah A. Smith, and David A. Smith
Tuesday 11:40am-12:00pm — Samda (ICC)

We present a joint probabilistic model of who cites whom imgaitational linguistics, and also
of the words they use to do the citing. The model reveals tddetions, or groups of individuals
whom we expect to collaborate more closely within theiritact cite within the faction using
language distinct from citation outside the faction, anddrgely understandable through the
language used when cited from without. We conduct an exlgralata analysis on the ACL
Anthology. We extend the model to reveal changes in somepesitfaction memberships over
time.

He Said, She Said: Gender in the ACL Anthology
Adam Vogel and Dan Jurafsky
Tuesday 12:00pm-12:20pm — Samda (ICC)

Studies of gender balance in academic computer science/picalty based on statistics on
enroliment and graduation. Going beyond these coarse mesastigender participation, we
conduct a fine-grained study of gender in the field of Natu@hduage Processing. We use
topic models (Latent Dirichlet Allocation) to explore thesearch topics of men and women
in the ACL Anthology Network. We find that women publish mone dialog, discourse, and
sentiment, while men publish more than women in parsingnérsemantics, and finite state
models. To conduct our study we labeled the gender of authate ACL Anthology mostly
manually, creating a useful resource for other gender esudFinally, our study of historical
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patterns in female participation shows that the proporabmomen authors in computational
linguistics has been continuously increasing, with appnaxely a 50% increase in the three
decades since 1980.

Discourse Structure and Computation: Past, Present and Fufre
Bonnie Webber and Aravind Joshi
Tuesday 2:00pm-2:20pm — Samda (ICC)

The discourse properties of text have long been recognizedtial to language technology, and
over the past 40 years, our understanding of and ability pioéx¢he discourse properties of text
has grown in many ways. This essay briefly recounts thesdageaents, the technology they
employ, the applications they support, and the new chadierigat each subsequent development
has raised. We conclude with the challenges faced by ouemuunderstanding of discourse,
and the applications that meeting these challenges withpte.

Extracting glossary sentences from scholarly articles: A@mparative evaluation of pattern

bootstrapping and deep analysis

Melanie Reiplinger, Ulrich Schafer, and Magdalena Wolska
Tuesday 2:20pm-2:40pm — Samda (ICC)

The paper reports on a comparative study of two approachedracting definitional sentences
from a corpus of scholarly discourse: one based on boopsirgpexico-syntactic patterns and
another based on deep analysis. Computational Linguistissused as the target domain and
the ACL Anthology as the corpus. Definitional sentencesaexéd for a set of well-defined
concepts were rated by domain experts. Results show thatrbethods extract high-quality
definition sentences intended for automated glossary ratisin.

Applying Collocation Segmentation to the ACL Anthology Rekrence Corpus
Vidas Daudaravicius
Tuesday 2:40pm-3:00pm — Samda (ICC)
Collocation is a well-known linguistic phenomenon whiclsladong history of research and use.
In this study | employ collocation segmentation to extraatts from the large and complex ACL
Anthology Reference Corpus, and also briefly research asctithe the history of the ACL. The
results of the study show that until 1986, the most signifitarms were related to formal/rule
based methods. Starting in 1987, terms related to stafistiethods became more important. For
instance, language model, similarity measure, text dlaason. In 1990, the terms Penn Tree-
bank, Mutual Information , statistical parsing, bilingealrpus, and dependency tree became the
most important, showing that newly released language resswappeared together with many
new research areas in computational linguistics. AlthoRghn Treebank was a significant term
only temporarily in the early nineties, the corpus is stiked by researchers today. The most
recent significant terms are Bleu score and semantic rotgitap While machine translation as
a term is significant throughout the ACL ARC corpus, it is ngh#ficant for any particular time
period. This shows that some terms can be significant ghpldiile remaining insignificant at
alocal level.

Text Reuse with ACL: (Upward) Trends
Parth Gupta and Paolo Rosso
Tuesday 3:00pm-3:20pm — Samda (ICC)
With rapidly increasing community, a plethora of conferencelated to Natural Language Pro-
cessing and easy access to their proceedings make it etsemtieck the integrity and novelty
of the new submissions. This study aims to investigate #eds of text reuse in the ACL sub-
missions, if any. We carried a set of analyses on two spanyefyéiars papers (the past and
the present) of ACL using a publicly available text reuseed@dn application to notice the be-
haviour. In our study, we found some strong reuse cases whitle an indicator to establish a
clear policy to handle text reuse for the upcoming editioh&@L. The results are anonymised.
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Integrating User-Generated Content in the ACL Anthology
Praveen Bysani and Min-Yen Kan
Tuesday 4:00pm—4:20pm — Samda (ICC)

The ACL Anthology was revamped in 2012 to its second majosive; encompassing faceted
navigation, social media use, as well as author- and regetegrated content and comments on
published work as part of the revised front-end user interfaAt the back-end, the Anthol-
ogy was updated to incorporate its publication records inttatabase. We describe the ACL
Anthology’s previous legacy, redesign and revamp procasstechnologies, and its resulting
functionality.

Towards an ACL Anthology Corpus with Logical Document Structure. An Overview of
the ACL 2012 Contributed Task
Ulrich Schéfer, Jonathon Read, and Stephan Oepen
Tuesday 4:20pm—4:40pm — Samda (ICC)
The ACL 2012 Contributed Task is a community effort aimingtovide the full ACL Anthol-
ogy as a high-quality corpus with rich markup, following thél P5 guidelines—a new resource
dubbed the ACL Anthology Corpus (AAC). The goal of the taskhieefold: (a) to provide
a shared resource for experimentation on scientific texttqlserve as a basis for advanced
search over the ACL Anthology, based on textual content #@atlans; and, by combining the
aforementioned goals, (c) to present a showcase of the tsenéfiatural language processing
to a broader audience. The Contributed Task extends thertuknthology Reference Corpus
(ARC) both in size, quality, and by aiming to provide toolattallow the corpus to be automati-
cally extended with new content—be they scanned or boritatlig

Towards High-Quality Text Stream Extraction from PDF. Technical Background to the
ACL 2012 Contributed Task
@yvind Raddum Berg, Stephan Oepen, and Jonathon Read
Tuesday 4:40pm-5:00pm — Samda (ICC)

Extracting textual content and document structure from PB#Sents a surprisingly (depress-
ingly, to some, in fact) difficult challenge, owing to the plyr display-oriented design of the
PDF document standard. While a variety of lower-level PDifagtion toolkits exist, none fully
support the recovery of original text (in reading order) aefvant structural elements, even
for so-called born-digital PDFs, i.e. those prepared seatally using typesetting systems like
LaTeX, OpenOffice, and the like. This short paper summagzesw tool for high-quality extrac-
tion of text and structure from PDFs, combining state-@-#int PDF parsing, font interpretation,
layout analysis, and TEI-compliant output of text and lagjidocument markup.

Combining OCR Outputs for Logical Document Structure Marku p. Technical
Background to the ACL 2012 Contributed Task
Ulrich Schéafer and Benjamin Weitz
Tuesday 5:00pm-5:20pm — Samda (ICC)
We describe how paperxml, a logical document structure upafér scholarly articles, is gen-
erated on the basis of OCR tool outputs. Paperxml has begallyndeveloped for the ACL
Anthology Searchbench. The main purpose was to robustligeaniform access to sentences
in ACL Anthology papers from the past 46 years, ranging freansied, typewriter-written con-
ference and workshop proceedings papers, up to recenhiglity typeset, born digital journal
articles, with varying layouts. Paperxml markup includddional useful information on page
and paragraph breaks, section headings, footnotes, tab@#ons, boldface and italics character
styles as well as bibliographic and publication metadatee le of paperxml in the ACL Con-
tributed Task ‘Rediscovering 50 Years of Discoveries’ iséove as fall-back source (1) for older,
scanned papers (mostly published before the year 2000)Hieh born digital PDF sources are
not available, (2) for born digital PDF papers on which théegttact method failed, (3) for doc-
ument parts where pdfextract does not output useful markaop as currently for tables. We
sketch transformation of paperxml into the ContributedKEBaSEI P5 XML.
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Linking Citations to their Bibliographic references
Huy Do Hoang Nhat and Praveen Bysani
Tuesday 5:20pm-5:40pm — Samda (ICC)

In this paper we describe our participation in the contedutisk of ACL Special workshop 2012.
We contribute to the goal of enriching the textual conterA@L Anthology by identifying the
citation contexts in a paper and linking them to their cqrogsling references in the bibliography
section. We use Parscit, to process the references in epeh. pBattern matching heuristics
are then used to connect the citations with their referenEesthermore, we prepared a small
evaluation dataset, to test the efficiency of our method. Wesed 95% precision and 80%
recall on this dataset.
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Long Paper Abstracts

Translation Model Adaptation for Statistical Machine Tran slation with Monolingual
Topic Information
Jinsong Su, Hua Wu, Haifeng Wang, Yidong Chen, Xiaodond18hilin Dong, and Qun Liu
Tuesday 11:00am-11:30am — Halla A (ICC)

To adapt a translation model trained from the data in one domeaanother, previous works
paid more attention to the studies of parallel corpus wigiteoring the in-domain monolingual
corpora which can be obtained more easily. In this paper, mwpgse a novel approach for
translation model adaptation by utilizing in-domain mongual topic information instead of
the in-domain bilingual corpora, which incorporates thgicanformation into translation prob-
ability estimation. Our method establishes the relatignbletween the out-of-domain bilingual
corpus and the in-domain monolingual corpora via topic nrappnd topic-phrase distribution
probability estimation from in-domain monolingual corporExperimental result on the NIST
Chinese-English translation task shows that our approgciifisantly outperforms the baseline
system.

A Statistical Model for Unsupervised and Semi-supervised fnsliteration Mining
Hassan Sajjad, Alexander Fraser, and Helmut Schmid
Tuesday 11:30am-12:00pm — Halla A (ICC)

We propose a novel model to automatically extract tramali@n pairs from parallel corpora.

Our model is efficient, language pair independent and miaesliteration pairs in a consistent
fashion in both unsupervised and semi-supervised settMgsmodel transliteration mining as
an interpolation of transliteration and non-translitenatsub-models. We evaluate on NEWS
2010 shared task data and on parallel corpora with cometiisults.

Modified Distortion Matrices for Phrase-Based StatisticalMachine Translation
Arianna Bisazza and Marcello Federico
Tuesday 12:00pm-12:30pm — Halla A (ICC)

This paper presents a novel method to suggest long wordegogd to a phrase-based SMT
decoder. We address language pairs where long reorderimgeicmates on few patterns, and
use fuzzy chunk-based rules to predict likely reorderingsttiese phenomena. Then we use
reordered n-gram LMs to rank the resulting permutations seiéct the n-best for translation.
Finally we encode these reorderings by modifying selectedes of the distortion cost matrix,
on a per-sentence basis. In this way, we expand the search Bpa much finer degree than if
we simply raised the distortion limit. The proposed techeigare tested on Arabic-English and
German-English using well-known SMT benchmarks.

Semantic Parsing with Bayesian Tree Transducers
Bevan Jones, Mark Johnson, and Sharon Goldwater
Tuesday 11:00am-11:30am — Halla B (ICC)

Many semantic parsing models use tree transformations pbetwveen natural language and
meaning representation. However, while tree transfoonatare central to several state-of-the-
art approaches, little use has been made of the rich literatutree automata. This paper makes
the connection concrete with a tree transducer based sienpansing model and suggests that
other models can be interpreted in a similar framework,eiasing the generality of their con-
tributions. In particular, this paper further introducegaaiational Bayesian inference algorithm
that is applicable to a wide class of tree transducers, gindistate-of-the-art semantic parsing
results while remaining applicable to any domain employingpbabilistic tree transducers.
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Dependency Hashing for n-best CCG Parsing
Dominick Ng and James R. Curran
Tuesday 11:30am-12:00pm — Halla B (ICC)

Optimising for one grammatical representation, but exalgaover a different one is a particular
challenge for parsers and n-best CCG parsing. We find thelEmatch causes many n-best
CCG parses to be semantically equivalent, and describehinigagchnique that eliminates this
problem, improving oracle n-best F-score by 0.7% and réngniiccuracy by 0.4%. We also
present a comprehensive analysis of errors made by the C&G @Cser, providing the first
breakdown of the impact of implementation decisions, ssdugertagging, on parsing accuracy.

Strong Lexicalization of Tree Adjoining Grammars
Andreas Maletti and Joost Engelfriet
Tuesday 12:00pm-12:30pm — Halla B (ICC)

Recently, it was shown (Kuhlmann, Satta: Tree-adjoinireymgnars are not closed under strong
lexicalization. Comput. Linguist., 2012) that finitely aigbous tree adjoining grammars can-
not be transformed into a normal form (preserving the ge¢edraee language), in which each
production contains a lexical symbol. A more powerful motiet simple context-free tree gram-

mar, admits such a normal form. It can be effectively comsérh and the maximal rank of the

nonterminals only increases by 1. Thus, simple context-free grammars strongly lexicalize

tree adjoining grammars and themselves.

Tweet Recommendation with Graph Co-Ranking
Rui Yan, Mirella Lapata, and Xiaoming Li
Tuesday 11:00am-11:30am — 402 (ICC)

As one of the most popular micro-blogging services, Twistitracts millions of users, produc-
ing millions of tweets daily. Shared information througlsteervice spreads faster than would
have been possible with traditional sources; however tbéf@ration of user-generation con-
tent poses challenges to browsing and finding valuable rimdgion. In this paper we propose a
graph-theoretic model for tweet recommendation that prtesasers with items they may have
an interest in. Our model ranks tweets and their authorslg&meously using several networks:
the social network connecting the users, the network cdimgethe tweets, and a third network
that ties the two together. Tweet and author entities arkexhfiollowing a co-ranking algo-
rithm based on the intuition that that there is a mutuallpfiaicing relationship between tweets
and their authors that could be reflected in the rankings. Ndevghat this framework can be
parametrized to take into account user preferences, thelgrdp of tweets and their authors,
and diversity. Experimental evaluation on a large dataseivs that our model outperforms
competitive approaches by a large margin.

Joint Inference of Named Entity Recognition and Normalizaton for Tweets
Xiaohua Liu, Ming Zhou, Xiangyang Zhou, Zhongyang Fu, andifei
Tuesday 11:30am-12:00pm — 402 (ICC)

Tweets represent a critical source of fresh informationytiich named entities occur frequently
with rich variations. We study the problem of named entitymalization (NEN) for tweets.
Two main challenges are the errors propagated from namég eztognition (NER) and the
lack of information in a single tweet. We propose a novel bregd model to simultaneously
conduct NER and NEN on multiple tweets to address theseertuysb. Particularly, our model
introduces a binary random variable for each pair of wordh trie same lemma across similar
tweets, whose value indicates whether the related two wagltsgs to the mentions of the same
entity. We evaluate our method on a manually annotated a@dteasd show that our method
outperforms the baseline that handles these two tasksagelyaboosting the F1 from 80.2% to
83.6% for NER, and the Accuracy from 79.4% to 82.6% for NEISpeztively.
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Finding Bursty Topics from Microblogs
Qiming Diao, Jing Jiang, Feida Zhu, and Ee-Peng Lim
Tuesday 12:00pm-12:30pm — 402 (ICC)

Microblogs such as Twitter reflect the general public’s tieas to major events. Bursty topics
from microblogs reveal what events have attracted the mustenattention. Although bursty
event detection from text streams has been studied befmeeiops work may not be suitable
for microblogs because compared with other text streamls asmews articles and scientific
publications, microblog posts are particularly diversd anisy. To find topics that have bursty
patterns on microblogs, we propose a topic model that simetiusly captures two observations:
(1) posts published around the same time are more likely te tiee same topic, and (2) posts
published by the same user are more likely to have the sanee foipe former helps find event-
driven posts while the latter helps identify and filter ouefponal” posts. Our experiments on
a large Twitter dataset show that there are more meaningtuliaique bursty topics in the top-
ranked results returned by our model than an LDA baselinewodiegenerate variations of our
model. We also show some case studies that demonstratepgbheamce of considering both the
temporal information and users’ personal interests fostyuopic detection from microblogs.

Spice it up? Mining Refinements to Online Instructions from User Generated Content
Gregory Druck and Bo Pang
Tuesday 11:00am-11:30am — 401 (ICC)
There are a growing number of popular web sites where uséraisand review instructions
for completing tasks as varied as building a table and bakimge. In addition to providing
their subjective evaluation, reviewers often provideawble refinements. These refinements
clarify, correct, improve, or provide alternatives to thégmal instructions. However, reading
all relevant reviews is a daunting task for a user. In thisspape propose a generative model that
jointly identifies user-proposed refinements in instructieviews at multiple granularities, and
aligns them to the appropriate steps in the original insisac In unsupervised experiments in
the recipe domain, our model provides 90.2% F_1 for predjctefinements at the review level,
76.7% F_1 for predicting refinements segments within resjeand useful alignments with the
recipe being reviewed.

Sentence Dependency Tagging in Online Question AnsweringFums
Zhonghua Qu and Yang Liu
Tuesday 11:30am-12:00pm — 401 (ICC)

Online forums are becoming a popular resource in the stateecdirt question answering (QA)
systems. Because of its nature as an online community, iacenmore updated knowledge than
other places. However, going through tedious and redurpizsis to look for answers could be
very time consuming. Most prior work focused on extractimy@uestion answering sentences
from user conversations. In this paper, we introduce the adsentence dependency tagging.
Finding dependency structure can not only help find answiekiyubut also allow users to trace
back how the answer is concluded through user conversatidiesuse linear-chain conditional
random fields (CRF) for sentence type tagging, and a 2D CR&bigl kthe dependency relation
between sentences. Our experimental results show thatropoged approach performs well
for sentence dependency tagging. This dependency infanmean benefit other tasks such as
thread ranking and answer summarization in online forums.

Mining Entity Types from Query Logs via User Intent Modeling
Patrick Pantel, Thomas Lin, and Michael Gamon
Tuesday 12:00pm-12:30pm — 401 (ICC)
We predict entity type distributions in Web search queriagpvobabilistic inference in graphical
models that capture how entity bearing queries are gemeratée jointly model the interplay
between latent user intents that govern queries and unaukentity types, leveraging observed
signals from query formulations and document clicks. Wehagige models to resolve entity
types in new queries and to assign prior type distributiomsr @n existing knowledge base.
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Our models are efficiently trained using maximum likelihcegtimation over millions of real-
world Web search queries. We show that modeling user intgnifisantly improves entity type
resolution for head queries over the state of the art, orraeweetrics, without degradation in
tail query performance.

Cross-Lingual Mixture Model for Sentiment Classification
Xinfan Meng, Furu Wei, Xiaohua Liu, Ming Zhou, Ge Xu, and l¢agfWang
Tuesday 2:00pm-2:30pm — 401 (ICC)

The amount of labeled sentiment data in English is much tahge that in other languages. Such
a disproportion arouse interest in cross-lingual senttrotassification, which aims to conduct
sentiment classification in the target language (e.g. Ghinasing labeled data in the source
language (e.g. English). Most existing work relies on maehranslation engines to directly
adapt labeled data from the source language to the targpidge. This approach suffers from
the limited coverage of vocabulary in the machine trarmhatiesults. In this paper, we pro-
pose a generative cross-lingual mixture model (CLMM) telage unlabeled bilingual parallel
data. By fitting parameters to maximize the likelihood ofilengual parallel data, the proposed
model learns previously unseen sentiment words from thye lailingual parallel data and im-
proves vocabulary coverage significantly. Experiments oitiple data sets show that CLMM
is consistently effective in two settings: (1) labeled datéhe target language are unavailable;
and (2) labeled data in the target language are also awilabl

Community Answer Summarization for Multi-Sentence Queston with Group L1
Regularization
Wen Chan, Xiangdong Zhou, Wei Wang, and Tat-Seng Chua
Tuesday 2:30pm-3:00pm — 401 (ICC)

We present a novel answer summarization method for comgnQuiestion Answering services
(cQAs) to address the problem of “incomplete answer”, iee, “best answer” of a complex
multi-sentence question misses valuable information ithabntained in other answers. In or-
der to automatically generate a novel and non-redundantrzority answer summary, we seg-
ment the complex original multi-sentence question intessvsub questions and then propose
a general Conditional Random Field (CRF) based answer suymmethod with group L1 reg-
ularization. Various textual and non-textual QA features explored. Specifically, we explore
four different types of contextual factors, namely, theomnfiation novelty and non-redundancy
modeling for local and non-local sentence interactionsenggiestion segmentation. To further
unleash the potential of the abundant cQA features, wedot®e the group L1 regularization
for feature learning. Experimental results on a Yahoo! Aersndataset show that our proposed
method significantly outperforms state-of-the-art method cQA summarization task.

Error Mining on Dependency Trees
Claire Gardent and Shashi Narayan
Tuesday 3:00pm-3:30pm — 401 (ICC)

In recent years, error mining approaches were developedlpadentify the most likely sources
of parsing failures in parsing systems using handcrafteghgrars and lexicons. However the
techniques they use (e.qg., suffix arrays) to enumerate and cegrams builds on the sequential
nature of a text corpus and do not easily extend to structtia¢al In this paper, we propose an
algorithm for mining trees and apply it to detect the mostlitksources of generation failure.
We show that the tree mining algorithm we propose permitatifygng not only errors in the
generation system (grammar, lexicon, algorithm) but alsenmatches between the structures
contained in the input and the input structures expectedubgenerator.
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Computational Approaches to Sentence Completion

Geoffrey Zweig, John C. Platt, Christopher Meek, ChristaphC. Burges, Ainur Yessenalina,

and Qiang Liu

Tuesday 2:00pm-2:30pm — Halla B (ICC)

This paper studies the problem of sentence-level semaokierence by answering SAT-style
sentence completion questions. These questions testitity @talgorithms to distinguish sense
from nonsense based on a variety of sentence-level phermomafe tackle the problem with
two approaches: methods that use local lexical informasoich as the n-grams of a classical
language model; and methods that evaluate global cohersack as latent semantic analysis.
We evaluate these methods on a suite of practice SAT quest@rd on a recently released
sentence completion task based on data taken from five Coogle Dovels. We find that by
fusing local and global information, we can exceed 50% os tsk (chance baseline is 20%),
and we suggest some avenues for further research.

Iterative Viterbi A* Algorithm for K-Best Sequential Decod ing
Zhiheng Huang, Yi Chang, Bo Long, Jean-Francois CrespceiAng, Sathiya Keerthi, and
Su-Lin Wu
Tuesday 2:30pm-3:00pm — Halla B (ICC)

Sequential modeling has been widely used in a variety of itapbapplications including named
entity recognition and shallow parsing. However, as motkraore real time large-scale tagging
applications arise, decoding speed has become a bottlémeekisting sequential tagging algo-
rithms. In this paper we propose 1-best A*, 1-best iterafivek-best A* and k-best iterative
Viterbi A* algorithms for sequential decoding. We show tHficency of these proposed algo-
rithms for five NLP tagging tasks. In particular, we show titettative Viterbi A* decoding can
be several times or orders of magnitude faster than the stdbe-art algorithm for tagging tasks
with a large number of labels. This algorithm makes reaktiarge-scale tagging applications
with thousands of labels feasible.

Bootstrapping via Graph Propagation
Max Whitney and Anoop Sarkar
Tuesday 3:00pm-3:30pm — Halla B (ICC)
Bootstrapping a classifier from a small set of seed rules eatidwed as the propagation of labels
between examples via features shared between them. Thes jpaiwduces a novel variant of
the Yarowsky algorithm based on this view. It is a bootstiagpearning method which uses
a graph propagation algorithm with a well defined objectivection. The experimental results
show that our proposed bootstrapping algorithm achiewas sf the art performance or better
on several different natural language data sets.

Selective Sharing for Multilingual Dependency Parsing
Tahira Naseem, Regina Barzilay, and Amir Globerson
Tuesday 2:00pm-2:30pm — 402 (ICC)

We present a novel algorithm for multilingual dependencysipg that uses annotations from
a diverse set of source languages to parse a new unannaagpghge. Our motivation is to

broaden the advantages of multilingual learning to langaabat exhibit significant differences

from existing resource-rich languages. The algorithmrgarhich aspects of the source lan-
guages are relevant for the target language and ties modehpters accordingly. The model
factorizes the process of generating a dependency tredvitesteps: selection of syntactic

dependents and their ordering. Being largely languageewsal, the selection component is
learned in a supervised fashion from all the training laggsa In contrast, the ordering deci-
sions are only influenced by languages with similar propsrtiwe systematically model this

cross-lingual sharing using typological features. In ogregiments, the model consistently out-
performs a state-of-the-art multilingual parser. Thedatgmprovement is achieved on the non
Indo-European languages yielding a gain of 14.4%.
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The Creation of a Corpus of English Metalanguage
Shomir Wilson
Tuesday 2:30pm-3:00pm — 402 (ICC)

Metalanguage is an essential linguistic mechanism whiciwalus to communicate explicit in-

formation about language itself. However, it has been wdenined in research in language
technologies, to the detriment of the performance of systtrat could exploit it. This paper

describes the creation of the first tagged and delineategusaof English metalanguage, ac-
companied by an explicit definition and a rubric for ideritify the phenomenon in text. This
resource will provide a basis for further studies of metgimge and enable its utilization in
language technologies.

Crosslingual Induction of Semantic Roles
Ivan Titov and Alexandre Klementiev
Tuesday 3:00pm-3:30pm — 402 (ICC)

We argue that multilingual parallel data provides a valeauurce of indirect supervision for in-
duction of shallow semantic representations. Specificallyconsider unsupervised induction of
semantic roles from sentences annotated with automatioegidicted syntactic dependency rep-
resentations and use a state-of-the-art generative Bayasn-parametric model. At inference
time, instead of only seeking the model which explains theolingual data available for each
language, we regularize the objective by introducing a softstraint penalizing for disagree-
ment in argument labeling on aligned sentences. We propaimpEe approximate learning
algorithm for our set-up which results in efficient inferendNVhen applied to German-English
parallel data, our method obtains a substantial improvémesr a model trained without using
the agreement signal, when both are tested on non-paretiarsces.

Head-driven Transition-based Parsing with Top-down Predction
Katsuhiko Hayashi, Taro Watanabe, Masayuki Asahara, afidvatsumoto
Tuesday 2:00pm-2:30pm — Halla A (ICC)

This paper presents a novel top-down data-driven depepqensing algorithm. Our algorithm
is a top-down transition-based parser combined with a wedlprediction from a statistical
model inspired by the Earley prediction. Experiments onEhglish Penn Treebank data and
the Chinese CoNLL-06 data show that the proposed algoritttiieees comparable results with
other data-driven dependency parsing algorithms, whitevsig different characteristics from
pure bottom-up dependency parsers.

MIX Is Not a Tree-Adjoining Language
Makoto Kanazawa and Sylvain Salvati
Tuesday 2:30pm-3:00pm — Halla A (ICC)
The language MIX consists of all strings over the threeetetiphabet a,b,c that contain an equal
number of occurrences of each letter. We prove Joshi’'s (1888jecture that MIX is not a
tree-adjoining language.

Exploiting Multiple Treebanks for Parsing with Quasi-synchronous Grammars
Zhenghua Li, Ting Liu, and Wanxiang Che
Tuesday 3:00pm-3:30pm — Halla A (ICC)

We present a simple and effective framework for exploitingtiple monolingual treebanks with
different annotation guidelines for parsing. Several $ypé transformation patterns (TP) are
designed to capture the systematic annotation inconsistieamong different treebanks. Based
on such TPs, we design quasisynchronous grammar featuasgtoent the baseline parsing
models. Our approach can significantly advance the statieeefrt parsing accuracy on two
widely used target treebanks (Penn Chinese Treebank 58.@naking the Chinese Dependency
Treebank as the source treebank. The improvements arectigepel.37% and 1.10% with
automatic part-of-speech tags. Moreover, an indirect @igspn indicates that our approach
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also outperforms previous work based on treebank conversio

A Probabilistic Model for Canonicalizing Named Entity Mentions
Dani Yogatama, Yanchuan Sim, and Noah A. Smith
Tuesday 4:00pm—4:30pm — 401 (ICC)

We present a statistical model for canonicalizing nameitiyementions into a table whose rows
represent entities and whose columns are attributes (& phattributes). The model is novel
in that it incorporates entity context, surface featurest-firder dependencies among attribute-
parts, and a notion of noise. Transductive learning fromnasieeds and a collection of mention
tokens combines Bayesian inference and conditional estimaWe evaluate our model and
its components on two datasets collected from politicagbland sports news, finding that it
outperforms a simple agglomerative clustering approachpagvious work

Multilingual Named Entity Recognition using Parallel Data and Metadata from Wikipedia
Sungchul Kim, Kristina Toutanova, and Hwanjo Yu
Tuesday 4:30pm-5:00pm — 401 (ICC)

In this paper we propose a method to automatically labelifingjual data with named entity
tags. We build on prior work utilizing Wikipedia metadatadahow how to effectively combine
the weak annotations stemming from Wikipedia metadata imitbrmation obtained through
English-foreign language parallel Wikipedia sentencefe Tombination is achieved using a
novel semi-CRF model for foreign sentence tagging in theedrof a parallel English sentence.
The model outperforms both standard annotation projectiethods and methods based solely
on Wikipedia metadata.

A Computational Approach to the Automation of Creative Naming
Gozde Ozbal and Carlo Strapparava
Tuesday 5:00pm-5:30pm — 401 (ICC)

In this paper, we propose a computational approach to geneealogisms consisting of homo-
phonic puns and metaphors based on the category of the s¢ovi® named and the properties
to be underlined. We describe all the linguistic resourcekratural language processing tech-
nigues that we have exploited for this task. Then, we analyg@erformance of the system that
we have developed. The empirical results show that our agpra generally effective and it
constitutes a solid starting point for the automation ofrihening process.

Unsupervised Relation Discovery with Sense Disambiguatio
Limin Yao, Sebastian Riedel, and Andrew McCallum
Tuesday 4:00pm-4:30pm — Halla B (ICC)

To discover relation types from text, most methods cludtetlsw or syntactic patterns of rela-
tion mentions, but consider only one possible sense pegrpattn practice this assumption is
often violated. In this paper we overcome this issue by iimduclusters of pattern senses from
feature representations of patterns. In particular, we@yrgstopic model to partition entity pairs
associated with patterns into sense clusters using lodajlabal features. \We merge these sense
clusters into semantic relations using hierarchical agel@tive clustering. We compare against
several baselines: a generative latent-variable modéysaéecing method that does not disam-
biguate between path senses, and our own approach but vi§thooal features. Experimental
results show our proposed approach discovers dramaticadhe accurate clusters than mod-
els without sense disambiguation, and that incorporatlofaj features, such as the document
theme, is crucial.
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Reducing Wrong Labels in Distant Supervision for Relation Extraction
Shingo Takamatsu, Issei Sato, and Hiroshi Nakagawa
Tuesday 4:30pm-5:00pm — Halla B (ICC)

In relation extraction, distant supervision seeks to extralations between entities from text
by using a knowledge base, such as Freebase, as a sourcenfisiop. When a sentence and
a knowledge base refer to the same entity pair, this apprbeahistically labels the sentence
with the corresponding relation in the knowledge base. Hewehis heuristic can fail with the
result that some sentences are labeled wrongly. This naisidd data causes poor extraction
performance. In this paper, we propose a method to reduceutimer of wrong labels. We
present a novel generative model that directly models theigie labeling process of distant
supervision. The model predicts whether assigned labels@irect or wrong via its hidden
variables. Our experimental results show that this mod&atied wrong labels with higher
performance than baseline methods. In the experiment, seefalind that our wrong label
reduction boosted the performance of relation extraction.

Finding Salient Dates for Building Thematic Timelines
Rémy Kessler, Xavier Tannier, Caroline Hagege, Véroniqoeddau, and André Bittar
Tuesday 5:00pm-5:30pm — Halla B (ICC)

We present an approach for detecting salient (importari@sda texts in order to automatically
build event timelines from a search query (e.g. the name ofvamt or person, etc.). This
work was carried out on a corpus of newswire texts in Engligivided by the Agence France
Presse (AFP). In order to extract salient dates that waimahision in an event timeline, we first
recognize and normalize temporal expressions in textsterdise a machine-learning approach
to extract salient dates that relate to a particular topie. fo¢used only on extracting the dates
and not the events to which they are related.

Historical Analysis of Legal Opinions with a Sparse Mixed-Hfects Latent Variable Model

William Yang Wang, Elijah Mayfield, Suresh Naidu, and Jeaénbittmar

Tuesday 4:00pm—4:30pm — 402 (ICC)

We propose a latent variable model to enhance historicdysiaaof large corpora. This work
extends prior work in topic modelling by incorporating ndsta, and the interaction between
the components in metadata, in a general way. To test thispllext a corpus of slavery-related
United States property law judgements sampled from thesy&a80 to 1866. We study the
language use in these legal cases, with a special focus fis shbpinions on controversial
topics across different regions. Because this is a longitldlata set, we are also interested in
understanding how these opinions change over the coursecaflds. We show that the joint
learning scheme of our sparse mixed-effects model impromeaxther state-of-the-art generative
and discriminative models on the region and time periodtifleation tasks. Experiments show
that our sparse mixed-effects model is more accurate daawvely and qualitatively interesting,
and that these improvements are robust across differeatagder settings.

A Topic Similarity Model for Hierarchical Phrase-based Translation
Xinyan Xiao, Deyi Xiong, Min Zhang, Qun Liu, and Shouxun Lin
Tuesday 4:30pm-5:00pm — 402 (ICC)

Previous work using topic model for statistical machinestation (SMT) explore topic infor-
mation at the word level. However, SMT has been advanced fmomil-based paradigm to
phrase/rule-based paradigm. We therefore propose a tiopiersty model to exploit topic in-
formation at the synchronous rule level for hierarchicalggle-based translation. We associate
each synchronous rule with a topic distribution, and salesirable rules according to the sim-
ilarity of their topic distributions with given document$Ve show that our model significantly
improves the translation performance over the baseline |&T IChinese-to-English translation
experiments. Our model also achieves a better performamtea daster speed than previous
approaches that work at the word level.
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Modeling Topic Dependencies in Hierarchical Text Categodation
Alessandro Moschitti, Qi Ju, and Richard Johansson
Tuesday 5:00pm-5:30pm — 402 (ICC)

n this paper, we encode topic dependencies in hierarchigli-label Text Categorization (TC)

by means of rerankers. We represent reranking hypothesesevieral innovative kernels con-
sidering both the structure of the hierarchy and the proibalof nodes. Additionally, to better

investigate the role of category relationships, we comsige interesting cases: (i) traditional
schemes in which node-fathers include all the documentsedf thild-categories; and (ii) more
general schemes, in which children can include documerttbeionging to their fathers. The
extensive experimentation on Reuters Corpus Volume 1 shmt®ur rerankers inject effective
structural semantic dependencies in multi-classifiers sigwificantly outperform the state-of-
the-art.

Attacking Parsing Bottlenecks with Unlabeled Data and Releant Factorizations
Emily Pitler

Tuesday 4:00pm-4:30pm — Halla A (ICC)
Prepositions and conjunctions are two of the largest reinmibottlenecks in parsing. Across
various existing parsers, these two categories have thestaecuracies, and mistakes made have
consequences for downstream applications. Prepositimhs@njunctions are often assumed to
depend on lexical dependencies for correct resolution eRisal statistics based on the training
set only are sparse, unlabeled data can help amelioratesghisity problem. By including
unlabeled data features into a factorization of the probidrith matches the representation of
prepositions and conjunctions, we achieve a new stateeséit for English dependencies with
93.55% correct attachments on the current standard. Fortine, conjunctions are attached with
an accuracy of 90.8%, and prepositions with an accuracy .4P87

Semi-supervised Dependency Parsing using Lexical Affinés
Seyed Abolghasem Mirroshandel, Alexis Nasr, and Joseploue R
Tuesday 4:30pm-5:00pm — Halla A (ICC)

Treebanks are not large enough to reliably model precisedephenomena. This deficiency

provokes attachment errors in the parsers trained on sueh déle propose in this paper to

compute lexical affinities, on large corpora, for specifiide-syntactic configurations that are
hard to disambiguate and introduce the new information iaragy. Experiments on the French
Treebank showed a relative decrease of the error rate of T.Af#led Accuracy Score, yielding

the best parsing results on this treebank.
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Demo Abstracts

Applications of GPC Rules and Character Structures in Gamegor Learning Chinese
Characters
Wei-Jie Huang, Chia-Ru Chou, Yu-Lin Tzeng, Chia-Ying Led,@hao-Lin Liu
Tuesday 11:00am-5:30pm — 3F Lobby (ICC)

We demonstrate applications of psycholinguistic and suddéinformation for learning Chinese
characters. The knowledge about the grapheme-phonemersamv (GPC) rules of languages
has been shown to be highly correlated to the ability of mgaiphabetic languages and Chi-
nese. We build and will demo a game platform for strengthgttie association of phonological
components in Chinese characters with the pronunciatibtiseccharacters. Results of a pre-
liminary evaluation of our games indicated significant immment in learners’ response times
in Chinese naming tasks. In addition, we construct a Weldapen system for teachers to
prepare their own games to best meet their teaching goathnifpies for decomposing Chi-
nese characters and for comparing the similarity betweeneSh characters were employed to
recommend lists of Chinese characters for authoring theegafvaluation of the authoring en-
vironment with 20 subjects showed that our system made tt®rng of games more effective
and efficient.

Specifying Viewpoint and Information Need with Affective Metaphors: A System
Demonstration of the Metaphor-Magnet Web App/Service
Tony Veale and Guofu Li
Tuesday 11:00am-5:30pm — 3F Lobby (ICC)
Metaphors pervade our language because they are elastigletmm allow a speaker to express
an affective viewpoint on a topic without committing to a sifie meaning. This balance of ex-
pressiveness and indeterminism means that metaphorssaesjuseful for eliciting information
as they are for conveying information. We explore here, videmonstration of a system for
metaphor interpretation and generation called Metaphayridf the practical uses of metaphor
as a basis for formulating affective information queries &l6o consider the kinds of deep and
shallow stereotypical knowledge that are needed for sugtsterm, and demonstrate how they
can be acquired from corpora and from the web.

Social Event Radar: A Bilingual Context Mining and Sentimert Analysis Summatrization
System
Wen-Tai Hsieh, Chen-Ming Wu, Tsun Ku, and Seng-cho T. Chou
Tuesday 11:00am-5:30pm — 3F Lobby (ICC)
Social Event Radar is a new social networking-based seplatéorm, that aim to alert as well
as monitor any merchandise flaws, food-safety related sssuexpected eruption of diseases or
campaign issues towards to the Government, enterprisey/ddiad or election parties, through
keyword expansion detection module, using bilingual seeitit opinion analysis tool kit to con-
clude the specific event social dashboard and deliver tteeme helping authorities to plan “risk
control” strategy. With the rapid development of sociawak, people can now easily publish
their opinions on the Internet. On the other hand, peopleatsmobtain various opinions from
others in a few seconds even though they do not know each dthgpical approach to obtain
required information is to use a search engine with someaetekeywords. We thus take the
social media and forum as our major data source and aim attialj specific issues efficiently
and effectively in this work.

UWN: A Large Multilingual Lexical Knowledge Base
Gerard de Melo and Gerhard Weikum
Tuesday 11:00am-5:30pm — 3F Lobby (ICC)
We present UWN, a large multilingual lexical knowledge bts# describes the meanings and
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relationships of words in over 200 languages. This papelagshow link prediction, infor-
mation integration and taxonomy induction methods haven hesed to build UWN based on
WordNet and extend it with millions of named entities fromkigedia. We additionally in-
troduce extensions to cover lexical relationships, frameantic knowledge, and language data.
An online interface provides human access to the data, afstdtware API enables applications
to look up over 16 million words and names.

langid.py: An Off-the-shelf Language Identification Tool
Marco Lui and Timothy Baldwin
Tuesday 11:00am-5:30pm — 3F Lobby (ICC)

We present langid.py, an off-the-shelf language identificatool. We discuss the design and
implementation of langid.py, and provide an empirical canigon on 5 long-document datasets,
and 2 datasets from the microblog domain. We find that lapgichaintains consistently high

accuracy across all domains, making it ideal for end-useas require language identification

without wanting to invest in preparation of in-domain tiam data.

Personalized Normalization for a Multilingual Chat System
Ai Ti Aw and Lian Hau Lee
Tuesday 11:00am-5:30pm — 3F Lobby (ICC)

This paper describes the personalized normalization ofldlimgual chat system that supports
chatting in user defined short-forms or abbreviations. Crtee@major challenges for multilin-
gual chat realized through machine translation technolsglye normalization of non-standard,
self-created short-forms in the chat message to standaddswefore translation. Due to the lack
of training data and the variations of short-forms used agrdifierent social communities, it is
hard to normalize and translate chat messages if user usabutaries outside the training data
and create short-forms freely. We develop a personalizatirabrmalizer for English and inte-
grate it with a multilingual chat system, allowing user teate and use personalized short-forms
in multilingual chat.

A Graphical Interface for MT Evaluation and Error Analysis
Meritxell Gonzalez, Jesus Giménez, and Lluis Marquez
Tuesday 11:00am-5:30pm — 3F Lobby (ICC)

Error analysis in machine translation is a necessary stepdar to investigate the strengths

and weaknesses of the MT systems under development andfalfam@mparisons among them.

This work presents an application that shows how a set ofdg@eous automatic metrics can
be used to evaluate a test bed of automatic translations.oT®dwe have set up an online

graphical interface for the ASIYA toolkit, a rich reposiyoof evaluation measures working at

different linguistic levels. The current implementatiohtloe interface shows constituency and
dependency trees as well as shallow syntactic and semamtatagions, and word alignments.

The intelligent visualization of the linguistic structsrased by the metrics, as well as a set of
navigational functionalities, may lead towards advancethwds for automatic error analysis.

LetsMT!: Cloud-Based Platform for Do-It-Yourself Machine Translation
Andrejs Vasiljevs, Raivis Skadins, and Jorg Tiedemann
Tuesday 11:00am-5:30pm — 3F Lobby (ICC)

To facilitate the creation and usage of custom SMT systemisawe created a cloud-based plat-
form for do-it-yourself MT. The platform is developed in t&& collaboration project LetsMT!.
This system demonstration paper presents the motivatialevurloping the LetsMT! platform,
its main features, architecture, and an evaluation in aipedaise case.
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A Web-based Evaluation Framework for Spatial Instruction-Giving Systems
Srinivasan Janarthanam, Oliver Lemon, and Xingkun Liu
Tuesday 11:00am-5:30pm — 3F Lobby (ICC)

We demonstrate a web-based environment for developmenteatidg of different pedestrian
route instruction-giving systems. The environment carga City Model, a TTS interface, a
game-world, and a user GUI including a simulated street:vi&e describe the environment and
components, the metrics that can be used for the evaluatjpedestrian route instruction-giving
systems, and the shared challenge which is being organisegl this environment.

DOMCAT: A Bilingual Concordancer for Domain-Specific Computer Assisted Translation

Ming-Hong Bai, Yu-Ming Hsieh, Keh-Jiann Chen, and Jasont&ng

Tuesday 11:00am-5:30pm — 3F Lobby (ICC)

In this paper, we propose a web-based bilingual concordab&MCAT , for domain-specific
computer assisted translation. Given a multi-word expoesas a query, the system involves
retrieving sentence pairs from a bilingual corpus, idgimg translation equivalents of the query
in the sentence pairs (translation spotting) and rankiegrétrieved sentence pairs according
to the relevance between the query and the translation alqot¢. To provide high-precision
translation spotting for domain-specific translation taske exploited a normalized correlation
method to spot the translation equivalents. To ranking ¢figeved sentence pairs, we propose
a correlation function modified from the Dice coefficient fmsessing the correlation between
the query and the translation equivalents. The perfornsantéhe translation spotting module
and the ranking module are evaluated in terms of precigoafr measures and coverage rate
respectively.

The OpenGrm open-source finite-state grammar software libaries
Brian Roark, Richard Sproat, Cyril Allauzen, Michael Rjlégffrey Sorensen, and Terry Tai
Tuesday 11:00am-5:30pm — 3F Lobby (ICC)

In this paper, we present a new collection of open-sourcevacé libraries that provides com-
mand line binary utilities and library classes and fundiéor compiling regular expression and
context-sensitive rewrite rules into finite-state trarcsts, and for n-gram language modeling.
The OpenGrm libraries use the OpenFst library to providefisient encoding of grammars and
general algorithms for building, modifying and applying dets.

Multilingual WSD with Just a Few Lines of Code: the BabelNet API
Roberto Navigli and Simone Paolo Ponzetto
Tuesday 11:00am-5:30pm — 3F Lobby (ICC)
In this paper we present an API for programmatic access telBlab - a wide-coverage multi-
lingual lexical knowledge base - and multilingual knowleelich Word Sense Disambiguation
(WSD). Our aim is to provide the research community with easyse tools to perform multi-
lingual lexical semantic analysis and foster further resfean this direction.

BIUTEE: A Modular Open-Source System for Recognizing Textwal Entailment
Asher Stern and Ido Dagan
Tuesday 11:00am-5:30pm — 3F Lobby (ICC)

This paper introduces BIUTEE, an open-source system fagrazing textual entailment. Its
main advantages are its ability to utilize various typesrailedge resources, and its extensibil-
ity by which new knowledge resources and inference compsream be easily integrated. These
abilities make BIUTEE an appealing RTE system for two resteapmmunities: (1) researchers
of end applications, that can benefit from generic textufdrénce, and (2) RTE researchers,
who can integrate their novel algorithms and knowledgewess into our system, saving the
time and effort of developing a complete RTE system fromtsbraNotable assistance for these
researchers is provided by a visual tracing tool, by whigdeaechers can refine and “debug”
their knowledge resources and inference components.
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Entailment-based Text Exploration with Application to the Health-care Domain
Meni Adler, Jonathan Berant, and Ido Dagan
Tuesday 11:00am-5:30pm — 3F Lobby (ICC)

We present a novel text exploration model, which extendstiope of state-of-the-art technolo-
gies by moving from standard concept-based explorationaiersent-based exploration. The
proposed scheme utilizes the textual entailment relat&wéen statements as the basis of the
exploration process. A user of our system can explore thdtregace of a query by drilling
down/up from one statement to another, according to en¢éailirelations specified by an entail-
ment graph and an optional concept taxonomy. As a prominemcase, we apply our explo-
ration system and illustrate its benefit on the health-caraain. To the best of our knowledge
this is the first implementation of an exploration systemhatgtatement level that is based on
the textual entailment relation.

CSNIPER - Annotation-by-query for Non-canonical Construdions in Large Corpora
Richard Eckart de Castilho, Sabine Bartsch, and Iryna Gucav
Tuesday 11:00am-5:30pm — 3F Lobby (ICC)

We present CSNIPER (Corpus Sniper), a tool that impleméntswWeb-based multi-rater sce-
nario for identifying and annotating non-canonical grartioa constructions in large corpora
based on linguistic queries and (ii) evaluation of annotafjuality by measuring inter-rater
agreement. This annotation-by-query approach efficidminesses expert knowledge to iden-
tify instances of linguistic phenomena that are hard totiieby means of existing automatic
annotation tools.

ACCURAT Toolkit for Multi-Level Alignment and Information  Extraction from
Comparable Corpora
Marcis Pinnis, Radu lon, Dan Stefanescu, Fangzhongn8unk Skadina, Andrejs Vasiljevs,
and Bogdan Babych
Tuesday 11:00am-5:30pm — 3F Lobby (ICC)

The lack of parallel corpora and linguistic resources fonynianguages and domains is one of
the major obstacles for the further advancement of autahted@slation. A possible solution is
to exploit comparable corpora (non-parallel bi- or multigual text resources) which are much
more widely available than parallel translation data. Owspnted toolkit deals with parallel
content extraction from comparable corpora. It consist®ols bundled in two workflows: (1)
alignment of comparable documents and extraction of grsdintences and (2) extraction and
bilingual mapping of terms and named entities. The tool&itpsimilar bilingual comparable
documents and extracts parallel sentences and bilingunairtelogical and named entity dictio-
naries from comparable corpora. This demonstration facosethe English, Latvian, Lithua-
nian, and Romanian languages.

Demonstration of llluMe: Creating Ambient According to Ins tant Message Logs
Lun-Wei Ku, Cheng-Wei Sun, and Ya-Hsin Hsueh
Tuesday 11:00am-5:30pm — 3F Lobby (ICC)

We present llluMe, a software tool pack which creates a paised ambient using the music
and lighting. llluMe includes an emotion analysis softwdhe small space ambient lighting, and
amultimedia controller. The software analyzes emotiohahges from instant message logs and
corresponds the detected emotion to the best sound andéghtgs. The ambient lighting can
sparkle with different forms of light and the smart phone bamadcast music respectively ac-
cording to different atmosphere. All settings can be modifig the multimedia controller at any
time and the new settings will be feedback to the emotionyaismboftware. The llluMe system,
equipped with the learning function, provides a link betweesidential situation and personal
emotion. It works in a Chinese chatting environment to tHate the language technology in life.
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INPRO_iSS: A Component for Just-In-Time Incremental Speeb Synthesis

Timo Baumann and David Schlangen
Tuesday 11:00am-5:30pm — 3F Lobby (ICC)
We present a component for incremental speech syntheS$ %l a set of applications that
demonstrate its capabilities. This component can be usetitease the responsivity and natu-
ralness of spoken interactive systems. While iSS can shofulitstrength in systems that gen-
erate output incrementally, we also discuss how even otkerunchanged systems may profit
from its capabilities.

WizIE: A Best Practices Guided Development Environment forinformation Extraction
Yunyao Li, Laura Chiticariu, Huahai Yang, Frederick Reiasd Arnaldo Carreno-fuentes
Tuesday 11:00am-5:30pm — 3F Lobby (ICC)

Information extraction (IE) is becoming a critical buildiblock in many enterprise applications.
In order to satisfy the increasing text analytics demandsntérprise applications, it is crucial
to enable developers with general computer science baskdrto develop high quality IE ex-
tractors. In this demonstration, we present WizIE, an IEetigment environment intended to
reduce the development life cycle and enable developehslittié or no linguistic background to
write high quality IE rules. WizIE provides an integratedzaiid-like environment that guides IE
developers step-by-step throughout the entire developpreness, based on best practices syn-
thesized from the experience of expert developers. Iniaddi¥VizIE reduces the manual effort
involved in performing key IE development tasks by offerangtomatic result explanation and
rule discovery functionality. Preliminary results indieahat WizIE is a step forward towards
enabling extractor development for novice IE developers.

A System for Real-time Twitter Sentiment Analysis of 2012 5. Presidential Election
Cycle
Hao Wang, Dogan Can, Abe Kazemzadeh, Frangois Bar, andaithilNarayanan
Tuesday 11:00am-5:30pm — 3F Lobby (ICC)
This paper describes a system for real-time analysis oigpabhtiment toward presidential can-
didates in the 2012 U.S. election as expressed on Twittericeotblogging service. Twitter
has become a central site where people express their opiamahviews on political parties and
candidates. Emerging events or news are often followedstlimstantly by a burst in Twitter vol-
ume, providing a unique opportunity to gauge the relatiomvben expressed public sentiment
and electoral events. In addition, sentiment analysis ein &xplore how these events affect
public opinion. While traditional content analysis takesy/sl or weeks to complete, the system
demonstrated here analyzes sentiment in the entire Twietfic about the election, delivering
results instantly and continuously. It offers the publie media, politicians and scholars a new
and timely perspective on the dynamics of the electoralgs®and public opinion.

Building Trainable Taggers in a Web-based, UIMA-SupportedNLP Workbench
Rafal Rak, BalaKrishna Kolluru, and Sophia Ananiadou
Tuesday 11:00am-5:30pm — 3F Lobby (ICC)
Argo is a web-based NLP and text mining workbench with a coiere graphical user interface
for designing and executing processing workflows of varicusplexity. The workbench is in-
tended for specialists and non-technical audiences alite provides the ever expanding library
of analytics compliant with the Unstructured Informatioraivhgement Architecture, a widely
adopted interoperability framework. We explore the fldiipbf this framework by demonstrat-
ing workflows involving three processing components capabperforming self-contained ma-
chine learning-based tagging. The three components guensible for the three distinct tasks
of 1) generating observations or features, 2) training #ssitaal model based on the generated
features, and 3) tagging unlabelled data with the model. |&&ing and tagging components
are based on an implementation of conditional random fi€lRH); whereas the feature gener-
ation component is an analytic capable of extending bakentinformation to a comprehensive
set of features. Users define the features of their choieettlirfrom Argo’s graphical interface,
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without resorting to programming (a commonly used apprdacfeature engineering). The
experimental results performed on two tagging tasks, dmgnéind named entity recognition,
showed that a tagger with a generic set of features built gpAs capable of competing with
task-specific solutions.

Akamon: An Open Source Toolkit for Tree/Forest-Based Stastical Machine Translation

Xianchao Wu, Takuya Matsuzaki, and Jun’ichi Tsujii

Tuesday 11:00am-5:30pm — 3F Lobby (ICC)

We describe Akamon, an open source toolkit for tree and fdrased statistical machine trans-
lation (Liu et al., 2006; Mi et al., 2008; Mi and Huang, 2008\kamon implements all of
the algorithms required for tree/forest-to-string deogdiising tree-to-string translation rules:
multiple-thread forest-based decoding, n-gram languagdeiintegration, beam- and cube-
pruning, k-best hypotheses extraction, and minimum eatertraining. In terms of tree-to-string
translation rule extraction, the toolkit implements tregditional maximum likelihood algorithm
using PCFG trees (Galley et al., 2004) and HPSG trees/fofedi et al., 2010).

Subgroup Detector: A System for Detecting Subgroups in Onfie Discussions

Amjad Abu-Jbara and Dragomir Radev

Tuesday 11:00am-5:30pm — 3F Lobby (ICC)
We present Subgroup Detector, a system for analyzing tacediscussions and identifying the
attitude of discussants towards one another and towarddigbassion topic. The system uses
attitude predictions to detect the split of discussants 8ubgroups of opposing views. The
system uses an unsupervised approach based on rule-basieteséanalysis and unsupervised
clustering techniques. The system is open source and lg fregilable for download. An online
demo of the system is available at: http:/clair.eecs.traitu/SubgroupDetector/

IRIS: a Chat-oriented Dialogue System based on the Vector $ize Model

Rafael E. Banchs and Haizhou Li
Tuesday 11:00am-5:30pm — 3F Lobby (ICC)
This system demonstration paper presents IRIS (Informsp&ese Interactive System), a chat-
oriented dialogue system based on the vector space modevrark. The system belongs to the
class of example-based dialogue systems and builds iteahabilities on a dual search strategy
over a large collection of dialogue samples. Additionatsgies allowing for system adaptation
and learning implemented over the same vector model spaocefork are also described and
discussed.

Online Plagiarized Detection Through Exploiting Lexical, Syntax, and Semantic
Information
Wan-Yu Lin, Nanyun Peng, Chun-Chao Yen, and Shou-de Lin
Tuesday 11:00am-5:30pm — 3F Lobby (ICC)

In this paper, we introduce a framework that identifies anlptagiarism by exploiting lexi-
cal, syntactic and semantic features that includes dujgitgram, reordering and alignment of
words, POS and phrase tags, and semantic similarity of sezge We establish an ensemble
framework to combine the predictions of each model. Resldtaonstrate that our system can
not only find considerable amount of real-world online pdaigim cases but also outperforms
several state-of-the-art algorithms and commercial sofw

FLOW: A First-Language-Oriented Writing Assistant System
MeiHua Chen, ShihTing Huang, HungTing Hsieh, TingHui Kaaj dason S. Chang
Tuesday 11:00am-5:30pm — 3F Lobby (ICC)
Writing in English might be one of the most difficult tasks fFL (English as a Foreign Lan-
guage) learners. Evidence of a first language assistingdesaican be found in a number of
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studies. This paper presents FLOW , a writing assistancersyslt is built based on first-
language-oriented input function and context sensitiyg@ach, aiming at providing immediate
and appropriate suggestions including translations,pbasaes, and n-grams during composing
and revising processes. FLOW is expected to help EFL writehgeve their writing flow without
being interrupted by their insufficient lexical knowledge.

NiuTrans: An Open Source Toolkit for Phrase-based and Synta-based Machine
Translation
Tong Xiao, Jingbo Zhu, Hao Zhang, and Qiang Li
Tuesday 11:00am-5:30pm — 3F Lobby (ICC)

We present a new open source toolkit for phrase-based arndxsyased machine translation.
The toolkit supports several state-of-the-art models ldpeel in statistical machine translation,
including the phrase-based model, the hierachical pHrased model, and various syntax-based
models. The key innovation provided by the toolkit is that ttecoder can work with various
grammars and offers different choices of decoding algrithsuch as phrase-based decoding,
decoding as parsing/tree-parsing and forest-based derotoreover, several useful utilities
were distributed with the toolkit, including a discrimiivat reordering model, a simple and fast
language model, and an implementation of minimum errortrateing for weight tuning.

QuickView: NLP-based Tweet Search
Xiaohua Liu, Furu Wei, Ming Zhou, and QuickView Team Micfoso

Tuesday 11:00am-5:30pm — 3F Lobby (ICC)
Tweets have become a comprehensive repository for realdtifiormation. However, it is of-
ten hard for users to quickly get information they are irgegd in from tweets, owing to the
sheer volume of tweets as well as their noisy and informalreatWe present QuickView, an
NLP-based tweet search platform to tackle this issue. 8paly, it exploits a series of nat-
ural language processing technologies, such as tweet tipatign, named entity recognition,
semantic role labeling, sentiment analysis, tweet clasgidin, to extract useful information, i.e.,
named entities, events, opinions, etc., from a large volofrteveets. Then, non-noisy tweets,
together with the mined information, are indexed, on top bfol two brand new scenarios are
enabled, i.e., categorized browsing and advanced sedtoWwjng users to effectively access
either the tweets or fine-grained information they are extad in.

Syntactic Annotations for the Google Books NGram Corpus
Yuri Lin, Jean-Baptiste Michel, Erez Aiden Lieberman, Jow&ht, Will Brockman, and
Slav Petrov
Tuesday 11:00am-5:30pm — 3F Lobby (ICC)
We present a new edition of the Google Books Ngram Corpussiwdeescribes how often words
and phrases were used over a period of five centuries, in kiggtuages; it reflects 6% of all
books ever published. This new edition introduces syrtagtnotations: words are tagged with
their part-of-speech, and head-modifier relationshipsemerded. The annotations are produced
automatically with statistical models that are specificallapted to historical text. The corpus
will facilitate the study of linguistic trends, especiatlyose related to the evolution of syntax.
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Wednesday, July 11, 2012: Main Conference

Overview
7:30am —5:00pm Registration (3F Lobby (ICC))
8:00am —9:00am Lifetime Achievement Award (Tamna A (ICC))
9:00am — 10:30amnvited Talk: Mark Johnson (Tamna A (ICC))
10:30am — 11:00anCoffee Break (3F Lobby (ICC))

11:00am —12:30pnShort Paper Parallel Sessions (Halla A&B, Samda, 401, 402QKC))
12:30pm—2:00pm Lunch Break
2:00pm —3:30pm ACL Business Meeting — open to everyone! (Tamna A (ICC))
3:30pm —4:00pm Coffee Break (3F Lobby (ICC))
4:00pm —5:20pm Short Paper Parallel Sessions (Halla A&B, Samda, 401, 402QIC))
5:30pm —6:30pm Closing (Tamna A (ICC))
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Keynote Address: Mark Johnson

“Computational linguistics: Where do we go from here?”

Mark Johnson
Wednesday, July 11, 2012, 9:00am — 10.30am

West and Center Ballrooms

Abstract: The very fact that we're having a 50th annual meeting meatwtlr field hasn’t been
a complete failure, but will there still be computationalduistics meetings in 50 years time?
How do we fit into the larger intellectual picture, and whatulbit take to make computational
linguistics into a real engineering discipline, or, fortth@atter, a scientific one? Prognosticating
fearlessly (or perhaps just foolishly) I'll draw some lessdrom the last 50 years about what the
next few might hold.

James W. Pennebakeis a Professor of Language Science (CORE) in the Departniétro-
puting at Macquarie University. He was awarded a BSc (Hamd)0i79 from the University of
Sydney, an MA in 1984 from the University of California, Sare@o and a PhD in 1987 from
Stanford University. He held a postdoctoral fellowship dffMrom 1987 until 1988, and has
been a visiting researcher at the University of Stuttghe,Xerox Research Centre in Grenoble,
CSAIL at MIT and the Natural Language group at Microsoft Resk. He has worked on a wide
range of topics in computational linguistics, but his maeearch area is parsing and its appli-
cations to text and speech processing. He was Presideng éstbociation for Computational
Linguistics in 2003, and was a professor from 1989 until 2B0Hhe Departments of Cognitive
and Linguistic Sciences and Computer Science at Brown sitye
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Short Paper Abstracts

Higher-order Constituent Parsing and Parser Combination
Xiao Chen and Chunyu Kit
Wednesday 11:00am-11:20am — Halla A (ICC)
This paper presents a higher-order model for constituersimgpaimed at utilizing more local
structural context to decide the score of a grammar rulartst in a parse tree. Experiments on
English and Chinese treebanks confirm its advantage ovérsiteorder version. It achieves its
best F1 scores di1.86% and85.58% on the two languages, respectively, and further pushes
them t092.80% and85.60% via combination with other high-performance parsers.

Joint Evaluation of Morphological Segmentation and Syntatic Parsing
Reut Tsarfaty, Joakim Nivre, and Evelina Andersson
Wednesday 11:20am—-11:40am — Halla A (ICC)
We present novel metrics for parse evaluation in joint segation and parsing scenarios where
the gold sequence of terminals is not known in advance. To®qol uses distance-based met-
rics defined for the space of trees over lattices. Our me#tficsv us to precisely quantify the
performance gap between non-realistic parsing scenagssi(ning gold segmented and tagged
input) and realistic ones (not assuming gold segmentatidrtags). Our evaluation of segmen-
tation and parsing for Modern Hebrew sheds new light on thitopaance of the best parsing
systems to date in the different scenarios.

A Comparison of Chinese Parsers for Stanford Dependencies
Wanxiang Che, Valentin Spitkovsky, and Ting Liu
Wednesday 11:40am-12:00pm — Halla A (ICC)

Stanford dependencies are widely used in natural languagegsing as a semantically-oriented
representation, commonly generated either by (i) comgrtihe output of a constituent parser,
or (i) predicting dependencies directly. Previous cornguars of the two approaches for English
suggest that starting from constituents yields higherwies. In this paper, we re-evaluate both
methods for Chinese, using more accurate dependency gé#nserin previous work. Our com-
parison of performance and efficiency across seven poppéar source parsers (four constituent
and three dependency) shows, by contrast, that recentrhigther graph-based techniques can
be more accurate, though somewhat slower, than constjpaesers. We demonstrate also that
way jackknifing is a useful technique for producing autométather than gold) part-of-speech
tags to train Chinese dependency parsers. Finally, we zadhe relations produced by both
kinds of parsing and suggest which specific parsers to useatige.

A Feature-Rich Constituent Context Model for Grammar Induction
Dave Golland, John DeNero, and Jakob Uszkoreit
Wednesday 12:00pm-12:20pm — Halla A (ICC)

We present LLCCM, a log-linear variant of the constituenateat model (CCM) of grammar
induction. LLCCM retains the simplicity of the original CCldut extends robustly to long
sentences. On sentences of up to length 40, LLCCM outpesf@BM by 13.9% bracketing F1
and outperforms a right-branching baseline in regimes /&M does not.

Private Access to Phrase Tables for Statistical Machine Trnaslation
Nicola Cancedda
Wednesday 11:00am-11:20am — Halla B (ICC)
Some Statistical Machine Translation systems never sdigthidecause the owner of the appro-
priate training data cannot release them, and the poterstialof the system cannot disclose what
should be translated. We propose a simple and practicalgimmn-based method addressing this
barrier.
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Fast and Scalable Decoding with Language Model Look-Aheadf Phrase-based
Statistical Machine Translation
Joern Wuebker, Hermann Ney, and Richard Zens
Wednesday 11:20am-11:40am — Halla B (ICC)

In this work we present two extensions to the well-known dygitaprogramming beam search
in phrase-based statistical machine translation, aimtrigcaeased efficiency of decoding by
minimizing the number of language model computations anubthesis expansions. Our results
show that language model based pre-sorting yields a smalbwvement in translation quality and
a speedup by a factor of 2. Two look-ahead methods are shofumther increase translation
speed by a factor of 2 without changing the search space aacta ©f 4 with the side-effect
of some additional search errors. We compare our approathMases and observe the same
performance, but a substantially better trade-off betwieanslation quality and speed. At a
speed of roughly 70 words per second, Moses reaches 17.2%J BlvRereas our approach
yields 20.0% with identical models.

Head-Driven Hierarchical Phrase-based Translation
Junhui Li, Zhaopeng Tu, Guodong Zhou, and Josef van Genabith
Wednesday 11:40am—12:00pm — Halla B (ICC)

This paper presents an extension of Chiang’s hierarchicedse-based (HPB) model, called
Head-Driven HPB (HD-HPB), which incorporates head infotiorain translation rules to better

capture syntax-driven information, as well as improveddetng between any two neighboring
non-terminals at any stage of a derivation to explore a famgerdering search space. Experi-
ments on Chinese-English translation on four NIST MT tett show that the HD-HPB model

significantly outperforms Chiang’s model with average gain1.91 points absolute in BLEU.

Joint Learning of a Dual SMT System for Paraphrase Generatio
Hong Sun and Ming Zhou
Wednesday 12:00pm-12:20pm — Halla B (ICC)

SMT has been used in paraphrase generation by translatmg@essentence into another (pivot)
language and then back into the source. The resulting s#ean be used as candidate para-
phrases of the source sentence. Existing work that usestepéndently trained SMT systems
cannot directly optimize the paraphrase results. Paraptuidteria especially the paraphrase rate
is not able to be ensured in that way. In this paper, we propge@t learning method of two
SMT systems to optimize the process of paraphrase generatioaddition, a revised BLEU
score (called BLEU) which measures the adequacy and diversity of the genepateghrase
sentence is proposed for tuning parameters in SMT systerns.efperiments on NIST 2008
testing data with automatic evaluation as well as humanmedgs suggest that the proposed
method is able to enhance the paraphrase quality by adjustiiveen semantic equivalency and
surface dissimilarity.

A Novel Burst-based Text Representation Model for Scalabl&vent Detection
Xin Zhao, Rishan Chen, Kai Fan, Hongfei Yan, and Xiaoming Li
Wednesday 11:00am-11:20am — Samda (ICC)

Mining retrospective events from text streams has been poritant research topic. Classic text
representation model (i.e., vector space model) cannothtexhporal aspects of documents. To
address it, we proposed a novel burst-based text représentaodel, denoted as BurstVSM.

BurstVSM corresponds dimensions to bursty features idstédaerms, which can capture se-
mantic and temporal information. Meanwhile, it signifidgnieduces the number of non-zero
entries in the representation. We test it via scalable edeteiction, and experiments in a 10-year
news archive show that our methods are both effective armeffi
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A Graph-based Cross-lingual Projection Approach for Weakly Supervised Relation
Extraction
Seokhwan Kim and Gary Geunbae Lee
Wednesday 11:20am-11:40am — Samda (ICC)

Although researchers have conducted extensive studieslation extraction in the last decade,
supervised approaches are still limited because theynedpige amounts of training data to
achieve high performances. To build a relation extractdhevit significant annotation effort,
we can exploit cross-lingual annotation projection, wHelerages parallel corpora as external
resources for supervision. This paper proposes a novehdraped projection approach and
demonstrates the merits of it by using a Korean relationaetibn system based on projected
dataset from an English-Korean parallel corpus.

Pattern Learning for Relation Extraction with a Hierarchic al Topic Model
Enrique Alfonseca, Katja Filippova, Jean-Yves Delort, &ulllermo Garrido
Wednesday 11:40am—-12:00pm — Samda (ICC)
We describe the user of a hierarchical topic model for autmally identifying syntactic and
lexical patterns that explicitly state ontological retais. We use distant supervision using re-
lations from FreeBase, but do not require any manual héurist manual seed list selections.
Results show that the learned patterns can be used to exénagielations with good precision.

Self-Disclosure and Relationship Strength in Twitter Conersations

JinYeong Bak, Suin Kim, and Alice Oh

Wednesday 11:00am-11:20am — 401 (ICC)
In social psychology, it is generally accepted that oneldiss more of his/her personal in-
formation to someone in a strong relationship. We presemngpatational framework for au-
tomatically analyzing such self-disclosure behavior initlw conversations. Our framework
uses text mining techniques to discover topics, emotioastiraents, lexical patterns, as well
as personally identifiable information (PIl) and personalinbarrassing information (PEI). Our
preliminary results illustrate that in relationships witlgh relationship strength, Twitter users
show significantly more frequent behaviors of self-disates

Genre Independent Subgroup Detection in Online Discussiofhreads: A Study of
Implicit Attitude using Textual Latent Semantics
Pradeep Dasigi, Weiwei Guo, and Mona Diab
Wednesday 11:20am-11:40am — 401 (ICC)

We describe an unsupervised approach to the problem of atitalty detecting sub-groups of
people holding similar opinions in a discussion thread. wtnitive way of identifying this is to
detect the attitudes of discussants towards each othemoedhantities or topics mentioned in
the discussion. Sentiment tags play an important role sdbtection, but we also note another
dimension to the detection of people’s attitudes in a disicus if two persons share the same
opinion, they tend to use similar language content. We dendhe latter to be an implicit
attitude. In this paper, we investigate the impact of impaod explicit attitude in two genres of
social media discussion data, more formal Wikipedia disicus and a debate discussion forum
that is much more informal. Experimental results stronglggest that implicit attitude is an
important complement for explicit attitudes (expressea sentiment) and it can improve the
sub-group detection performance independent of genre.

Learning to Temporally Order Medical Events in Clinical Text
Preethi Raghavan, Albert Lai, and Eric Fosler-Lussier
Wednesday 11:40am-12:00pm — 401 (ICC)
We investigate the problem of ordering medical events irtruntured clinical narratives by
learning to rank them based on their time of occurrence. \fiesent each medical event as a
time duration, with a corresponding start and stop, andhlgarank the starts/stops based on their

121



ACL Main Conference

proximity to the admission date. Such a representationvalles to learn all of Allen’s temporal
relations between medical events. Interestingly, we alesérat this methodology performs
better than a classification-based approach for this dgrbatrworse on the relationships found
in the Timebank corpus. This finding has important impliwasi for styles of data representation
and resources used for temporal relation learning: climaeatives may have different language
attributes corresponding to temporal ordering relativ&itoebank, implying that the field may
need to look at a wider range of domains to fully understaechtiture of temporal ordering.

A Context-sensitive, Multi-faceted Model of Lexico-Concptual Affect
Tony Veale
Wednesday 12:00pm-12:20pm — 401 (ICC)

Since we can ‘spin’ words and concepts to suit our affecteeds, context is a major determinant
of the perceived affect of a word or concept. We view thisn@ifing as a selective emphasis or
de-emphasis of the qualities that underpin our sharedatygre of a concept or a word meaning,
and construct our model of the affective lexicon accordingiVe show how a large body of
affective stereotypes can be acquired from the web, andslse how these are used to create
and interpret affective metaphors.

Decoding Running Key Ciphers
Sravana Reddy and Kevin Knight
Wednesday 11:00am-11:20am — 402 (ICC)

There has been recent interest in the problem of decoditeg Eibstitution ciphers using tech-
nigues inspired by natural language processing. We canaidifferent type of classical en-
coding scheme known as the running key cipher, and proposarals solution using Gibbs
sampling with a word language model. We evaluate our methodyathetic ciphertexts of
different lengths, and find that it outperforms previous kvtirat uses Viterbi decoding with
character-based language models.

Using Rejuvenation to Improve Particle Filtering for Bayesan Word Segmentation
Benjamin Borschinger and Mark Johnson
Wednesday 11:20am-11:40am — 402 (ICC)

We present a novel extension to a recently proposed incrafriearning algorithm for the word
segmentation problem originally introduced in Goldwat29d6). By adding rejuvenation to
a particle filter, we are able to considerably improve itSfgrenance, both in terms of finding
higher probability and higher accuracy solutions.

Baselines and Bigrams: Simple, Good Sentiment and Topic Céaification
Sida Wang and Christopher Manning
Wednesday 11:40am—-12:00pm — 402 (ICC)

Variants of Naive Bayes (NB) and Support Vector MachinesN3¥re often used as baseline
methods for text classification, but their performance emgreatly depending on the model
variant, features used and task/dataset. We show that:

(i) the inclusion of word bigram features gives consistegihg on sentiment analysis tasks;
(ii) for short snippet sentiment tasks, NB actually doesdsghan SVMs (while for longer docu-
ments the opposite result holds); (iii) a simple but noveMsVYariant using NB log-count ratios
as feature values consistently performs well across taskslatasets.

Based on these observations, we identify simple NB and SViNawne which outperform
most published results on sentiment analysis datasetgtsoes providing a new state-of-the-
art performance level.
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Automatically Learning Measures of Child Language Develompent
Sam Sahakian and Benjamin Snyder

Wednesday 12:00pm-12:20pm — 402 (ICC)
We propose a new approach for the creation of child languagelapbment metrics. A set of
linguistic features is computed on child speech samplesiaad as input in two age prediction
experiments. In the first experiment, we learn a child-djmeonetric and predicts the ages at
which speech samples were produced. We then learn a moreagdeeelopmental index by ap-
plying our method across children, predicting relative penal orderings of speech samples. In
both cases we compare our results with established measfuaeguage development, showing
improvements in age prediction performance.

A Comparative Study of Target Dependency Structures for Stéstical Machine
Translation
Xianchao Wu, Katsuhito Sudoh, Kevin Duh, Hajime Tsukadd Masaaki Nagata
Wednesday 4:00pm—4:20pm — Halla A (ICC)

This paper presents a comparative study of target depepdenctures yielded by several state-
of-the-art linguistic parsers. Our approach is to measueeimpact of these non-isomorphic
dependency structures to be used for string-to-dependestsiation. Besides using traditional
dependency parsers, we also use the dependency strucanmstotmed from PCFG trees and
predicate-argument structures (PASs) which are genebgtad HPSG parser and a CCG parser.
The experiments on Chinese-to-English translation shaivttie HPSG parser’s PASs achieved
the best dependency and translation accuracies.

Robust Conversion of CCG Derivations to Phrase Structure Tees
Jonathan K. Kummerfeld, Dan Klein, and James R. Curran
Wednesday 4:20pm-4:40pm — Halla A (ICC)

We propose an improved, bottom-up method for converting Gfé@vations into PTB-style
phrase structure trees. In contrast with past work (Clatk@uarran, 2009), which used simple
transductions on category pairs, our approach uses ricmsductions attached to single cate-
gories. Our conversion preserves more sentences undet-topreconversion (51.1% vs. 39.6%)
and is more robust. In particular, unlike past methods, does not require ad-hoc rules over
non-local features, and so can be easily integrated intosepa

Estimating Compact Yet Rich Tree Insertion Grammars
Elif Yamangil and Stuart Shieber
Wednesday 4:40pm-5:00pm — Halla A (ICC)

We present a Bayesian nonparametric model for estimagmgrsertion grammars (TIG), build-
ing upon recent work in Bayesian inference of tree subaiitugrammars (TSG) via Dirich-

let processes. Under our general variant of TIG, grammarestimated via the Metropolis-
Hastings algorithm that uses a context free grammar tramsfiton as a proposal, which allows
for cubic-time string parsing as well as tree-wide joint péing of derivations in the spirit of

Cohn and Blunsom (2010). We use the Penn treebank for ourimgrgs and find that our pro-
posal Bayesian TIG model not only has competitive parsiméppmance but also finds compact
yet linguistically rich TIG representations of the data.

Topic Models for Dynamic Translation Model Adaptation
Vladimir Eidelman, Jordan Boyd-Graber, and Philip Resnik
Wednesday 5:00pm-5:20pm — Halla A (ICC)

We propose an approach that biases machine translatioensysoward relevant translations
based on topic-specific contexts, where topics are indutesh iunsupervised way using topic
models; this can be thought of as inducing subcorpora fgptatlan without any human anno-
tation. We use these topic distributions to compute topjsethdent lexical weighting probabil-
ities and directly incorporate them into our translationdeloas features. Conditioning lexical
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probabilities on the topic biases translations towarddaplevant output, resulting in signifi-
cant improvements of up to 1 BLEU and 3 TER on Chinese to Emgilanslation over a strong
baseline.

Detecting Semantic Equivalence and Information Disparityin Cross-lingual Documents
Yashar Mehdad, Matteo Negri, and Marcello Federico
Wednesday 4:00pm—4:20pm — Samda (ICC)

We address a core aspect of the multilingual content synctation task: the identification
of novel, more informative or semantically equivalent peof information in two documents
about the same topic. This can be seen as an applicatiamextioariant of textual entailment
recognition where: i) T and H are in different languages, énentailment relations between
T and H have to be checked in both directions. Using a combimatf lexical, syntactic, and
semantic features to train a cross-lingual textual entilnsystem, we report promising results
on different datasets.

Cross-lingual Parse Disambiguation based on Semantic Caspondence
Lea Frermann and Francis Bond
Wednesday 4:20pm—4:40pm — Samda (ICC)

We present a system for cross-lingual parse disambigyagiqguioiting the assumption that the
meaning of a sentence remains unchanged during transitibthe fact that different languages
have different ambiguities. We simultaneously reduce gmityi in multiple languages in a fully
automatic way. Evaluation shows that the system relialdgatids dispreferred parses from the
raw parser output, which results in a pre-selection thatsgaed up manual treebanking.

Learning to Find Translations and Transliterations on the Web
Joseph Z. Chang, Jason S. Chang, and Roger Jyh-Shing Jang
Wednesday 4:40pm-5:00pm — Samda (ICC)

In this paper, we present a new method for learning to findimgstations and transliterations on
the Web for a given term. The approach involves using a sretibfsterms and translations to

obtain mixed-code snippets from a search engine, and atitaiyaannotating the snippets with

tags and features for training a conditional random field ehodit runtime,the model is used to

extracting translation candidates for a given term. Piielmy experiments and evaluation show
our method cleanly combining various features, resulting system that outperforms previous
work.

Beefmoves: Dissemination, Diversity, and Dynamics of Enigh Borrowings in a German
Hip Hop Forum
Matt Garley and Julia Hockenmaier
Wednesday 5:00pm-5:20pm — Samda (ICC)

We investigate how novel English-derived words (anglicymare used in a German-language
Internet hip hop forum, and what factors contribute to thupitake.

Learning the Latent Semantics of a Concept from its Definitim
Weiwei Guo and Mona Diab
Wednesday 4:00pm—4:20pm — Halla B (ICC)

In this paper we study unsupervised word sense disambigubtised on sense definition. We
learn low-dimensional latent semantic vectors of concefiindions to construct a more robust
sense similarity measusemfvec Experiments on all-words WSD tasks show significant im-
provement of the sense similarity measure over traditisirallarity measures and LDA based
vectors.
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Unsupervised Semantic Role Induction with Global Role Ordeng

Nikhil Garg and James Henserdon
Wednesday 4:20pm-4:40pm — Halla B (ICC)
We propose a probabilistic generative model for unsupedvisemantic role induction, which
integrates local role assignment decisions and a globalomlering decision in a unified model.
The role sequence is divided into intervals based on themefiprimary roles, and each interval
generates a sequence of secondary roles and syntactigtwemtst using local features. The
global role ordering consists of the sequence of primargsranly, thus making it a partial
ordering.

Humor as Circuits in Semantic Networks
Igor Labutov and Hod Lipson
Wednesday 4:40pm-5:00pm — Halla B (ICC)

This work presents a first step to a general implementatictheo§emantic-Script Theory of Hu-
mor (SSTH). Of the scarce amount of research in computadtiomaor, no research had focused
on humor generation beyond simple puns and punning riddiés.propose an algorithm for
mining simple humorous scripts from a semantic network @@ptiNet) by specifically search-
ing for dual scripts that jointly maximize overlap and ingomty metrics in line with Raskin’s
Semantic-Script Theory of Humor. Initial results show thatore relaxed constraint of this form
is capable of generating humor of deeper semantic contantwordplay riddles. We evaluate
the said metrics through a user-assessed quality of theajedewo-liners.

Crowdsourcing Inference-Rule Evaluation
Naomi Zeichner, Jonathan Berant, and Ido Dagan
Wednesday 5:00pm-5:20pm — Halla B (ICC)

The importance of inference rules to semantic applicatives long been recognized and ex-
tensive work has been carried out to automatically acquiierénce-rule resources. However,
evaluating such resources has turned out to be a non-ttagll slowing progress in the field.
In this paper, we suggest a framework for evaluating infeeemile resources. Our framework
simplifies a previously proposed “instance-based evalnmatmethod that involved substantial
annotator training, making it suitable for crowdsourciMye show that our method produces a
large amount of annotations with high inter-annotator egrent for a low cost at a short period
of time, without requiring training expert annotators.

A Comprehensive Gold Standard for the Enron OrganizationalHierarchy

Apoorv Agarwal, Adinoyi Omuya, Aaron Harnly, and Owen Rambo
Wednesday 4:00pm—4:20pm — 402 (ICC)
Many researchers have attempted to predict the Enron @igphbrerarchy from the data. This
work, however, has been hampered by a lack of data. We prasemt, large, and freely available
gold-standard hierarchy. Us- ing our new gold standard, veevghat a simple lower bound for
social network-based systems outperforms an upper boutie@pproach taken by current NLP
systems.

A Two-step Approach to Sentence Compression of Spoken Uttences

Dong Wang, Xian Qian, and Yang Liu

Wednesday 4:20pm-4:40pm — 402 (ICC)
This paper presents a two-step approach to compress spontaspoken utterances. In the first
step, we use a sequence labeling method to determine if aimtird utterance can be removed,
and generate n-best compressed sentences. In the seqomesigse a discriminative training
approach to capture sentence level global information fteercandidates and rerank them. For
evaluation, we compare our system output with multiple humederences. Our results show
that the new features we introduced in the first compressemisprove performance upon the
previous work on the same data set, and reranking is ableetd gdditional gain, especially
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when training is performed to take into account multipleerehces.

Syntactic Stylometry for Deception Detection
Song Feng, Ritwik Banerjee, and Yejin Choi
Wednesday 4:40pm-5:00pm — 402 (ICC)

Most previous studies in computerized deception detediave relied only on shallow lexico-
syntactic patterns. This paper investigates syntactiorstry for deception detection, adding
a somewhat unconventional angle to prior literature. Owar €lifferent datasets spanning from
the product review to the essay domain, we demonstratedhaires driven from Context Free
Grammar (CFG) parse trees consistently improve the deteperformance over several base-
lines that are based only on shallow lexico-syntactic femtuOur results improve the best pub-
lished result on the hotel review data (Ott et al.,2011) mzwr91.2% accuracy with 14% error
reduction.

Transforming Standard Arabic to Colloquial Arabic
Emad Mohamed, Behrang Mohit, and Kemal Oflazer
Wednesday 5:00pm-5:20pm — 402 (ICC)
We present a method for generating Colloquial Egyptian &ré8EA) from morphologically
disambiguated Modern Standard Arabic (MSA). When used i$ Ragging, this process im-
proves the accuracy from 73.24% to 86.84% on unseen CEAaedtreduces the percentage of
out-of-vocabulary words from 28.98% to 16.66%. The prodesds promise for any NLP task
targeting the dialectal varieties of Arabic; e.qg., this magh may provide a cheap way to lever-
age MSA data and morphological resources to create resofoceolloquial Arabic to English
machine translation. It can also considerably speed uprthetation of Arabic dialects.

Corpus-based Interpretation of Instructions in Virtual En vironments
Luciana Benotti, Martin Villalba, Tessa Lau, and Julian @Ger
Wednesday 4:00pm—4:20pm — 401 (ICC)

Previous approaches to instruction interpretation hagaired either extensive domain adapta-
tion or manually annotated corpora. This paper presentsel approach to instruction interpre-

tation that leverages a large amount of unannotated, easgHiect data from humans interacting

with a virtual world. We compare several algorithms for an#tically segmenting and discretiz-

ing this data into (utterance, reaction) pairs and traimirdassifier to predict reactions given the
next utterance. Our empirical analysis shows that the bgstitam achieves 70required.

Automatically Mining Question Reformulation Patterns from Search Log Data
Xiaobing Xue, Yu Tao, Daxin Jiang, and Hang Li
Wednesday 4:20pm-4:40pm — 401 (ICC)
Natural language questions have become popular in webhse&towever, various questions
can be formulated to convey the same information need, wiosks a great challenge to search
systems. In this paper, we automatically mi@dLh question reformulation patterfrom large
scale search log data. The question reformulations geukfiaim these patterns are further in-
corporated into the retrieval model. Experiments showubkatg question reformulation patterns
can significantly improve the search performance of natargjuage questions.

Native Language Detection with Tree Substitution Grammars
Benjamin Swanson and Eugene Charniak
Wednesday 4:40pm-5:00pm — 401 (ICC)
We investigate the potential of Tree Substitu- tion Granmaar a source of features for na- tive
language detection, the task of inferring an author’s edtnguage from text in a dif- ferent
language. We compare two state of the art methods for Trestiiitlon Grammar induction
and show that features from both methods outperform prevétate of the art results at native
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language detection. Further- more, we contrast these twhection algo- rithms and show that
the Bayesian approach produces superior classificatioftsesith a smaller feature set.

Tense and Aspect Error Correction for ESL Learners Using Gldoal Context
Toshikazu Tajiri, Mamoru Komachi, and Yuji Matsumoto
Wednesday 5:00pm-5:20pm — 401 (ICC)

As the number of learners of English is constantly growingpmnatic error correction of ESL
learners’ writing is an increasingly active area of reseatdowever, most research has mainly
focused on errors concerning articles and prepositions #vaugh tense/aspecterrors are also
important. One of the main reasons why tense/aspect erreection is difficult is that the
choice of tense/aspect is highly dependent on global corfegevious research on grammatical
error correction typically uses pointwise prediction tpatforms classification on each word
independently, and thus fails to capture the information&§hboring labels. In order to take
global information into account, we regard the task as secpiéabeling: each verb phrase in a
document is labeled with tense/aspect depending on sufimyifabels. Our experiments show
that the global context makes a moderate contribution teet@spect error correction.
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Thursday, July 12, 2012: ACL Workshops and
EMNLP-CoNLL

Overview

EMNLP-CoNLL - Conference on Empirical Methods in Natural Language Procssing and
Computational Natural Language Learning
Chairs: Jun’ichi Tsujii, James Henderson, Marius Pagsca

The LAW VI - The 6th Linguistic Annotation Workshop
Chairs: Nancy Ide, Fei Xia

SP-Sem-MRL 2012 - Parsing and Semantic Processing of Morphologically Rich anguages
2012
Chairs: Marianna Apidianaki, Ido Dagan, Jennifer Fostexal Marton, Djamé Seddah, Reut
Tsarfaty

SMIAE 2012 - Speech and Multimodal Interaction in Assistive Environments
Chairs: Dimitra Anastasiou, Desislava Zhekova, Cui Jiashdt Ross

WASSA2012 - 3rd Workshop on Computational Approaches to Subjectivityand Sentiment
Analysis
Chairs: Alexandra Balahur, Andres Montoyo, Patricio Ma&#i-Barco, Ester Boldrini

SSST-6 - Sixth Workshop on Syntax, Semantics and Structure in Stastical Translation
Chairs: Marine Carpuat, Lucia Specia, Dekai Wu
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DSSD - Detecting Structure in Scholarly Discourse
Chairs: Sophia Ananiadou, Antal van den Bosch, Agnes Sahldwit Shatkay, Anita de Waard

NEWS2012 - 4th Named Entities Workshop
Chairs: Min Zhang, A Kumaran, Haizhou Li
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TET

Schedule*

7:30am—-5:00pm

Registration (3F Lobby (ICC))

Session EMNLP-CoNLL Oral | EMNLP-CoNLL Oral | EMNLP-CoNLL Oral | EMNLP-CoNLL Oral Workshops
A B Cc D
Venue Youngju A (ICC) 203 (ICC) 202 A (ICC) 202 B (ICC)
9:00am-10:30am Opening Remarks & Invited Talk: Eric Xing (Youngju A (ICC)) Morning Session 1
10:30am—11:00am Coffee Break (3F Lobby (ICC))
11:00am-12:30pm | Machine Translation: | Social Media: Author Dialogue and Information Morning Session 2

Bilingual Lexicons and
Alignment

Style and Attribution

Interactive Systems

Extraction: Entity
Disambiguation

12:30pm-2:00pm

Lunch

2:00pm-3:30pm

Sentiment Analysis

Semantics: Nouns,
\erbs and Predicates

Machine Learning:
Latent Models

Summarization

Afternoon Session 1

3:30pm—4:00pm

Co

fee Break (3F Lobby (ICC))

4:00pm-5:30pm

Machine Translation

Dependency Parsing

Phonemes, Words and

Speech

Question Answering

Afternoon Session 2

5:30pm-6:00pm

Break

6:00pm—10:00pm

Poster Session and Reception (3F Lobby (ICC))

*This is anapproximatesummary. Please refer to the workshop sections for detadkedules.
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Friday, July 13, 2012: ACL Workshops and
EMNLP-CoNLL

Overview

EMNLP-CoNLL - Conference on Empirical Methods in Natural Language Procssing and
Computational Natural Language Learning
Chairs: Jun’ichi Tsujii, James Henderson, Marius Pasca

The LAW VI - The 6th Linguistic Annotation Workshop
Chairs: Nancy Ilde, Fei Xia

ExProM - Extra-propositional Aspects of Meaning in Computational Linguistics
Chairs: Roser Morante, Caroline Sporleder

MM - Multilingual Modeling
Chairs: Jagadeesh Jagarlamudi, Sujith Ravi, Xiaojun WahPdume Ill

The People’'s Web meets NLP - Collaboratively Constructed Semantic Resources and thei
Applications to NLP
Chairs: Iryna Gurevych, Nicoletta Calzolari Zamorani, giukim

TextGraphs-7 - Graph-based Methods for Natural Language Processing
Chairs: Ahmed Hassan, Gaél Dias, Irina Matveeva
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VET

Schedule*

Session

Venue

EMNLP-CoNLL Oral
A
Youngju A (ICC)

EMNLP-CoNLL Oral
B
203 (ICC)

EMNLP-CoNLL Oral
c
202 A (ICC)

EMNLP-CoNLL Oral
D
202 B (ICC)

Workshops

9:00am-10:30am

Invited Talk: Patrick Pantel (Youngju A (ICC))

Morning Session 1

10:30am-11:00am

Coffee Break (3F Lobby (ICC))

11:00am-12:30pm

Machine Translation:
Role of Syntax

Information
Extraction:
Temporally-Aware
Extraction

Discourse and
Generation

CoNLL Shared Task:
Oral Presentations

Morning Session 2

12:30pm-2:00pm

Lunch & SIGDAT and

SIGNLL Business Meeti

ng (Youngju A (ICC))

2:00pm-3:30pm

Semantics: Words and

Machine Translation:

Evaluation

CoNLL Shared Task:

Afternoon Session 1

Topics Pruning Poster Presentations
3:30pm—4:00pm Coffee Break (3F Lobby (ICC))
4:00pm-5:30pm Information Parsing Models and Large-Scale NLP Machine Learning: Afternoon Session 2
Extraction: Relation Evaluation Algorithms Inference

and Event Extraction

*This is anapproximatesummary. Please refer to the workshop sections for detadkedules.
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Saturday, July 14, 2012: EMNLP-CoNLL

Overview

EMNLP-CoNLL - Conference on Empirical Methods in Natural Language Procssing and
Computational Natural Language Learning
Chairs: Jun’ichi Tsujii, James Henderson, Marius Pasca
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Schedule

Session
Venue

EMNLP-CoNLL Oral A
Youngju A (ICC)

EMNLP-CoNLL Oral B
203 (ICC)

EMNLP-CoNLL Oral C
202 A (ICC)

EMNLP-CoNLL Oral D
202 B (ICC)

9:00am-10:30am

Plenary Session (Youngju A (ICC))

10:30am-11:00am

Coffee Break (3F Lobby (ICC))

11:00am-12:30pm

Machine Translation:
Decoding

Distributional and
Compositional Semantics

Discourse: Coreference
Resolution

Information Retrieval

12:30pm-2:00pm

Lunch

2:00pm-3:30pm

Machine Learning: Transfer
and Biases

Opinion Mining:
Discovering Opinion
Expressions

Part of Speech Tagging

Word Sense Disambiguation

3:30pm—4:00pm

Coffee Break (3F Lobby (ICC))

4:00pm-5:30pm

Syntax and Parsing: Joint
Parsing Models

Social Media

NLP Applications

5:30pm-5:45pm

Closing

Remarks
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EMNLP-CoNLL

Conference on Empirical Methods in Natural

emnlp— Con I |2012 Language Processing and Computational

Natural Language Learning
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Preface by General and Program Chairs

Itis our pleasure to welcome you to the EMNLP-CoNLL 2012 esafce, a joint meeting of the
Conference on Empirical Methods in Natural Language Lear(EMNLP) and the Conference
on Computational Natural Language Learning (CoNLL). Aftex successful first collaboration
in 2007, EMNLP-CoNLL 2012 is being jointly organized by th&EG®AT and SIGNLL special
interest groups of the Association of Computational Lisgas.

This time, EMNLP-CoNLL is co-located with, and immediatelffer ACL's 50th anniversary
conference. The choice of the location is an opportunityfierACL community to return to the
beautiful Jeju Island, Korea, following a seven-year tsagince the Second International Joint
Conference on Natural Language Processing (IJCNLP 2005 heia here.

Out of 606 submissions received by EMNLP-CoNLL this yearpltof 36 submissions
were eventually withdrawn or rejected without review. Fridme remaining submissions, 99
were accepted for oral presentation and 40 for poster patgem for a combined acceptance
rate of 24.8%. As in recent editions of EMNLP, authors weregithe opportunity to provide
supplementary material in conjunction with their subnaissi which the program committee
could but was not required to take into account during rewigw Also as in recent editions,
authors of accepted papers were offered an additional paitpe icamera-ready version of their
submissions, so that comments received from reviewers¢dmimore easily addressed.

The papers submitted to the conference were subject to etigaeviewing process, made
possible by efforts of a team of 525 primary and 66 secondangwers, acting under the guid-
ance of 22 area chairs. Presence of unsupported claimsijlueféo properly compare with
previous work, were likely serious obstacles, on the paimfmitial submission to acceptance
and then publication in our proceedings. Luckily, our pcefhas a guaranteed placement in the
proceedings. Therefore, without access to insider datanapiéssions from previous editions of
the conference, we will still go on a limb here, and make theupported claim that our team of
area chairs has been the greatest. That their expertisieatied and willingness to go beyond
the call of duty had a positive impact on a timely reviewinggass and a high-quality confer-
ence program, would be an understatement. It has been aidasnteract and work with our
area chairs.

The schedule of our conference is strengthened by two thgppeakers, Eric Xing and Patrick
Pantel, who we were very happy to have accept our invitatma by the CoNLL Shared Task,
an annual tradition for the CoNLL conferences. This yea8NCL Shared Task is Modeling
Multilingual Unrestricted Coreference in OntoNotes, atsdproceedings and detailed schedule
are available separately.

We would like to thank all authors who submitted to our coefee, for their willingness
to share their knowledge with the rest of us. It may take a fexeks or many years, for the
knowledge distilled into the present proceedings to haveeasarable impact on our field and
beyond. An impact that would not be possible without cowstlbours spent by authors, from
developing ideas to running experiments to building usapitems - steps that often fail, and
sometimes succeed.

We would also like to thank all members of the program coneaijtfor their willingness to
offer feedback that sometimes reaches extraordinarydesfetietail and value to authors. To
recognise some of the most dedicated reviewers, we inchel®est Reviewer awards a little
later in these proceedings.

Naoaki Okazaki, Publications Chair, deserves our spels@iids. He brought in a healthy
dose of rigor to the planning and preparation of not only fiisceedings but also conference
materials, matched only by his dedication to deliver uniggat tscheduling constraints.

If the combination of oral presentations, posters and édvitalks that make up EMNLP-
CoNLL 2012 is considered a success, it is because it bendfiedthe touch of many people.
Francesco Figari easily kept tabs on our salvos of large arall sequests for updates to our
conference website. Rich Gerber, Paolo Gai and the larger teanaging the conference sub-
mission system were quick to offer answers to all our questidhe publication chairs and local
arrangements committee of ACL 2012, including Michael Whilaggie Li, Jong Park and es-
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pecially Gary Geunbae Lee, covered significant tasks onlibbehBMNLP-CoNLL, all with a
smile. Chin-Yew Lin, Miles Osborne, Eric Fosler-Lussiegkang Lin, Rada Mihalcea, Regina
Barzilay, Ulrich Germann and David Yarowsky offered higiél advice or answered detailed
questions, drawing upon their experience as organizersesiqus ACL-sponsored conferences.

We are grateful to our sponsors (Baidu, Google and Micrpsioft their support of best paper
awards and support of student travel in particular, and trantial well-being of the conference
in general. It has been an honor to be of service to the carderdor which we would like to
thank the community and those who offered us this oppostundte hope that you enjoy the
conference, and have a productive and pleasant stay in Soutia!

Jun’ichi Tsuijii, General Chair

James Henderson and Marius Pasca, Program Chairs
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EMNLP-CoNLL Organizing Committee

General Chair
Jun’ichi Tsujii (Microsoft Research Asia)

Program Chairs
James Henderson (Xerox Research Centre Europe)
Marius Pasca (Google)

Publication Chair
Naoaki Okazaki (Tohoku University)

Area Chairs

Eugene Agichtein (Emory University)

Yejin Choi (Stony Brook University)

Hal Daumé Il (University of Maryland)

Doug Downey (Northwestern University)

Chris Dyer (Carnegie Mellon University)

Adria de Gispert (University of Cambridge)

Julia Hirschberg (Columbia University)

Anna Korhonen (University of Cambridge)

Bing Liu (University of lllinois at Chicago)

Hwee Tou Ng (National University of Singapore)
Patrick Pantel (Microsoft Research)

Marco Pennacchiotti (Yahoo! Labs)

Slav Petrov (Google)

Simone Paolo Ponzetto (Sapienza University of Rome)
John Prager (IBM Research)

Chris Quirk (Microsoft Research)

Sebastian Riedel (University of Massachusetts at Amherst)
Hiroya Takamura (Tokyo Institute of Technology)
Partha Talukdar (Carnegie Mellon University)

Kristina Toutanova (Microsoft Research)

Reut Tsarfaty (Uppsala University)

Marilyn Walker (University of California at Santa Cruz)
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Program

Day 1 (July 12, 2012)

7:30am —5:00pm Registration (3F Lobby (ICC))
9:00am —9:15am Opening Remarks (Youngju A (ICC))
9:15am — 10:30aminvited Talk: Eric Xing (Youngju A (ICC))
10:30am — 11:00anCoffee Break (3F Lobby (ICC))
11:00am —12:30pnMachine Translation: Bilingual Lexicons and Alignment (Youngju A
(Icoy)
Social Media: Author Style and Attribution (203 (ICC))
Dialogue and Interactive Systems (202 A (ICC))
Information Extraction: Entity Disambiguation (202 B (ICC))

12:30pm—2:00pm Lunch

2:00pm —3:30pm Sentiment Analysis (Youngju A (ICC))
Semantics: Nouns, Verbs and Predicates (203 (ICC))
Machine Learning: Latent Models (202 A (ICC))
Summarization (202 B (ICC))

3:30pm —4:00pm Coffee Break (3F Lobby (ICC))

4:00pm —5:30pm Machine Translation (Youngju A (ICC))
Dependency Parsing (203 (ICC))
Phonemes, Words and Speech (202 A (ICC))
Question Answering (202 B (ICC))

5:30pm —6:00pm Break
6:00pm — 10:00pmPoster Session and Reception (3F Lobby (ICC))
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Schedule (July 12,

2012)

7:30am—-5:00pm

Registration (3F Lobby (ICC))

9:00am-9:15am

Opening Remarks (Youngju A (ICC))

9:15am-10:30am

Eric Xing: “On Learning Sparse Structured Input-Output Models”

Invited Talk (Youngju A (ICC))

Chair: James Henderson

10:30am—11:00am

Coffee Break (3F Lobby (ICC))

Parallel Sessions Youngju A (ICC) 203 (ICC) 202 A (ICC) 202 B (ICC)
11:00am—12:30pm Machine Translation: Social Media: Author Style Dialogue and Interactive Information Extraction:
Bilingual Lexicons and and Attribution Systems Entity Disambiguation

Alignment

Chair: David Chiang

Chair: Janyce Wiebe

Chair: Michael White

Chair: Raymond Mooney

11:00am —11:30am

11:30am —12:00pm

12:00pm —12:30pm

Syntactic Transfer Using a Bili

gual Lexicon

G. Durrett, A. Pauls, and
D. Klein

Regularized Interlingual

Proje

Lexical Differences in Auto
biographical ~ Narratives
Schizophrenic Patients and Heal
Controls

K. Hong, C. G. Kohler,

M. E. March, A. A. Parker, and
A.Nenkova.............. p.1

tStreaming Analysis of Discour:

tions: Evaluation on MultilingualParticipants

Transliteration
J. Jagarlamudi and
H. Daume llI

Bilingual Lexicon Extraction fronj
Comparable Corpora Using Lahddiscussions b

B.VanDurme...........

Detecting Subgroups in _Onli
Modeling Positi

frorrulation for Dialog Management

Generative Goal-Driven User Si

. Eshky B. Allison, and
M. Steedman

p. 159

©ptimising Incremental Dialogy
Decisions Using Information De
sity for Interactive Systems
N. Dethlefs, H. Hastie, V. Rieser,
and O. Lemon. .......... p. 16

dixed Membership Markov Mod
els for Unsupervised Conversati

O|A.Yates.................

PAn Entlty Topic Model for Entit
Linking

X.Han and L. Sun

dinking Named Entities to An
Database

A. Sil, E. Cronin, P. Nie, Y. Yang,
A.-M. Popescu, and

- Towards Efficient Named-Entif
pRule Induction for Customizability

Propagation and Negative Relations among Pgodeling
A. Tamura, T. Watanabe, and | ficipants M.J.Paul............... p. 160| A- Nagesh, G. Ramakrishnan,
E.Sumita............... p. 158| A. Hassan, A. Abu-Jbara, and L. Chiticariu, R. Krishnamurthy,
D.Radev................ p. 159 A. Dharkar, and
P. Bhattacharyya ........ p. 161
12:30pm—2:00pm Lunch Break
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Parallel Sessions Youngju A (ICC) 203 (ICC) 202 A (ICC) 202 B (ICC)
2:00pm-3:30pm Sentiment Analysis Semantics: Nouns, Verbs | Machine Learning: Latent Summarization
and Predicates Models

Chair: Bing Liu

Chair: Rada Mihalcea

Chair: Alexandre Klementiev

Chair: Dragomir Radev

2:00pm —2:30pm

2:30pm —3:00pm

3:00pm —3:30pm

Active Learning for Imbalance
Sentiment Classification
S. Li, S. Ju, G. Zhou, and
XoLicooooiiiins p. 161

A Weakly Supervised Model fq
Sentence-Level Semantic Orien|
tion Analysis with Multiple Expert

L. Qu, R. Gemulla, and
G.Weikum.............. p. 161

Collocation Polarity Disambigud
tion Using Web-based Pseudo Ci
texts

Y. Zhao, B. Qin, and T. Liup. 162

HAligning Predicates across Mon|

Graph-based Clustering

M. Roth and A. Frank. ... p. 162
fLocal and Global
&upervised and  Unsupervis
Metonymy Resolution

V. Nastase, A. Judea, K. Markert
and M. Strube. ... ........ p.1

Learning Verb Inference Rulg
from Linguistically-Motivated Evi
dence

H. Weisman, J. Berant, . Szpekt
and I. Dagan ............ p.1

pSpectral Dependency Parsing

lingual Comparable Texts usingatent Variables

P. Dhillon, J. Rodu, M. Collins,
D. Foster, and L. Ungar.. p. 163

Context fqrA Phrase-Discovering Topic Mod
Pitman-YdrRealization

edsing Hierarchical
Processes

R. Lindsey, W. Headden, and 63

62| M. Stipicevic............ p.

#\ Bayesian Model for Learnin
SCFGs with Discontiguous Ruleg

A. Levenberg, C. Dyer, and
P. Blunsom. ............. p. 163

itultiple Aspect Summarizatio

K. Woodsend and
M. Lapata............... p. 163

EMinimal Dependency Length i
anking
M. White and R. Rajkumarp. 164

pFramework of Automatic Te.
Summarization Using Reinforc
ment Learning

S. Ryang and T. Abekawap. 164

Using Integer Linear Programmin

n

=3

D

3:30pm—4:00pm

Coffee Break (SF Lobby (ICC))

Parallel Sessions

Youngju A (ICC)

203 (ICC)

202 A (ICC)

202 B (ICC)

4:00pm-5:30pm

Machine Translation

Chair: Xiong Deyi

Dependency Parsing

Chair: Emily Pitler

Phonemes, Words and
Speech
Chair: Pascale Fung

Question Answering

Chair: Alessandro Moschitti

4:00pm —4:30pm

4:30pm —5:00pm

Large Scale Decipherment for O
of-Domain Machine Translation
Q. Dou and K. Knight. ... p. 164

N-gram-based Tense Models
Statistical Machine Translation
Z.Gong, M. Zhang, C. L. Tan, an
G.Zhou................. p. 164

ExplpitingD Reducibility in Unsu
pervised Dependency Parsing

D. Marecek and

dmproving Transition-Based Dg
pendency Parsing with Buffer Tra
sitions

D. Fernandez-Gonzélez and

C. Gémez-Rodriguez. ... p. 165

Universal Grapheme-to-Phone
Prediction Over Latin Alphabets

s Y.-B. Kim and B. Snyder. p. 166

»Name Phylogeny: A Generati
pModel of String Variation

N. Andrews, J. Eisner, and
M.Dredze............... p. 166

usin

m&hy Question Answerin
Wol

Sentiment Analysis an
Classes

J.-H. Oh, K. Torisawa,

C. Hashimoto, T. Kawada,
S. De Saeger, J. Kazama, and
Y.Wang................. p. 166
&latural Lan uage Questions for ]
Web of D g geQ

M. Yahya K Berberich,

S. Elbassuoni, M. Ramanath,

V. Tresp, and G. Weikum. p. 167
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5:00pm —5:30pm

Source Language Adaptation eneralized Higher-Order DepgrByntactic Surprisal Affects Spok ;tt\nswenngb OEmlon Questions @
Resource-Poor Machine Trans|aency Parsing with Cube Pruning Word Duration in ConversationgProducts by Exploiting Hierarch

tion H. Zhang and Contexts cal Organization of Consumer R
P Wan P. Nakov, and V. Demberg, A. Sayeed, VleWS
g ................ p. 165 R.MeDonald. ... p- 165 P. Gorins k|gand Y Yu, Z.-J. Zha, and
N. Engonopoulos ....... p. 166 T S.Chua.............. p. 167

=}

6:00pm—10:00pm

—3F Lobby (ICC) —

Poster Session and Reception

2102 ‘2T Ainc ‘AepsinyL



EMNLP-CoNLL

Day 2 (July 13, 2012)

9:15am — 10:30pminvited Talk: Patrick Pantel (Youngju A (ICC))
10:30am — 11:00anCoffee Break (3F Lobby (ICC))
11:00am — 12:30pnMachine Translation: Role of Syntax (Youngju A (ICC))
Information Extraction: Temporally-Aware Extraction (20 3 (ICC))
Discourse and Generation (202 A (ICC))
CoNLL Shared Task: Oral Presentations (202 B (ICC))

12:30pm—1:45pm Lunch

1:45pm —2:30pm SIGDAT and SIGNLL Business Meetings (Youngju A (ICC))
2:30pm —3:30pm Semantics: Words and Topics (Youngju A (ICC))
Machine Translation: Pruning (203 (ICQ))
Evaluation (202 A (ICC))
CoNLL Shared Task: Poster Presentations (202 B (ICC))
3:30pm —4:00pm Coffee Break (3F Lobby (ICC))
4:00pm —5:30pm Information Extraction: Relation and Event Extraction (Yo ungju A
(Icoy)
Parsing Models and Evaluation (203 (ICC))
Large-Scale NLP Algorithms (202 A (ICC))
Machine Learning: Inference (202 B (ICC))
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Schedule (July 13, 2012)

7:30am—-5:00pm

Registration (3F Lobby (ICC))

9:15am-10:30am

Invited Talk (Youngju A (ICC))

Patrick Pantel: “The Appification of the Web and the Renaissance of Conversatnal User Interfaces”

Chair: Marius Pasca

10:30am—11:00am

Coffee Break (3F Lobby (ICC))

Parallel Sessions Youngju A (ICC) 203 (ICC) 202 A (ICC) 202 B (ICC)
11:00am-12:30pm | Machine Translation: Role Information Extraction: Discourse and Generation | CoNLL Shared Task: Oral
of Syntax Temporally-Aware Presentations
Extraction
Chair: Qun Liu Chair: Jong-Hoon Oh Chair: Anette Frank Chair: Sameer Pradhan

11:00am —11:30am

11:30am —12:00pm

12:00pm —12:30pm

Inducing a Discriminative Parser
Optimize Machine Translation R
ordering

G. Neubig, T. Watanabe, and
S.MOM .o, p. 179
Re-training Monolingual Pars
Bilingually for Syntactic SMT

S. Liu, C.-H. Li, M. Li, and
M. Zhou.......... 0. p. 179

Transforming Trees to Impro
Syntactic Convergence

D. Burkett and D. Klein.. p. 179

hearning Constraints for Consiste
eTimeline Extraction

D. McClosky and
C.D.Manning..........

efdentifying Constant and Uniqy
Relations by using Time-Seri
Text

Y. Takaku, N. Kaji, N. Yoshinaga,
and M. Toyoda .......... p.1 0

No Noun Phrase Left Behind: D
tecting and Typing Unlinkable Ef
tities

T. Lin, . Mausam, and

O.EtZIONi . v p. 180

work for Sentence-Level Discour.

Analysis

S Joty G. Carenini, and
................... p. 180

ermg Discourse Information fg
pParaphrase Extraction
M. Regneri and R. Wang. p. 180

eGenerating Non-Projective  Wo|
‘Order in Statistical Linearization
B. Bohnet, A. Bjérkelund, J. Kuhr
W. Seeker, and'S. Zarries9. 180

& Novel Discriminative Framel-Latent Structure Perceptron wi

sEeature Induction for Unrestricte
Coreference Resolution

E. Fernandes, C. dos Santos, an
R.Milidid ............... p. 196

Data-driven Multilingual Corefe
ence Resolution using Resol
Stacking

A. Bjorkelund and
R.Farkas............... p. 196

€ombining the Best of Tw
Worlds: A Hybrid Approach tg
Multilingual Coreference Resol
‘tion

C.ChenandV.Ng...... p. 196

Using Syntactic Dependencies
Solve Coreferences

M. Stamborg, D. Medved, P. Exn

and P. Nugues .......... p.1

12:30pm-1:45pm

Lunch

Break

ith

i}

to

er,
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1:45pm—2:30pm

SIGDAT and SIGNLL Business Meetings (Youngju A (ICC))

Parallel Sessions Youngju A (ICC) 203 (ICC) 202 A (ICC) 202 B (ICC)
2:30pm-3:30pm Semantics: Words and Machine Translation: Evaluation CoNLL Shared Task: Poster
Topics Pruning Presentations

Chair: Roi Reichart

Chair: Kevin Knight

Chair: Billy Tak-Ming Wong

Chair: Alessandro Moschitti

2:30pm —3:00pm

3:00pm —3:30pm

Learnlng Syntactic Categories UintropKAbased Pruning for Phra:
Paradigmatic Representatigimsed

E{Nord Context
M. A. Yatbaz, E. Sert, and
D.Yuret................. p. 181

Exploring Topic Coherence ov
Many Models and Many Topics
K. Stevens, P. Kegelmeyer,

D. Andrzejewskl and
D.Buttler............... p. 181

achine Translation
W. Ling, J. a. Graga, |. Trancoso,
and A.Black............ p. 181

pA  Systematic Comparison
Phrase Table Pruning Technique

R. Zens, D. Stanton, and
P. Xu

&robabilistic Finite State Machin

tion
M. Wang and
C.D.Manning .......... p. 182

stistical Significance in NLP

T. Berg-Kirkpatrick, D. Burkett,
andD.Klein............ p. 182

for Regression-based MT Evalla-

bAn Empirical Investigation of Stg

ps  See p. 157 for details

3:30pm—4:00pm

Coffee Break (3F Lobby (ICC))

Parallel Sessions Youngju A (ICC) 203 (ICC) 202 A (ICC) 202 B (ICC)
4:00pm-5:30pm Information Extraction: Parsing Models and Large-Scale NLP Machine Learning:
Relation and Event Evaluation Algorithms Inference

Extraction
Chair: Mausam

Chair: Ivan Titov

Chair: Benjamin van Durme

Chair: Jennifer Gillenwater

4:00pm —4:30pm

4:30pm —5:00pm

ponmg Compositional Sema|
tics and Discourse Consistency
Chinese Event Extraction
P. Li, G. Zhou, Q. Zhu, and
LiHou...........0..0... p. 182

Reading The Web with Learng

Syntactic-Semantic Inferen
Rules

N. Lao, A. Subramanya, F. Pereir|
and W. W. Cohen........ p. 18

2[J.R. Curran, and D. Klein p. 183 P.

nForest Reranking through Subtr
iRanking

R. Farkas and H. Schmid p. 183

éParser Showdown at the Wall Str¢
€orral: An Empirical Investigatio
of Error Types in Parser Output

AJ. K. Kummerfeld, D. Hall,

eeast
Graph Construction for

A. Goyal, H. Daume lIl, and
R.GuUerra............... p. 184

l&uildingt; a Lightweight Semanti
nModel for Unsupervised Informg
tion Extraction on Short Listings

D S Kim, K. Verma, and
Yeh. ..o p. 184

Large-Scale R‘prommanMonte Carlo MCMC: Efficient In

ference by Approximate Sampli

S. Singh, M. Wick, and
A.McCallum............ p. 184

cOn Amortizing Inference Cost fq
Structured Prediction

V. Srikumar, G. Kundu, and
D. Roth

TINOD-dININE



5:00pm—5:30pm | Ensemble Semantics for Largeextending Machine Translatigreketch Algorithms for EstimatingExact Sampling and Decoding fin

scale Unsupervised Relation EpEvaluation Metrics with LexicglPoint Queries in NLP High-Order Hidden Markov Mod
traction Cohesion to Document Level A. Goyal, H. Daume IIl, and els

B. Min, S. Shi, R. Grishman, and|B. T. M. Wong and C. Kit p. 183|G. Cormode............. p. 184| S. Carter, M. Dymetman, and
C-Y.Lin................ p. 182 G.Bouchard............ p. 185

67T
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EMNLP-CoNLL

Day 3 (July 1

4, 2012)

9:00am — 10:30pnPlenary Session

10:30am — 11:00anCoffee Break

11:00am —12:30pnMachine Translation: Decoding
Distributional and Compositional Semantics
Discourse: Coreference Resolution

12:30pm—2:00pm

2:00pm —3:30pm Machine Learning: Transfer and Biases

Opinion Mining: Discovering Opinion Expressions
Part of Speech Tagging

Word Sense Disambiguation

3:30pm —4:00pm

4:00pm —5:30pm Syntax and Parsing: Joint Parsing Models

5:30pm —5:45pm

Information Retrieval

Lunch

Coffee Break

Social Media
NLP Applications

Closing Remarks

(Youngju A (ICC))

(3F Lobby (ICC))

(Youngju A (ICC))
(203 (ICC))
(202 A (ICC))
(202 B (ICC))

(Youngju A (ICC))
(203 (ICQ)

(202 A (ICC))

(202 B (ICC))

(3F Lobby (ICC))

(Youngju A (ICC))
(203 (ICC))
(202 A (ICC))

(202 B (ICC))
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TGT

Schedule (July 14, 2012)

7:30am—-5:00pm

Registration (3F Lobby (ICC))

Parallel Sessions Youngju A (ICC)

9:00am-10:30pm Plenary Session
Chair: Jun’ichi Tsujii

9:00am —9:30am PATTY: A Taxonomy of Relational Patterns with Semantic Type
N. Nakashole, G. Weikum, and F. SUChANEK. . .. .. ... e e e e e e e e p. 186

9:30am — 10:00anTraining Factored PCFGs with Expectation Propagation

DL Hall @Nd D. KIBIN .« oottt et e e e e e e p. 186
10:00am —10:30anA Coherence Model Based on Syntactic Patterns
N o TU LS T o N =T 01201V PP p. 186
Parallel Sessions Youngju A (ICC) 203 (ICC) 202 A (ICC) 202 B (ICC)
11:00am—12:30pm Machine Translation: Distributional and Discourse: Coreference Information Retrieval
Decoding Compositional Semantics Resolution
Chair: Preslav Nakov Chair: Bo Pang Chair: Mihai Surdeanu Chair: Jianfeng Gao
11:00am —11:30am |Language Model Rest Costs aremantic CompositionalityLearning-based Multi-Sieve CQEntity based Q&A Retrieval
Space—_ fficient Storage tshrough Recursive Matrix-Vectgreference Resolution with Knowlp SINGN .. oveeeeeen p. 189
K. Heafield, P. Koehn, and paces edge

11:30am —12:00pm

A Lavie................. p. 186

Document-Wide  Decoding fq
Phrase-Based Statistical Mach
Translation

R. Socher, B. Huval,
C. D. Manning, and
AYNG..ooi p. 187

Polarity Inducing Latent Semant
enalysis

W.-t. Yih, G. Zweig, and
JPlatt.......... ..., p. 187

C. Hardmeier, J. Nivre, and
J. Tiedemann ........... p. 187

L. Ratinov and D. Roth .. p. 188

idoint Learning for Coreferen
Resolution with Markov Logic

Y. Song, J. Jiang, W. X. Zhao, S.
andH.Wang............ p. 188

€onstructing Task-Specific Ta|
onomies for Document Collectid
| Browsing

HYang................. p. 189

X
0
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12:00pm —12:30pm

Left_—to—Ri_gr?t Tree-to-String De
coding with Prediction

Y. Feng, Y. Liu, Q. Liu, and
T. Cohn

-First Order vs. Higher Order Mod|
fication in Distributional Semantidg

7| G. Boleda, E. M. Vecchi,

-Resolving “This-issue” Anaphora| Besting the Quiz Master: Crow
/. Kolhatkar and G. Hirst p. 188/ Sourcing Incremental Classificati

Games

J. Boyd-Graber, B. Satinoff, H H=

M. Cornudella, and and H. Daume Il ... .... p.1
.............. p. 188
12:30pm-2:00pm Lunch Break
Parallel Sessions Youngju A (ICC) 203 (ICC) 202 A (ICC) 202 B (ICC)
2:00pm-3:30pm | Machine Learning: Transfer Opinion Mining: Part of Speech Tagging | Word Sense Disambiguation|

and Biases

Chair: Benjamin Snyder

Discovering Opinion
Expressions
Chair: Yejin Choi

Chair: Slav Petrov

Chair: Marc Dymetman

2:00pm —2:30pm

2:30pm —3:00pm

3:00pm —3:30pm

Multi-Domain Learnlng When D
Domains Matter?

and C.ROS€ ............ p. 189

Biased Representation Learning
Domain Adaptation

F. Huang and A. Yates. .. p. 190

Unambiguity
for Unsupervised Learning
Probabilistic Grammars

K. Tuand V. Honavar. ... p. 190

Extracting Opinion Expressiol
semi-Markov  Conditiong| POS Tagset
M. Joshi, M. Dredze, W. W. CohepRandom Fields

K. Llu, L. Xu, and J. Zhao p. 191

RegularizatiopWord Salad: Relating Food Pric|

@pinion Target Extraction UsingPart-of-Speech
ranslation Model | Chinese-English Mixed Texts witlFramework for Domain Word
Dynamic Features

J. Zhao, X. Qiu, S. Zhang, F. Ji,
and X. Huang .......... p. 191

ewViki-ly Supervised Part-of-Spee¢iGrounded Models of Semanti
find Descriptions Tagging

V. Chahuneau, K. Gimpel,
B.R. Routledge L. Scherlis, ?nd B.Taskar...............
p.

$earning to Map into a Universalloining Forces Pays Off: Multilin

Y. Zhang, R. Reichart, R. Barzilayt'on

B. Yang and C. Cardie. .. p. 190| and A. Globerson 191] R. Navigli and

S. Li, J. a. Graga, and

gual Joint Word Sense Disambigy

S. P.Ponzetto........... p. 192
foA  New Minimally-Supervised

Sense Disambiguation
S. Faralliand R. Navigli. . p. 192

Representation
) C. Silberer and M. Lapata p. 192

3:30pm—4:00pm

Coffee Break (3F Lobby (ICC))

Parallel Sessions

Youngju A (ICC)

203 (ICC)

202 A (ICC)

4:00pm—-5:30pm

Models

Chair: Jason Eisner

Syntax and Parsing: Joint Parsing

Social Media

Chair: Alan Ritter

NLP Applications

Chair: Chikara Hashimoto

TINOD-dININE



4:00pm —4:30pm

4:30pm —5:00pm

5:00pm —5:30pm

Improved Parsing and POS Tagging Us
Inter-Sentence Consistency Constraints

A. Rush, R. Reichart, M. Collins, and
A.Globerson....................... p. 192
Unified Dependency Parsing of Chinese M
phological and Syntactic Structures
Z.LiandG.Zhou..................

A Transition-Based System for Joint Part-
Speech Tagging and Labeled Non-Projeci

Dependency Parsing

B. Bohnetand J. Nivre.............

hdentifying Event-related Bursts via Social

dia Activities

))E Zhao, B. Shu, J. Jiang, Y. Song, H. Yan
.............................. p.1

dgser Demographics and Language in an
plicit Social Network

K. Filippova ............cocooint p. 193

isponse Completion in Social Media

3 B.Pangand S.Ravi................ p. 194

93[and J. Baldridge. . . .........c..cv.r. p. 1

pRevisiting the Predictability of Language: R

Supervised Text-based Geolocation Using L
guage Models on an Adaptive Grid

& Roller, M. Speriosu, S. Rallapalli, B. Wlnc,

If- Discriminative Model for Query Spellln
Correction with Latent Structural SVM
H. Duan, Y. Li, C. Zhai, and D. Roth. p. 194

&haracterizing Stylistic Elements in Syntagti
Structure

S. Feng, R. Banerjee, and Y. Chai.. p. 195

5:30pm-5:45pm

— Youngju A (ICC) —
Closing Remarks

€at
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EMNLP-CoNLL

Invited Talks

“On Learning Sparse Structured Input-Output Models”

Eric Xing, Carnegie Mellon University

In many modern problems across areas such as natural languacessing, computer
vision, and social media inference, one is often interestéehrning a Sparse Structured
Input-Output Model (SIOM), in which the input variables betmodel such as lexicons
in a document bear rich structures due to the syntactic amadustic dependences be-
tween them in the text; and the output variables such as #megits in a multi-way
classification, a parse, or a topic representation are #igotsred because of their in-
terrelatedness. A SIOM can nicely capture rich structuraperties in the data and in
the problem, but it also raises severe computational araiétieal challenge on sparse,
consistent, and tractable model identification and infezen

In this talk, | will present models, algorithms, and thesribat learn Sparse SIOMs of
various kinds in very high dimensional input/output spauith fast and highly scalable
optimization procedures, and strong statistical guaesnté will demonstrate applica-
tion of our approach to problems in large-scale text clasgifin, topic modeling, and
dependency parsing.

“The Appification of the Web and the Renaissance of Conversainal User Interfaces”

Patrick Pantel, Microsoft Research

The appification of the Web is triggering a fundamental shitiow users access infor-
mation. We are moving from centralized access points, sscd®earch engines, towards
highly specialized, and yet fragmented, functionalitieslisconnected apps. This talk
explores an entity-centric conversational interface agehanism to overcome this frag-
mentation, highlighting the numerous associated NLP ehgls and opportunities that
lie ahead.

Consider mobile scenarios, where the traditional searginerparadigm is being can-
nibalized by search and browse functionalities built diyemto specialized apps. For
example, while users can search for restaurants and preodsicig their mobile browser,

they are increasingly turning directly to applicationstsas Yelp, Urbanspoon and Ama-
zon. However, interoperability between applications awking generalized interfaces
to their functionalities pose serious scalability chajles. In this talk, we argue for an
entity-centric conversational interface in which natursér interactions with entities are
paired with actions that can be performed on the entitiess émabling the brokering of
web pages and applications that can satisfy the intendahad this vision, the broker

is aware of all entities and actions of interest to its usenslerstands the intent of the
user, and provides direct actionable results through ARtds @xternal providers satis-
fying the intent. The user saves clicks and time to accompier intended action and
can discover related actions. New revenue streams opemuppaid action placement
and lead generation opportunities. At the forefront of thiection are a number of NLP
challenges in the areas of entity recognition, entity ligkiknowledge extraction, intent
recognition, and dialog modeling, to name a few.

We end by proposing one particular technique for learnirdymapping user intents in
a search interface. In an annotation study conducted oveiffi tsample of web usage
logs, we found that a large proportion of user queries irealgtions on entities, calling
for an automatic approach to identifying relevant actiamsehtity-bearing queries. We

154



Invited Talks

pose the problem of finding actions that can be performed ttiesnas the problem of
doing probabilistic inference in a graphical model thattaegs how entity-bearing infor-
mation requests are generated. Given a large collectioeabfworld queries and clicks
from a commercial search engine, the models are learnedeefficthrough maximum

likelihood estimation using an EM algorithm. Given a new uénference enables the
recommendation of a set of pertinent actions and providéfs.propose an evaluation
methodology for measuring the relevance of our recommeadgohns, and show empir-
ical evidence of the quality and the diversity of the discedeactions.
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EMNLP-CoNLL

CoNLL Shared Task: Oral Presentations

Latent Structure Perceptron with Feature Induction for Unr estricted Coreference
Resolution— E. Fernandes, C. dos Santos, and R. Milidid. . .................... p. 196

Data-driven Multilingual Coreference Resolution using Resolver Stacking
— A.Bjorkelund and R. Farkas. .. ......c.oiiiiii i p. 196

Combining the Best of Two Worlds: A Hybrid Approach to Multil ingual
Coreference Resolution— C. Chenand V.Ng ..., p. 196

Using Syntactic Dependencies to Solve Coreferences M. Stamborg, D. Medved,
P.EXner, and P. NUQUES. . ... ..ottt e e et i it ie e p. 196
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CoNLL Shared Task: Poster Presentations

CoNLL Shared Task: Poster Presentations

ICT: System Description for CONLL-2012 — H. Xiongand Q. Liu............... p. 197

A Mixed Deterministic Model for Coreference Resolution— B. Yuan, Q. Chen,
Y. Xiang, X. Wang, L. Ge, Z. Liu, M. Liao,and X. Si..........cooviiiieiinnnnn... p. 197

Simple Maximum Entropy Models for Multilingual Coreferenc e Resolution
— X.Li, X.Wang, and X. LiaQ . ...« cooe i e ] p. 197

UBIU for Multilingual Coreference Resolution in OntoNotes — D. Zhekova,
S. Kibler, J. Bonner, M. Ragheb, and Y.-Y. HSU. ... ...t p. 197

Chinese Coreference Resolution via Ordered Filtering— X. Zhang, C. Wu, and
H. Zha0 . .. e p. 197

A Multigraph Model for Coreference Resolution — S. Martschat, J. Cai,
S. Broscheit, E. MUjdricza-Maydt, and M. Strube . ............... ... ool p. 198

Incorporating Rule-based and Statistic-based Techniquefor Coreference
Resolution— R. Xu, J. Xu, J. Liu, C. Liu, C. Zou, L. Gui, Y. Zheng, and P.Qu.... p. 198

lllinois-Coref: The Ul System in the CoNLL-2012 Shared Task— K.-W. Chang,
R. Samdani, A. Rozovskaya, M. Sammons,andD.Roth....................... p. 198

System paper for CoONLL-2012 shared task: Hybrid Rule-basedlgorithm for
Coreference Resolution— H. Shouand H. Zhao............................... p. 198

BART goes multilingual: The UniTN / Essex submission to the GNLL-2012
Shared Task— O. Uryupina, A. Moschitti, and M. Poesia . ...................... p. 199

Learning to Model Multilingual Unrestricted Coreference in OntoNotes— B. Li . p. 199

157



EMNLP-CoNLL

EMNLP-CoNLL Paper Abstracts

Oral Presentations: Thursday, July 12, 2012

Syntactic Transfer Using a Bilingual Lexicon

Greg Durrett, Adam Pauls, and Dan Klein

Thursday 11:00am-11:30am — Youngju A (ICC)
We consider the problem of using a bilingual dictionary tmsfer lexico-syntactic information
from a resource-rich source language to a resource-pogettianguage. In contrast to past
work that used bitexts to transfer analyses of specific aeateat the token level, we instead use
features to transfer the behavior of words at a type leved discriminative dependency parsing
framework, our approach produces gains across a rangeget tanguages, using two different
low-resource training methodologies (one weakly supedsand one indirectly supervised) and
two different dictionary sources (one manually constrd@ed one automatically constructed).

Regularized Interlingual Projections: Evaluation on Multilingual Transliteration

Jagadeesh Jagarlamudi and Hal Daume |lI

Thursday 11:30am—-12:00pm — Youngju A (ICC)
In this paper, we address the problem of building a multiimgransliteration system using an
interlingual representation. Our approach uses internakiphonetic alphabet (IPA) to learn
the interlingual representation and thus allows us to ugeward and its IPA representation
as a training example. Thus, our approach requires only fimgual resources: a phoneme
dictionary that lists words and their IPA representatibrBy adding a phoneme dictionary of
a new language, we can readily build a transliteration systeo any of the existing previous
languages, without the expense of all-pairs data or cortipntaWe also propose a regulariza-
tion framework for learning the interlingual represertatiwhich accounts for language specific
phonemic variability, and thus it can find better mappingsvben languages. Experimental re-
sults on the name transliteration task in five diverse laggsiashow a maximum improvement
of 29% accuracy and an average improvement of 17% accuranpared to a state-of-the-art
baseline system.

Bilingual Lexicon Extraction from Comparable Corpora Usin g Label Propagation
Akihiro Tamura, Taro Watanabe, and Eiichiro Sumita
Thursday 12:00pm-12:30pm — Youngju A (ICC)

This paper proposes a novel method for lexicon extractian étracts translation pairs from
comparable corpora by using graph-based label propagatigmevious work, it was established
that performance drastically decreases when the covefayeeed lexicon is small. We resolve
this problem by utilizing indirect relations with the bitinal seeds together with direct relations,
in which each word is represented by a distribution of traesl seeds. The seed distributions are
propagated over a graph representing relations among wamdgaranslation pairs are extracted
by identifying word pairs with a high similarity in the seetswibutions. We propose two types
of the graphs: a co-occurrence graph, representing corecme relations between words, and
a similarity graph, representing context similaritiesv®gn words. Evaluations using English
and Japanese patent comparable corpora show that our pdog@ph propagation method out-
performs conventional methods. Further, the similaritgpdr achieved improved performance
by clustering synonyms into the same translation.

Lexical Differences in Autobiographical Narratives from Schizophrenic Patients and
Healthy Controls
Kai Hong, Christian G. Kohler, Mary E. March, Amber A. Parkand Ani Nenkova
Thursday 11:00am-11:30am — 203 (ICC)
We present a system for automatic identification of schirepl patients and healthy controls
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based on narratives the subjects recounted about emoggpatiences in their own life. The
focus of the study is to identify the lexical features thattidiguish the two populations. We
report the results of feature selection experiments thaiostrate that the classifier can achieve
accuracy on patient level prediction as high as 76.9% witly ansmall set of features. We
provide an in-depth discussion of the lexical features thistinguish the two groups and the
unexpected relationship between emotion types of the thasaand the accuracy of patient
status prediction.

Streaming Analysis of Discourse Participants
Benjamin Van Durme
Thursday 11:30am-12:00pm — 203 (ICC)

Inferring attributes of discourse participants has beeatéd as a batch-processing task: data
such as all tweets from a given author are gathered in bullcgsised, analyzed for a particular
feature, then reported as a result of academic interesenGhe sources and scale of material
used in these efforts, along with potential use cases of analytic tools, discourse analysis
should be reconsidered as a streaming challenge. We showrttier certain common formu-
lations, the batch-processing analytic framework can lem@osed into a sequential series of
updates, using as an example the task of gender classific&ioce in a streaming framework,
and motivated by large data sets generated by social mediaese we present novel results in
approximate counting, showing its applicability to spaffesient streaming classification.

Detecting Subgroups in Online Discussions by Modeling Pdsie and Negative Relations
among Participants
Ahmed Hassan, Amjad Abu-Jbara, and Dragomir Radev
Thursday 12:00pm-12:30pm — 203 (ICC)

A mixture of positive (friendly) and negative (antagorgstielations exist among users in most
social media applications. However, many such applicatimnot allow users to explicitly ex-
press the polarity of their interactions. As a result moséagch has either ignored negative links
or was limited to the few domains where such relations arédicitkp expressed (e.g. Epinions
trust/distrust). We study text exchanged between userslineocommunities. We find that the
polarity of the links between users can be predicted withn lsigcuracy given the text they ex-
change. This allows us to build a signed network representaf discussions; where every edge
has a sign: positive to denote a friendly relation, or negatb denote an antagonistic relation.
We also connect our analysis to social psychology theofiémlance. We show that the auto-
matically predicted networks are consistent with thoserilee. Inspired by that, we present a
technique for identifying subgroups in discussions byifianing singed networks representing
them.

Generative Goal-Driven User Simulation for Dialog Managenent
Aciel Eshky, Ben Allison, and Mark Steedman
Thursday 11:00am-11:30am — 202 A (ICC)

User simulation is frequently used to train statisticalatiamanagers for task-oriented domains.
At present, goal-driven simulators (those that have a gtersi notion of what they wish to
achieve in the dialog) require some task-specific engingernaking them impossible to evalu-
ate intrinsically. Instead, they have been evaluatedresitially by means of the dialog managers
they are intended to train, leading to circularity of argmtnén this paper, we propose the first
fully generative goal-driven simulator that is fully indedt from data, without hand-crafting or
goal annotation. Our goals are latent, and take the form git$oin a topic model, cluster-
ing together semantically equivalent and phoneticallyfesable strings, implicitly modelling
synonymy and speech recognition noise. We evaluate on @valatd dialog resources, the
Communicator and Let's Go datasets, and demonstrate that@iel has substantially better fit
to held out data than competing approaches. We also shovietitates derived from our model
allow significantly greater improvement over a baseline istirtdyuishing real from randomly
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permuted dialogs.

Optimising Incremental Dialogue Decisions Using Informaion Density for Interactive
Systems
Nina Dethlefs, Helen Hastie, Verena Rieser, and Oliver Lemo
Thursday 11:30am-12:00pm — 202 A (ICC)

Incremental processing allows system designers to addm&sal discourse phenomena that
have previously been somewhat neglected in interactiviesigs such as backchannels or barge-
ins, but that can enhance the responsiveness and natsralhegstems. Unfortunately, prior
work has focused largely on deterministic incremental sleni making, rendering system be-
haviour less flexible and adaptive than is desirable. Weepttess novel approach to incremental
decision making that is based on Hierarchical Reinforceni@arning to achieve an interac-
tive optimisation of Information Presentation (IP) stgas, allowing the system to generate and
comprehend backchannels and barge-ins, by employing deatr@sycholinguistic hypothesis
of information density (ID) (Jaeger, 2010). Results in terof average rewards and a human
rating study show that our learnt strategy outperformsragvrselines that are not sensitive to
ID by more than 23%.

Mixed Membership Markov Models for Unsupervised Conversaton Modeling
Michael J. Paul
Thursday 12:00pm-12:30pm — 202 A (ICC)

Recent work has explored the use of hidden Markov modelsrfsupervised discourse and con-
versation modeling, where each segment of text such as agessa conversation is associated
with a hidden state in a sequence. We extend this approadloweach segment of text to be
a mixture of multiple classes. Under our model, the proligibiif a class in a text segment is
a log-linear function of the classes in the previous segméfe show that this model performs
well at predictive tasks on two conversation data sets,dwipg thread reconstruction accuracy
by up to 15 percentage points over a standard HMM. Additignale show quantitatively that
the induced word clusters correspond to speech acts marelglthan baseline models.

An Entity-Topic Model for Entity Linking
Xianpei Han and Le Sun
Thursday 11:00am-11:30am — 202 B (ICC)

Entity Linking (EL) has received considerable attentiomgénent years. Given many name men-
tions in a document, the goal of EL is to predict their reférentities in a knowledge base.
Traditionally, there have been two distinct directions bfrEsearch: one focusing on the effects
of mention’s context compatibility, assuming that “theer@int entity of a mention is reflected by
its context”; the other dealing with the effects of docun®tupic coherence, assuming that “a
mention’s referent entity should be coherent with the doent'a main topics”. In this paper, we
propose a generative model — called entity-topic modelffectvely join the above two com-
plementary directions together. By jointly modeling angleiting the context compatibility,
the topic coherence and the correlation between them, odehwan accurately link all men-
tions in a document using both the local information (in@hgdthe words and the mentions in a
document) and the global knowledge (including the topicwkedge, the entity context knowl-
edge and the entity name knowledge). Experimental reseitsodstrate the effectiveness of the
proposed model.

Linking Named Entities to Any Database
Avirup Sil, Ernest Cronin, Penghai Nie, Yinfei Yang, Anarisl&opescu, and Alexander Yates
Thursday 11:30am-12:00pm — 202 B (ICC)

Existing techniques for disambiguating named entitieseitt mostly focus on Wikipedia as a
target catalog of entities. Yet for many types of entitiagchsas restaurants and cult movies,
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relational databases exist that contain far more extefsiwemation than Wikipedia. This paper
introduces a new task, called Open-Database Named-Eniggnibiguation (Open-DB NED),

in which a system must be able to resolve named entities tdalgnin an arbitrary database,
without requiring labeled data for each new database. Waduate two techniques for Open-DB
NED, one based on distant supervision and the other basenhoaid adaptation. In experiments
on two domains, one with poor coverage by Wikipedia and therawith near-perfect coverage,
our Open-DB NED strategies outperform a state-of-the-akipi/dia NED system by over 25%
in accuracy.

Towards Efficient Named-Entity Rule Induction for Customizability
Ajay Nagesh, Ganesh Ramakrishnan, Laura Chiticariu, RéjasKrishnamurthy,
Ankush Dharkar, and Pushpak Bhattacharyya
Thursday 12:00pm-12:30pm — 202 B (ICC)

Generic rule-based systems for Information Extraction fi&e been shown to work reasonably
well out-of-the-box, and achieve state-of-the-art acoynaith further domain customization.
However, it is generally rec- ognized that manually buigdénd customiz- ing rules is a complex
and labor intensive pro- cess. In this paper, we discuss aroagh that facilitates the process
of building cus- tomizable rules for Named-Entity Recommit(NER) tasks via rule induction,
in the Annota- tion Query Language (AQL). Given a set of bdsatures and an annotated
document col- lection, our goal is to generate an initialafetules with reasonable accuracy,
that are in- terpretable and thus can be easily refined by ahuwmeveloper. We present an
efficient rule induction process, modeled on a four- stageuakbrule development process and
present initial promising results with our sys- tem. We gdsapose a simple notion of ex- tractor
complexity as a first step to quantify the interpretabilifyan extractor, and study the effect of
induction bias and customization of basic features on tearacy and complex- ity of induced
rules. We demonstrate through experiments that the induded have good accuracy and low
complexity according to our complexity measure.

Active Learning for Imbalanced Sentiment Classification
Shoushan Li, Shengfeng Ju, Guodong Zhou, and Xiaojun Li
Thursday 2:00pm-2:30pm — Youngju A (ICC)

Active learning is a promising way for sentiment classifimatto reduce the annotation cost. In
this paper, we focus on the imbalanced class distributiemaxo for sentiment classification,
wherein the number of positive samples is quite differeatrfithat of negative samples. This
scenario posits new challenges to active learning. To addieese challenges, we propose a
novel active learning approach, named co-selecting, byngakoth the imbalanced class dis-
tribution issue and uncertainty into account. Specificadiyr co-selecting approach employs
two feature subspace classifiers to collectively selecttimfsrmative minority-class samples
for manual annotation by leveraging a certainty measuréirah an uncertainty measurement,
and in the meanwhile, automatically label most informativajority-class samples, to reduce
human-annotation efforts. Extensive experiments acmssdomains demonstrate great poten-
tial and effectiveness of our proposed co-selecting ampréa active learning for imbalanced
sentiment classification.

A Weakly Supervised Model for Sentence-Level Semantic Origation Analysis with
Multiple Experts
Lizhen Qu, Rainer Gemulla, and Gerhard Weikum
Thursday 2:30pm-3:00pm — Youngju A (ICC)
We propose the weakly supervised Multi-Experts Model (MEdf)analyzing the semantic ori-
entation of opinions expressed in natural language reviBwsntrast to most prior work, MEM
predicts both opinion polarity and opinion strength at thesl of individual sentences; such fine-
grained analysis helps to understand better why users tikiistke the entity under review. A
key challenge in this setting is that it is hard to obtain eeoé-level training data for both po-
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larity and strength. For this reason, MEM is weakly supe@dislt starts with potentially noisy
indicators obtained from coarse-grained training dat, (document-level ratings), a small set
of diverse base predictors, and, if available, small anwoftfine-grained training data. We
integrate these noisy indicators into a unified probamlisemework using ideas from ensem-
ble learning and graph-based semi-supervised learning. eperiments indicate that MEM
outperforms state-of-the-art methods by a significant marg

Collocation Polarity Disambiguation Using Web-based Psedp Contexts
Yanyan Zhao, Bing Qin, and Ting Liu
Thursday 3:00pm-3:30pm — Youngju A (ICC)
This paper focuses on the task of collocation polarity disigomtion. The collocation refers to
a binary tuple of a polarity word and a target (such as <loagteby life> or <long, startup>), in
which the sentiment orientation of the polarity word (“l6hghanges along with different targets
(“battery life” or “startup”). To disambiguate a collocati's polarity, previous work always
turned to investigate the polarities of its surroundingtegts, and then assigned the majority
polarity to the collocation. However, these contexts amdtéd, thus the resulting polarity is
insufficient to be reliable. We therefore propose an unsiged three-component framework to
expand some pseudo contexts from web, to help disambiguet#iogation’s polarity. Without
using any additional labeled data, experiments show thatethod is effective.

Aligning Predicates across Monolingual Comparable Texts sing Graph-based Clustering
Michael Roth and Anette Frank

Thursday 2:00pm-2:30pm — 203 (ICC)
Generating coherent discourse is an important aspect imatdanguage generation. Our aim
is to learn factors that constitute coherent discourse fdata, with a focus on how to real-
ize predicate-argument structures in a model that excdezisantence level. We present an
important subtask for this overall goal, in which we aligredicates across comparable texts,
admitting partial argument structure correspondences.cohtribution of this work is two-fold:
We first construct a large corpus resource of comparabls,texiuding an evaluation set with
manual predicate alignments. Secondly, we present a npgebach for aligning predicates
across comparable texts using graph-based clusteringMiitbuts. Our method outperforms
other alignment techniques when applied to this novel aligmt task, by a margin of at least 6.5
percentage points in F1-score.

Local and Global Context for Supervised and Unsupervised M®nymy Resolution
Vivi Nastase, Alex Judea, Katja Markert, and Michael Strube
Thursday 2:30pm-3:00pm — 203 (ICC)

Computational approaches to metonymy resolution havestmtalmost exclusively on the local
context, especially the constraints placed on a poteptiaétonymic word by its grammatical
collocates. We expand such approaches by taking into attoaifarger context. Our algorithm
is tested on the data from the metonymy resolution task (Basit SemEval 2007. The results
show that incorporation of the global context can improverdlie use of the local context alone,
depending on the types of metonymies addressed. As a seoatribation, we move towards
unsupervised resolution of metonymies, made feasible bgidering ontological relations as
possible readings. We show that such an unsupervised appdadivers promising results: it
beats the supervised most frequent sense baseline andnpedmse to a supervised approach
using only standard lexico-syntactic features.

Learning Verb Inference Rules from Linguistically-Motiva ted Evidence
Hila Weisman, Jonathan Berant, Idan Szpektor, and Ido Dagan
Thursday 3:00pm-3:30pm — 203 (ICC)
Learning inference relations between verbs is at the héanaay semantic applications. How-
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ever, most prior work on learning such rules focused on eeratlarrow set of information
sources: mainly distributional similarity, and to a lesegtent manually constructed verb co-
occurrence patterns. In this paper, we present a rich arel sevof linguistically motivated cues
for detecting entailment between verbs, which exploiterimfation at varying textual scopes:
verb co-occurrence within a sentence, verb co-occurreritgnva document, as well as overall
corpus statistics. These cues are combined as featuresipeavised classification framework.
We empirically demonstrate that our model significantlypeuforms previous methods and that
information from each textual scope contributes to the esrailment learning task.

Spectral Dependency Parsing with Latent Variables
Paramveer Dhillon, Jordan Rodu, Michael Collins, Dean leostind Lyle Ungar
Thursday 2:00pm-2:30pm — 202 A (ICC)

Recently there has been substantial interest in using repenethods to learn generative se-
quence models like HMMs. Spectral methods are attractivibeysprovide globally consistent
estimates of the model parameters and are very fast andkgalalike EM methods, which can
get stuck in local minima. In this paper, we present a noviresion of this class of spectral
methods to learn dependency tree structures. We proposeptesjet powerful latent variable
generative model for dependency parsing, and a spectraingamethod to efficiently estimate
it. As a pilot experimental evaluation, we use the spectes probabilities estimated by our
model to re-rank the outputs of a near state-of-the-artepa@ur approach gives us a moderate
reduction in error of up to 4.6% over the baseline re-ranker.

A Phrase-Discovering Topic Model Using Hierarchical Pitman-Yor Processes
Robert Lindsey, William Headden, and Michael Stipicevic
Thursday 2:30pm-3:00pm — 202 A (ICC)

Topic models traditionally rely on the bag-of-words asstiomp In data mining applications, this

often results in end-users being presented with inscreifais of topical unigrams, single words
inferred as representative of their topics. In this arfiele present a hierarchical generative
probabilistic model of topical phrases. The model sim@tarsly infers the location, length,

and topic of phrases within a corpus and relaxes the bagsofisvassumption within phrases
by using a hierarchy of Pitman-Yor processes. We use MarkaincMonte Carlo techniques

for approximate inference in the model and perform slicepdenm to learn its hyperparameters.
We show via an experiment on human subjects that our moded fintstantially better, more

interpretable topical phrases than do competing models.

A Bayesian Model for Learning SCFGs with Discontiguous Rule
Abby Levenberg, Chris Dyer, and Phil Blunsom

Thursday 3:00pm-3:30pm — 202 A (ICC)
We describe a nonparametric model and corresponding irderalgorithm for learning Syn-
chronous Context Free Grammars (SCFGs) directly from jgaraixt. The model employs a
Pitman-Yor process prior which uses a novel base distdhutiver SCFG rules. Through both
synthetic grammar induction and statistical machine tedios experiments, we demonstrate
that our model learns complex translational corresporefencincluding discontinuous, many-
to-many alignments—and produces competitive translatisnlts. Further, inference is efficient
and we present results on significantly larger corpora thiam work.

Multiple Aspect Summarization Using Integer Linear Programming
Kristian Woodsend and Mirella Lapata
Thursday 2:00pm-2:30pm — 202 B (ICC)
Multi-document summarization involves many aspects oteanselection and surface realiza-
tion. The summaries must be informative, succinct, granmaatand obey stylistic writing
conventions. We present a method where such individualctspee learned separately from
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data (without any hand-engineering) but optimized jointsing an integer linear programme.
The ILP framework allows us to combine the decisions of theeexlearners and to select and
rewrite source content through a mixture of objective sgttsoft and hard constraints. Experi-
mental results on the TAC-08 data set show that our modeteesistate-of-the-art performance
using ROUGE and significantly improves the informativenesthe summaries.

Minimal Dependency Length in Realization Ranking
Michael White and Rajakrishnan Rajkumar
Thursday 2:30pm-3:00pm — 202 B (ICC)

Comprehension and corpus studies have found that the tenteminimize dependency length
has a strong influence on constituent ordering choices.idrptiper, we investigate dependency
length minimization in the context of discriminative realiion ranking, focusing on its potential
to eliminate egregious ordering errors as well as bettechrthie distributional characteristics of
sentence orderings in news text. We find that with a statbefatt, comprehensive realization
ranking model, dependency length minimization yieldsistiaally significant improvements
in BLEU scores and significantly reduces the number of hdigiy/ordering errors. Through
distributional analyses, we also show that with simplekirmgn models, dependency length min-
imization can go overboard, too often sacrificing canonieald order to shorten dependencies,
while richer models manage to better counterbalance thendigmcy length minimization pref-
erence against (sometimes) competing canonical word préésrences.

Framework of Automatic Text Summarization Using Reinforcement Learning

Seonggi Ryang and Takeshi Abekawa

Thursday 3:00pm-3:30pm — 202 B (ICC)
We present a new approach to the problem of automatic textnsuization called Automatic
Summarization using Reinforcement Learning (ASRL) in giaper, which models the process of
constructing a summary within the framework of reinforcetriearning and attempts to optimize
the given score function with the given feature represamtadf a summary. We demonstrate
that the method of reinforcement learning can be adaptedttoraatic summarization problems
naturally and simply, and other summarizing techniquesh €1 sentence compression, can be
easily adapted as actions of the framework.

The experimental results indicated ASRL was superior toltst performing method in
DUC2004 and comparable to the state of the art ILP-style oggtim terms of ROUGE scores.
The results also revealed ASRL can search for sub-optinhatisis efficiently under conditions
for effectively selecting features and the score function.

Large Scale Decipherment for Out-of-Domain Machine Transhtion
Qing Dou and Kevin Knight
Thursday 4:00pm—4:30pm — Youngju A (ICC)

We apply slice sampling to Bayesian decipherment and useesudecipherment framework to
improve out-of-domain machine translation. Compared With state of the art algorithm, our
approach is highly scalable and produces better resultshvatiows us to decipher ciphertext
with billions of tokens and hundreds of thousands of wor@$gywith high accuracy. We decipher
a large amount of monolingual data to improve out of domaingtation and achieve significant
gains of up to 3.8 BLEU points.

N-gram-based Tense Models for Statistical Machine Transkéon
Zhengxian Gong, Min Zhang, Chew Lim Tan, and Guodong Zhou
Thursday 4:30pm-5:0pm — Youngju A (ICC)
Tense is a small element to a sentence, however, error tansgise odd grammars and result
in misunderstanding. Recently, tense has drawn attentionainy natural language processing
applications. However,most of current Statistical Maehifranslation (SMT) systems mainly
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utilize translation model and language model. They nevesicer and make full use of such
tense infomation. In this paper, we propose n-gram-bagsesktmodels for SMT and success-
fully integrate such models into a state-of-the-art phitaesed SMT system via two additional
features. Experimental results on the NIST Chinese-Emgtanslation task show that our pro-
posed tense model is very effective, contributing perfaroeamprovement by 0.62 BLUE points
over a strong baseline.

Source Language Adaptation for Resource-Poor Machine Traslation
Pidong Wang, Preslav Nakov, and Hwee Tou Ng
Thursday 5:00pm-5:30pm — Youngju A (ICC)
We propose a novel, language-independent approach foovimgr machine translation from a
resource-poor language to X by adapting a large bi-text fetated resource-rich language and
X (the same target language). We assume a small bi-textéaetource-poor language to X pair,
which we use to learn word-level and phrase-level parapBraad cross-lingual morphological
variants between the resource-rich and the resource-poguage; we then adapt the former
to get closer to the latter. Our experiments for IndoneMaldy—English translation show
that using the large adapted resource-rich bi-text yieldsB&.EU points of improvement over
the unadapted one and 2.6 BLEU points over the original shid#ixt. Moreover, combining
the small bi-text with the adapted bi-text outperforms tbe@sponding combinations with the
unadapted bi-text by 1.5-3 BLEU points. We also demonsapfgicability to other languages
and domains.

Exploiting Reducibility in Unsupervised Dependency Parsig
David Maretek and Zdenék Zabokrtsky
Thursday 4:00pm-4:30pm — 203 (ICC)

The possibility of deleting a word from a sentence withoudlating its syntactic correctness
belongs to traditionally known manifestations of synmatependency. We introduce a novel
unsupervised parsing approach that is based on a new n-gcunibility measure. We per-

form experiments across 18 languages available in CoNL4& datl we show that our approach
achieves better accuracy for the majority of the languages previously reported results. d

Improving Transition-Based Dependency Parsing with Buffe Transitions
Daniel Fernandez-Gonzalez and Carlos Gémez-Rodriguez
Thursday 4:30pm-5:00pm — 203 (ICC)
In this paper, we show that significant improvements in theigcy of well-known transition-
based parsers can be obtained, without sacrificing effigidnyeenriching the parsers with simple
transitions that act on buffer nodes.

First, we show how adding a specific transition to createseiheft or right arc of length one
between the first two buffer nodes produces improvementseratcuracy of Nivre’s arc-eager
projective parser on a number of datasets from the CoNLL-a¢esthtask. Then, we show that
accuracy can also be improved by adding transitions inmglthe topmost stack node and the
second buffer node (allowing a limited form of non-projeity).

None of these transitions has a negative impact on the catiqual complexity of the algo-
rithm. Although the experiments in this paper use the ageeaarser, the approach is generic
enough to be applicable to any stack-based dependency.parse

Generalized Higher-Order Dependency Parsing with Cube Praing
Hao Zhang and Ryan McDonald
Thursday 5:00pm-5:30pm — 203 (ICC)
State-of-the-art graph-based parsers use features ayleerkorder dependencies that rely on
decoding algorithms that are slow and difficult to geneeali@n the other hand, transition-based
dependency parsers can easily utilize such features viithoreasing the linear complexity of
the shift-reduce system beyond a constant. In this papeafterpt to address this imbalance for
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graph-based parsing by generalizing the Eisner (1996jittigoto handle arbitrary features over
higher-order dependencies. The generalization is at thteof@symptotic efficiency. To account
for this, cube pruning for decoding is utilized (Chiang, 2ZP0For the first time, label tuple and
structural features such as valencies can be scored efffjcigith third-order features in a graph-
based parser. Our parser achieves the state-of-art uatblbeturacy of 93.06% and labeled
accuracy of 91.86% on the standard test set for English,agttarfspeed than a reimplementation
of the third-order model of Koo et al. (2010).

Universal Grapheme-to-Phoneme Prediction Over Latin Alptabets
Young-Bum Kim and Benjamin Snyder
Thursday 4:00pm-4:30pm — 203 (ICC)

We consider the problem of inducing grapheme-to-phonemgpimgs for unknown languages
written in a Latin alphabet. First, we collect a data-set®f languages with known grapheme-
phoneme relationships, along with a short text in each laggu We then cast our task in the
framework of supervised learning, where each known langsggves as a training example,
and predictions are made on unknown languages. We inducedirected graphical model

that learns phonotactic regularities, thus relating tbgatterns to plausible phonemic interpre-
tations across the entire range of languages. Our modeathyripredicts grapheme-phoneme
pairs with over 88% F1-measure.

Name Phylogeny: A Generative Model of String Variation
Nicholas Andrews, Jason Eisner, and Mark Dredze
Thursday 4:30pm-5:00pm — 203 (ICC)
Many linguistic and textual processes involve transductb strings. We show how to learn a
stochastic transducer from an unorganized collectionriofgdt (rather than string pairs). The role
of the transducer is to organize the collection. Our geiveratodel explains similarities among
the strings by supposing that some strings in the collectiere not generated ab initio, but were
instead derived by transduction from other, “similar” s$ in the collection. Our variational
EM learn- ing algorithm alternately reestimates this plegeiny and the transducer parameters.
The fi- nal learned transducer can quickly link any test name the final phylogeny, thereby
locat- ing variants of the test name. We find that our methodeffectively find name variants in
a corpus of web strings used to refer to per- sons in Wikipediproving over standard untrained
distances such as Jaro-Winkler and Levenshtein distance.

Syntactic Surprisal Affects Spoken Word Duration in Conversational Contexts
Vera Demberg, Asad Sayeed, Philip Gorinski, and NikolaagoBapoulos
Thursday 5:00pm-5:30pm — 203 (ICC)

We present results of a novel experiment to investigatecpemduction in conversational data
that links speech rate to information density. We provide fitst evidence for an association
between syntactic surprisal and word duration in recorgegsh. Using the AMI corpus which
contains transcriptions of focus group meetings with @eevord durations, we show that word
durations correlate with syntactic surprisal estimatedhfthe incremental Roark parser over and
above simpler measures, such as word duration estimatedarstate-of-the-art text-to-speech
system and word frequencies, and that the syntactic satsdimates are better predictors of
word durations than a simpler version of surprisal basedrigratn probabilities. This result
supports the uniform information density (UID) hypotheai® points a way to more realistic
artificial speech generation.

Why Question Answering using Sentiment Analysis and Word Cisses
Jong-Hoon Oh, Kentaro Torisawa, Chikara Hashimoto, Takkigavada, Stijn De Saeger,
Jun’ichi Kazama, and Yiou Wang
Thursday 4:00pm—4:30pm — 202 B (ICC)

In this paper we explore the utility of sentiment analysid asemantic word classes for improving
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why-question answering on a large-scale web corpus. Ouk isanotivated by the observation
that a why-question and its answer often follow the pattbat tif something undesirable hap-
pens, the reason is also often something undesirable,” iisdrething desirable happens, the
reason is also often something desirable.” To the best okonawledge, this is the first work
that introduces sentiment analysis to non-factoid quesiitswering. We combine this simple
idea with semantic word classes for ranking answers to wigstipns and show that on a set
of 850 why-questions our method gains 15.2% improvementégigion at the top-1 answer
over a baseline state-of-the-art QA system that achiewvetiebt performance in a shared task of
Japanese non-factoid QA in NTCIR-6.

Natural Language Questions for the Web of Data
Mohamed Yahya, Klaus Berberich, Shady Elbassuoni, MayzaRait, Volker Tresp, and
Gerhard Weikum
Thursday 4:30pm-5:00pm — 202 B (ICC)

The Linked Data initiative comprises structured databast®e Semantic-Web data model RDF.
Exploring this heterogeneous data by structured queryukages is tedious and error-prone even
for skilled users. To ease the task, this paper presents odwogy for translating natural
language questions into structured SPARQL queries ovezdirtata sources.

Our method is based on an integer linear program to solveraledssambiguation tasks
jointly: the segmentation of questions into phrases; thppimg of phrases to semantic entities,
classes, and relations; and the construction of SPARQletpptterns. Our solution harnesses
the rich type system provided by knowledge bases in the wdinlafd data, to constrain our
semantic-coherence objective function. We present exertis on both the question translation
and the resulting query answering.

Answering Opinion Questions on Products by Exploiting Hiearchical Organization of
Consumer Reviews
Jianxing Yu, Zheng-Jun Zha, and Tat-Seng Chua
Thursday 5:00pm-5:30pm — 202 B (ICC)

This paper proposes to generate appropriate answers foioongjuestions about products by
exploiting the hierarchical organization of consumer ead. The hierarchy organizes product
aspects as nodes following their parent-child relations. €ach aspect, the reviews and corre-
sponding opinions on this aspect are stored. We develop draavework for opinion Questions
Answering, which enables accurate question analysis dectigé answer generation by making
use the hierarchy. In particular, we first identify the (ésipimplicit) product aspects asked in
the questions and their sub-aspects by referring to tharstey. We then retrieve the correspond-
ing review fragments relevant to the aspects from the hihgarin order to generate appropriate
answers from the review fragments, we develop a multifigiteptimization approach for an-
swer generation by simultaneously taking into accounexewalience, coherence, diversity, and
parent-child relations among the aspects. We conductai@hs on 11 popular products in four
domains. The evaluated corpus contains 70,359 consumiewseand 220 questions on these
products. Experimental results demonstrate the effews® of our approach.
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Locally Training the Log-Linear Model for SMT
Lemao Liu, Hailong Cao, Taro Watanabe, Tiejun Zhao, Mo Yd,@anghui Zhu
Thursday 6:00pm-10:00pm — 3F Lobby (ICC)
In statistical machine translation, minimum error raténireg (MERT) is a standard method for
tuning a single weight with regard to a given developmenadatowever, due to the diversity
and uneven distribution of source sentences, there are tal@gms suffered by this method.
First, its performance is highly dependent on the choice dé\wlopment set, which may lead
to an unstable performance for testing. Second, transkati@come inconsistent at the sentence
level since tuning is performed globally on a document leWrelthis paper, we propose a novel
local training method to address these two problems. Umrlilgiobal training method, such as
MERT, in which a single weight is learned and used for all theut sentences, we perform
training and testing in one step by learning a sentencewaghw/for each input sentence. We
propose efficient incremental training methods to put tlalléraining into practice. In NIST
Chinese-to-English translation tasks, our local trainimethod significantly outperforms MERT
with the maximal improvements up to 2.0 BLEU points, meansvits efficiency is comparable
to that of the global method.

Iterative Annotation Transformation with Predict-Self Re estimation for Chinese Word
Segmentation
Wenbin Jiang, Fandong Meng, Qun Liu, and Yajuan LU
Thursday 6:00pm-10:00pm — 3F Lobby (ICC)
In this paper we first describe the technology of automatimtation transformation, which is
based on the annotation adaptation algorithm. It can auteafig transform a human-annotated
corpus from one annotation guideline to another. We thepge® two optimization strategies,
iterative training and predict-self reestimation, to fiert improve the accuracy of annotation
guideline transformation. Experiments on Chinese wordrgggation show that, the iterative
training strategy together with predict-self reestimatimings significant improvement over the
simple annotation transformation baseline, and leadsassiflers with significantly higher ac-
curacy and several times faster processing than annotadiptation does. On the Penn Chinese
Treebank 5.0, it achieves an F-measure of 98.43%, signifjcantperforms previous works
although using a single classifier with only local features.

Automatically Constructing a Normalisation Dictionary fo r Microblogs

Bo Han, Paul Cook, and Timothy Baldwin

Thursday 6:00pm-10:00pm — 3F Lobby (ICC)
Microblog normalisation methods often utilise complex reisdand struggle to differenti- ate
between correctly-spelled unknown words and lexical vasiaf known words. In this paper,
we propose a method for construct- ing a dictionary of ldxi@iants of known words that
facilitates lexical normalisation via simple string sutugton (e.g. tomorrow for tmrw). We use
context information to generate possible variant and nbsatéon pairs and then rank these by
string similarity. Highly- ranked pairs are selected to plape the dic- tionary. We show the
combined dictionary- based approach achieves stateeedithper- formance for both F-score
and word error rate. Compared with other methods, it offdesg lightweight and easy-to-use
solution, and is thus suitable for high-volume microblog-grocessing.

Unsupervised PCFG Induction for Grounded Language Learnirg with Highly Ambiguous
Supervision
Joohyun Kim and Raymond Mooney
Thursday 6:00pm-10:00pm — 3F Lobby (ICC)
"Grounded” language learning employs training data in tvenfof sentences paired with rel-
evant but ambiguous perceptual contexts. Borschinger. ¢R@ll1) introduced an approach to
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grounded language learning based on unsupervised PCF@&iomluT heir approach works well
when each sentence potentially refers to one of a small gessfible meanings, such as in the
sportscasting task on which it was evaluated. However, ésdwt scale to problems with a
large set of potential meanings for each sentence, sucteasathigation instruction following
task studied by Chen and Mooney (2011). This paper presengni@ancement of the PCFG
approach that scales to such problems with highly-ambigsopervision. Experimental results
on the navigation task demonstrates the effectivenessrafpproach.

Forced Derivation Tree based Model Training to StatisticalMachine Translation
Nan Duan, Mu Li, and Ming Zhou
Thursday 6:00pm-10:00pm — 3F Lobby (ICC)

A forced derivation tree (FDT) of a sentence pair f,e denateterivation tree that can trans-
late f into its accurate target translation e. In this paper,present an approach that leverages
structured knowledge contained in FDTSs to train componertets for statistical machine trans-
lation (SMT) systems. We first describe how to generate rdiffeFDTs for each sentence pair
in training corpus, and then present how to infer the optiFal's based on their derivation
and alignment qualities. As the first step in this line of esh, we verify the effectiveness of
our approach in a BTG-based phrasal system, and propos€&flibased component models.
Experiments are carried out on large scale English-torkgmand Chinese-to-English transla-
tion tasks, and significant improvements are reported oh trahslation quality and alignment
quality.

Multi-instance Multi-label Learning for Relation Extract ion
Mihai Surdeanu, Julie Tibshirani, Ramesh Nallapati, andi§€tbpher D. Manning
Thursday 6:00pm-10:00pm — 3F Lobby (ICC)

Distant supervision for relation extraction (RE) - gathgriraining data by aligning a database of
facts with text - is an efficient approach to scale RE to thodsaf different relations. However,
this introduces a challenging learning scenario wheredlagion expressed by a pair of entities
found in a sentence is unknown. For example, a sentenceimiogtdBalzac and France may
express Bornln or Died, an unknown relation, or no relatiballa Because of this, traditional
supervised learning, which assumes that each example ligittxpmapped to a label, is not
appropriate. We propose a novel approach to multi-instamaki-label learning for RE, which
jointly models all the instances of a pair of entities in tart all their labels using a graphical
model with latent variables. Our model performs competiyivon two difficult domains.

An “Al readability” Formula for French as a Foreign Language
Thomas Francgois and Cédrick Fairon
Thursday 6:00pm-10:00pm — 3F Lobby (ICC)

This paper present a new readability formula for French asreign language (FFL), which
relies on 46 textual features representative of the lexsyaitactic, and semantic levels as well as
some of the specificities of the FFL context. We report coiispas between several techniques
for feature selection and various learning algorithms. Best model, based on support vector
machines (SVM), significantly outperforms previous FFLnfiotas. We also found that semantic
features behave poorly in our case, in contrast with soméqure readability studies on English
as a first language.

Dynamic Programming for Higher Order Parsing of Gap-Mindin g Trees
Emily Pitler, Sampath Kannan, and Mitchell Marcus
Thursday 6:00pm-10:00pm — 3F Lobby (ICC)
We introduce gap inheritance, a new structural propertyeest which provides a way to quan-
tify the degree to which intervals of descendants can bede8ased on this property, two new
classes of trees are derived that provide a closer apprtirimto the set of plausible natural
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language dependency trees than some alternative classesfunlike projective trees, a word

can have descendants in more than one interval; unlike sgatmees, these intervals cannot be
nested in arbitrary ways. The 1-Inherit class of trees hastBxthe same empirical coverage

of natural language sentences as the class of mildly ngegqtine trees, yet the optimal scoring

tree can be found in an order of magnitude less time. Gapimirtdees (the second class) have
the property that all edges into an interval of descendasitsedrom the same node, and thus an
algorithm which uses only single intervals can producestieavhich a node has descendants in
multiple intervals.

Joint Entity and Event Coreference Resolution across Docuents
Heeyoung Lee, Marta Recasens, Angel Chang, Mihai SurdeaiDan Jurafsky
Thursday 6:00pm-10:00pm — 3F Lobby (ICC)

We introduce a novel coreference resolution system thaefahtities and events jointly. Our
iterative method cautiously constructs clusters of ertitgt event mentions using lin- ear regres-
sion to model cluster merge opera- tions. As clusters ate miormation flows between entity
and event clusters through fea- tures that model semanéalependencies. Our system han-
dles nominal and verbal events as well as entities, and trflrmulation allows information
from event coreference to help entity coreference, andwecsa. In a cross-document domain
with comparable doc- uments, joint coreference resolypieriorms significantly better (over 3
CoNLL F1 points) than two strong baselines that resolvdiestand events separately.

Joint Chinese Word Segmentation, POS Tagging and Parsing
Xian Qian and Yang Liu
Thursday 6:00pm-10:00pm — 3F Lobby (ICC)

In this paper, we propose a novel decoding algorithm forrifignative joint Chinese word
segmentation, part-of-speech (POS) tagging, and par§irguious work often used a pipeline
method — Chinese word segmentation followed by POS taggidgarsing, which suffers from
error propagation and is unable to leverage informatioaterlmodules for earlier components.
In our approach, we train the three individual models sepBrauring training, and incorporate
them together in a unified framework during decoding. Werektihe CYK parsing algorithm
so that it can deal with word segmentation and POS taggirtgriesa As far as we know, this is
the first work on joint Chinese word segmentation, POS taggimd parsing. Our experimental
results on Chinese Tree Bank 5 corpus show that our appragpleréorms the state-of-the-art
pipeline system.

Translation Model Based Cross-Lingual Language Model Adagation: from Word Models
to Phrase Models
Shixiang Lu, Wei Wei, Xiaoyin Fu, and Bo Xu
Thursday 6:00pm-10:00pm — 3F Lobby (ICC)

In this paper, we propose a novel translation model (TM) thasess-lingual data selection
model for language model (LM) adaptation in statistical hiae translation (SMT), from word
models to phrase models. Given a source sentence in théatrangask, this model directly
estimates the probability that a sentence in the target laittg corpus is similar. Compared
with the traditional approaches which utilize the first paasslation hypotheses, cross-lingual
data selection model avoids the problem of noisy proliferat Furthermore, phrase TM based
cross-lingual data selection model is more effective thartriaditional approaches based on bag-
of-words models and word-based TM, because it capturesxmiad information in modeling the
selection of phrase as a whole. Experiments conducted ge-tarale data sets demonstrate that
our approach significantly outperforms the state-of-ttieapproaches on both LM perplexity
and SMT performance.
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Open Language Learning for Information Extraction
Mausam, Michael Schmitz, Stephen Soderland, Robert BattOsen Etzioni
Thursday 6:00pm-10:00pm — 3F Lobby (ICC)

Open Information Extraction (IE) systems extract relaiotuples from text, without requiring
a pre-specified vocabulary, by identifying relation phsaged associated arguments in arbitrary
sentences. However, state-of-the-art Open IE systemsasi&EVERB and WOE share two
important weaknesses — (1) they extract only relations #hatmediated by verbs, and (2)
they ignore context, thus extracting tuples that are narésd as factual. This paper presents
OLLIE, a substantially improved Open IE system that addredmth these limitations. First,
OLLIE achieves high yield by extracting relations mediatsdnouns, adjectives, and more.
Second, a context-analysis step increases precision lnging contextual information from the
sentence in the extractions. OLLIE obtains 2.7 times tha aneler precision-yield curve (AUC)
compared to REVERB and 1.9 times the AUC of WOE-parse.

Modelling Sequential Text with an Adaptive Topic Model
Lan Du, Wray Buntine, and Huidong Jin
Thursday 6:00pm-10:00pm — 3F Lobby (ICC)

Topic models are increasingly being used for text analyas&d, often times replacing earlier
semantic techniques such as latent semantic analysis.islpaper, we develop a novel adap-
tive topic model with the ability to adapt topics from bottethrevious segment and the parent
document. For this proposed model, a Gibbs sampler is deeelfor doing posterior inference.
Experimental results show that with topic adaptation, oadet significantly improves over ex-
isting approaches in terms of perplexity, and is able to vacolear sequential structure on, for
example, Herman Melville’s book “Moby Dick”.

A Comparison of Vector-based Representations for Semanti€omposition
William Blacoe and Mirella Lapata
Thursday 6:00pm-10:00pm — 3F Lobby (ICC)

In this paper we address the problem of modeling compositioreaning for phrases and sen-
tences using distributional methods. We experiment witlerse possible combinations of repre-
sentation and composition, exhibiting varying degreeophsstication. Some are shallow while
others operate over syntactic structure, rely on pararntesaning, or require access to very large
corpora. We find that shallow approaches are as good as momngutationally intensive alter-
natives with regards to two particular tests: (1) phraselaiity and (2) paraphrase detection.
The sizes of the involved training corpora and the generatetbrs are not as important as the
fit between the meaning representation and compositiontiade

Exploiting Chunk-level Features to Improve Phrase Chunkirg
Junsheng Zhou, Weiguang Qu, and Fen Zhang
Thursday 6:00pm-10:00pm — 3F Lobby (ICC)

Most existing systems solved the phrase chunking task Wlséquence labeling approaches, in
which the chunk candidates cannot be treated as a wholegchaising process so that the chunk-
level features cannot be exploited in a natural way. In thjggp, we formulate phrase chunking as
a joint segmentation and labeling task. We propose an effidiggnamic programming algorithm
with pruning for decoding, which allows the direct use of features describing the internal
characteristics of chunk and the features capturing theletions between adjacent chunks. A
relaxed, online maximum margin training algorithm is usedéarning. Within this framework,
we explored a variety of effective feature representatifansChinese phrase chunking. The
experimental results show that the use of chunk-level featcan lead to significant performance
improvement, and that our approach achieves state-adsthperformance. In particular, our
approach is much better at recognizing long and compligaltedses.
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A Beam-Search Decoder for Grammatical Error Correction
Daniel Dahlmeier and Hwee Tou Ng
Thursday 6:00pm-10:00pm — 3F Lobby (ICC)
We present a novel beam-search decoder for grammatical @mection. The decoder itera-
tively generates new hypothesis corrections from currgpbtheses and scores them based on
features of grammatical correctness and fluency. Theserésainclude scores from discrimina-
tive classifiers for specific error categories, such aslestiand prepositions. Unlike all previous
approaches, our method is able to perform correction of @kehtences with multiple and inter-
acting errors while still taking advantage of powerful éxig classifier approaches. Our decoder
achieves an F1 correction score significantly higher thapralvious published scores on the
Helping Our Own (HOO) shared task data set.

A Statistical Relational Learning Approach to Identifying Evidence Based Medicine
Categories
Mathias Verbeke, Vincent Van Asch, Roser Morante, Paolsdémai, Walter Daelemans, and
Luc De Raedt
Thursday 6:00pm-10:00pm — 3F Lobby (ICC)

Evidence-based medicine is an approach whereby clinicasides are supported by the best
available findings gained from scientific research. Thisiieg efficient access to such evidence.
To this end, abstracts in evidence-based medicine can blethbsing a set of predefined medical
categories, the so-called PICO criteria. This paper ptesenapproach to automatically annotate
sentences in medical abstracts with these labels. Sinbestrattural and sequential information
are important for this classification task, we use kLog, a tewuage for statistical relational
learning with kernels. Our results show a clear improvenveitit respect to state-of-the-art
systems.

Lyrics, Music, and Emotions
Rada Mihalcea and Carlo Strapparava

Thursday 6:00pm-10:00pm — 3F Lobby (ICC)
In this paper, we explore the classification of emotions imgso using the music and the lyrics
representation of the songs. We introduce a novel corpususfaand lyrics, consisting of 100
songs annotated for emotions. We show that textual and aldsatures can both be successfully
used for emotion recognition in songs. Moreover, througgarative experiments, we show
that the joint use of lyrics and music brings significant imyments over each of the individual
textual and musical classifiers, with error rate reductioingp to 31%.

Assessment of ESL Learners’ Syntactic Competence Based omfiarity Measures
Su-Youn Yoon and Suma Bhat
Thursday 6:00pm-10:00pm — 3F Lobby (ICC)
This study presents a novel method that measures Englighdge learners’ syntactic compe-
tence towards improving automated speech scoring systarsntrast to most previous studies
which focus on the length of production units such as the neagth of clauses, we focused on
capturing the differences in the distribution of morphetstic features or grammatical expres-
sions across proficiency. We estimated the syntactic canpetthrough the use of corpus-based
NLP techniques. Assuming that the range and sophisticafignammatical expressions can be
captured by the distribution of Part-of-Speech (POS) tegitor space models of POS tags were
constructed. We use a large corpus of English learnersoresgs that are classified into four
proficiency levels by human raters. Our proposed featuresarea the similarity of a given re-
sponse with the most proficient group and is then estimateetrner's syntactic competence
level.

Widely outperforming the state-of-the-art measures otastic complexity, our method at-
tained a significant correlation with human-rated scordse dorrelation between human-rated
scores and features based on manual transcription was @di3ha same based on ASR-
hypothesis was slightly lower, 0.42. An important advaatafj our method is its robustness
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against speech recognition errors not to mention the siitylof feature generation that cap-
tures a reasonable set of learner-specific syntactic errors

A Unified Approach to Transliteration-based Text Input with Online Spelling Correction
Hisami Suzuki and Jianfeng Gao
Thursday 6:00pm-10:00pm — 3F Lobby (ICC)

This paper presents an integrated, end-to-end approadiirie spelling correction for text input.
Online spelling correction refers to the spelling correttas you type, as opposed to post-editing.
The online scenario is particularly important for languagdleat routinely use transliteration-
based text input methods, such as Chinese and Japanesesééiva desired target characters
cannot be input at all unless they are in the list of candglptevided by an input method, and
spelling errors prevent them from appearing in the list. &a@ample, a user might type suesh-
eng by mistake to mean xuesheflyy* (s) “t’udent’ in Chinese; existing input methods fail to
convert this misspelled input to the desired target Chirddseacters. In this paper, we pro-
pose a unified approach to the problem of spelling correcimhtransliteration-based character
conversion using an approach inspired by the phrase-béstistisal machine translation frame-
work. At the phrase (substring) level, k most probable piffRomanized Chinese) corrections
are generated using a monotone decoder; at the sentenkarpué pinyin strings are directly
transliterated into target Chinese characters by a deciley a log-linear model that refer to the
features of both levels. A new method of automatically deg\parallel training data from user
keystroke logs is also presented. Experiments on Chinesgmonversion show that our inte-
grated method reduces the character error rate by 20% (fré% & 7.12%) over the previous
state-of-the art based on a noisy channel model.

Excitatory or Inhibitory: A New Semantic Orientation Extra cts Contradiction and
Causality from the Web
Chikara Hashimoto, Kentaro Torisawa, Stijn De Saeger, Jblogn Oh, and Jun’ichi Kazama
Thursday 6:00pm-10:00pm — 3F Lobby (ICC)

We propose a new semantic orientation, Excitation, anduitsnaatic acquisition method. Ex-
citation is a semantic property of predicates that classtfiem into excitatory, inhibitory and
neutral. We show that Excitation is useful for extractingittadiction pairs (e.g., destroy cancer
vs. develop cancer) and causality pairs (e.g., increasenmec> heighten anxiety). Our exper-
iments show that with automatically acquired Excitatioroitedge we can extract one million
contradiction pairs and 500,000 causality pairs with abtfi¥ precision from a 600 million
page Web corpus. Furthermore, by combining these extraeteshlity and contradiction pairs,
we can generate one million plausible causality hypothésatsare not written in any single
sentence in our corpus with reasonable precision.

Enlarging Paraphrase Collections through Generalizationand Instantiation
Atsushi Fujita, Pierre Isabelle, and Roland Kuhn
Thursday 6:00pm-10:00pm — 3F Lobby (ICC)

This paper presents a paraphrase acquisition method tbatens and exploits generalities un-
derlying paraphrases: paraphrase patterns are first iddarog then used to collect novel in-
stances. Unlike existing methods, ours uses both bilingasdllel and monolingual corpora.
While the former are regarded as a source of high-qualitst paeaphrases, the latter are searched
for paraphrases that match patterns learned from the seaghpases. We show how one can
use monolingual corpora, which are far more numerous amgdahan bilingual corpora, to
obtain paraphrases that rival in quality those derivedctlirdrom bilingual corpora. In our ex-
periments, the number of paraphrase pairs obtained in #ysfm monolingual corpora was
a large multiple of the number of seed paraphrases. Humdnatiem through a paraphrase
substitution test demonstrated that the newly acquiredpbaase pairs are of reasonable quality.
Remaining noise can be further reduced by filtering seedbpaaaes.
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Concurrent Acquisition of Word Meaning and Lexical Categories
Afra Alishahi and Grzegorz Chrupala
Thursday 6:00pm-10:00pm — 3F Lobby (ICC)

Learning the meaning of words from ambiguous and noisy ebrigea challenging task for
language learners. It has been suggested that children arasyntactic cues such as lexical
categories of words to constrain potential referents ofdwdn a complex scene. Although the
acquisition of lexical categories should be interleavethweéarning word meanings, it has not
previously been modeled in that fashion. In this paper, westigate the interplay of word
learning and category induction by integrating an LDA-ltaserd class learning module with a
probabilistic word learning model. Our results show thatiticrementally induced word classes
significantly improve word learning, and their contribuitics comparable to that of manually
assigned part of speech categories.

Do Neighbours Help? An Exploration of Graph-based Algorithms for Cross-domain
Sentiment Classification
Natalia Ponomareva and Mike Thelwall
Thursday 6:00pm-10:00pm — 3F Lobby (ICC)

This paper presents a comparative study of graph-basedagh@s for cross-domain sentiment
classification. In particular, the paper analyses two iexjsinethods: an optimisation problem
and a ranking algorithm. We compare these graph-based deethith each other and with the
other state-of-the-art approaches and conclude that gi@plain representations offer a compet-
itive solution to the domain adaptation problem. Analysithe best parameters for graph-based
algorithms reveals that there are no optimal values vatidif@lomain pairs and that these values
are dependent on the characteristics of correspondingidema

Learning Lexicon Models from Search Logs for Query Expansio
Jianfeng Gao, Shasha Xie, Xiaodong He, and Alnur Ali
Thursday 6:00pm-10:00pm — 3F Lobby (ICC)

This paper explores log-based query expansion (QE) modelgvéb search. Three lexicon
models are proposed to bridge the lexical gap between Walnuerats and user queries. These
models are trained on pairs of user queries and titles déediclocuments. Evaluations on a real
world data set show that the lexicon models, integratedamanker-based QE system, not only
significantly improve the document retrieval performanaéediso outperform two state-of-the-
art log-based QE methods.

Joint Inference for Event Timeline Construction
Quang Do, Wei Lu, and Dan Roth
Thursday 6:00pm-10:00pm — 3F Lobby (ICC)
This paper addresses the task of constructing a timelinevesfte mentioned in a given text.
To accomplish that, we present a novel representation ofeti@oral structure of a news ar-
ticle based on time intervals. We then present an algoréhapproach that jointly optimizes
the temporal structure by coupling local classifiers thadmt associations and temporal rela-
tions between pairs of temporal entities with global caiets. Moreover, we present ways to
leverage knowledge provided by event coreference to fuithprove the system performance.
Overall, our experiments show that the joint inference msigmificantly outperformed the local
classifiers by 9.2% of relative improvement in F_1. The expents also suggest that good event
coreference could make remarkable contribution to a rodwesit timeline construction system.

Three Dependency-and-Boundary Models for Grammar Inducton
Valentin |. Spitkovsky, Hiyan Alshawi, and Daniel Jurafsky
Thursday 6:00pm-10:00pm — 3F Lobby (ICC)
We present a new family of models for unsupervised parsirgpelddency and Boundary mod-
els, that use cues at constituent boundaries to inform batwiard dependency tree generation.
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We build on three intuitions that are explicit in phrasassture grammars but only implicit
in standard dependency formulations: (i) Distributionsvofrds that occur at sentence bound-
aries — such as English determiners — resemble constitdgese (ii) Punctuation at sentence
boundaries further helps distinguish full sentences fraagrhents like headlines and titles, al-
lowing us to model grammatical differences between corepdetd incomplete sentences. (iii)
Sentence-internal punctuation boundaries help with Iedggance dependencies, since punc-
tuation correlates with constituent edges. Our modelsdediiate-of-the-art dependency gram-
mars for many languages without special knowledge of optinpait sentence lengths or biased,
manually-tuned initializers.

Exploring Adaptor Grammars for Native Language Identification
Sze-Meng Jojo Wong, Mark Dras, and Mark Johnson
Thursday 6:00pm-10:00pm — 3F Lobby (ICC)

The task of inferring the native language of an author basdéxis written in a second language
has generally been tackled as a classification problem¢aipiusing as features a mix of n-
grams over characters and part of speech tags (for small aedl fi) and unigram function
words. To capture arbitrarily long n-grams that syntaxeldaapproaches have suggested are
useful, adaptor grammars have some promise. In this worknwesiigate their extension to
identifying n-gram collocations of arbitrary length ovema of PoS tags and words, using both
maxent and induced syntactic language model approachdassification. After presenting a
new, simple baseline, we show that learned collocationsl asefeatures in a maxent model
perform better still, but that the story is more mixed for lyatactic language model.

Discovering Diverse and Salient Threads in Document Collgéions
Jennifer Gillenwater, Alex Kulesza, and Ben Taskar
Thursday 6:00pm-10:00pm — 3F Lobby (ICC)

We propose a novel probabilistic technique for modeling extracting salient structure from
large document collections. As in clustering and topic nfiade our goal is to provide an or-
ganizing perspective into otherwise overwhelming amoohiaformation. We are particularly
interested in revealing and exploiting relationships leetwdocuments. To this end, we focus
on extracting diverse sets of threads—singly-linked, cefiechains of important documents.
To illustrate, we extract research threads from citatiapfs and construct timelines from news
articles. Our method is highly scalable, running on a comgfusver 30 million words in about
four minutes, more than 75 times faster than a dynamic topideh Finally, the results from our
model more closely resemble human news summaries accdais®yeral metrics and are also
preferred by human judges.

Generalizing Sub-sentential Paraphrase Acquisition acrss Original Signal Type of Text
Pairs
Aurélien Max, Houda Bouamor, and Anne Vilnat
Thursday 6:00pm-10:00pm — 3F Lobby (ICC)

This paper describes a study on the impact of the originabsigext, speech, visual scene, event)
of a text pair on the task of both man- ual and automatic sakeséal paraphrase acquisition.
A corpus of 2,500 annotated sen- tences in English and Fientgscribed, and performance on
this corpus is reported for an efficient system combinatiquiciting a large set of features for
paraphrase recogni- tion. A detailed quantified typologgudi- sentential paraphrases found in
our corpus types is given.

Parse, Price and Cut—Delayed Column and Row Generation for @ph Based Parsers
Sebastian Riedel, David Smith, and Andrew McCallum
Thursday 6:00pm-10:00pm — 3F Lobby (ICC)

Graph-based dependency parsers suffer from the sheer nofritigher order edges they need
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to (a) score and (b) consider during optimization. Here waasthat when working with LP
relaxations, large fractions of these edges can be prurfedebihey are fully scored—without
any loss of optimality guarantees and, hence, accuracys i$tachieved by iteratively parsing
with a subset of higher-order edges, adding higher-ordge®that may improve the score of the
current solution, and adding higher-order edges that apsiech by the current best first order
edges. This amounts to delayed column and row generatitie ioR relaxation and is guaranteed
to provide the optimal LP solution. For second order grangitamodels, our method considers,
or scores, no more than 6-13% of the second order edges dfltheddel. This yields up to
an eightfold parsing speedup, while providing the same gogpiaccuracy and certificates of
optimality as working with the full LP relaxation. We alsoopide a tighter LP formulation for
grandparent models that leads to a smaller integrality gdphagher speed.

Domain Adaptation for Coreference Resolution: An AdaptiveEnsemble Approach
Jian Bo Yang, Qi Mao, Qiao Liang Xiang, Ivor Wai-Hung Tsan@rKMing Adam Chai, and
Hai Leong Chieu
Thursday 6:00pm-10:00pm — 3F Lobby (ICC)

We propose an adaptive ensemble method to adapt corefersaiation across domains. This
method has three features: (1) it can optimize for any usecied objective measure; (2) it can
make document-specific prediction rather than rely on a fbaske model or a fixed set of base
models; (3) it can automatically adjust the active ensemimenbers during prediction. With
simplification, this ethod can be used in the traditionahwitdomain case, while still retaining
the above features. To the best of our knowledge, this wdHeifirst to both (i) develop a domain
adaptation algorithm for the coreference resolution pnoband (ii) have the above features as
an ensemble method. Empirically, we show the benefits ofn(i)he six domains of the ACE
2005 data set in domain adaptation setting, and of (ii) o tie¢ MUC-6 and the ACE 2005
data sets in within-domain setting.

Weakly Supervised Training of Semantic Parsers
Jayant Krishnamurthy and Tom Mitchell
Thursday 6:00pm-10:00pm — 3F Lobby (ICC)

We present a method for training a semantic parser using ahiyowledge base and an un-

labeled text corpus, without any individually annotatedtseces. Our key observation is that
multiple forms of weak supervision can be combined to trairaecurate semantic parser: se-
mantic supervision from a knowledge base, and syntactiersigion from dependency-parsed

sentences. We apply our approach to train a semantic phegerges 77 relations from Freebase
in its knowledge representation. This semantic parseaetgtinstances of binary relations with

state-of-the-art accuracy, while simultaneously redagemuch richer semantic structures, such
as conjunctions of multiple relations with partially shdw@guments. We demonstrate recovery
of this richer structure by extracting logical forms fromiural language queries against Free-
base. On this task, the trained semantic parser achievegp888sion and 56% recall, despite

never having seen an annotated logical form.

Cross-Lingual Language Modeling with Syntactic Reorderirg for Low-Resource Speech
Recognition
Ping Xu and Pascale Fung
Thursday 6:00pm-10:00pm — 3F Lobby (ICC)

This paper proposes cross-lingual language modelingdostribing source resource-poor lan-
guages and translating them into target resource-rictukzges if necessary. Our focus is to im-
prove the speech recognition performance of low-resoanoguages by leveraging the language
model statistics from resource-rich languages. The madtertging work of cross-lingual lan-

guage modeling is to solve the syntactic discrepanciesdetthe source and target languages.
We therefore propose syntactic reordering for cross-hdganguage modeling, and present a
first result that compares inversion transduction gramia®) reordering constraints to IBM
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and local constraints in an integrated speech transaniptigl translation system. Evaluations on
resource-poor Cantonese speech transcription and Caettmeesource-rich Mandarin transla-
tion tasks show that our proposed approach improves thersysérformance significantly, up
to 3.4% relative WER reduction in Cantonese transcriptioth 53.3% relative bilingual evalua-
tion understudy (BLEU) score improvement in Mandarin tcaipgion compared with the system
without reordering.

Resolving Complex Cases of Definite Pronouns: The WinogradcBema Challenge
Altaf Rahman and Vincent Ng
Thursday 6:00pm-10:00pm — 3F Lobby (ICC)

We examine the resolution of complex cases of definite pnesospecifically those for which
traditional syntactic and semantic constraints on coeefeg (e.g., Binding Constraints, agree-
ment in gender, number and semantic class) as well as corgruset resolution heuristics (e.g.,
string-matching facilities, syntactic salience) are ne¢ful. We hypothesized that coreference
resolvers that achieved state-of-the-art performancetamdard evaluation corpora would not
work well for these difficult pronouns, and investigate aietgrof knowledge sources for their
resolution. Experimental results on our dataset indidad our resolver outperforms state-of-
the-art resolvers by nearly 18 points in accuracy.

A Sequence Labelling Approach to Quote Attribution
Timothy O’Keefe, Silvia Pareti, James R. Curran, Irena Kogka, and Matthew Honnibal
Thursday 6:00pm-10:00pm — 3F Lobby (ICC)

Quote extraction and attribution is the task of automadticaktracting quotes from text and at-
tributing each quote to its correct speaker. The presetet-sfahe-art system uses gold standard
information from previous decisions in its features, whietien removed, results in a large drop
in performance. We treat the problem as a sequence labé&dghg which allows us to incorpo-
rate sequence features without using gold standard inf@maae present results on two new
corpora and an augmented version of a third, achieving a teteref-the-art for systems using
only realistic features.

SSHLDA: A Semi-Supervised Hierarchical Topic Model
Xian-Ling Mao, Zhao-Yan Ming, Tat-Seng Chua, Si Li, Hony&ei, and Xiaoming Li
Thursday 6:00pm-10:00pm — 3F Lobby (ICC)

Supervised hierarchical topic modeling and unsupervisedhtthical topic modeling are usu-
ally used to obtain hierarchical topics, such as hLLDA an®ALSupervised hierarchical topic
modeling makes heavy use of the information from observethhthical labels, but cannot ex-
plore new topics; while unsupervised hierarchical topidelimg is able to detect automatically
new topics in the data space, but does not make use of anynafimn from hierarchical labels.
In this paper, we propose a semi-supervised hierarchipa toodel which aims to explore new
topics automatically in the data space while incorporathmginformation from observed hier-
archical labels into the modeling process, called Seme8iged Hierarchical Latent Dirichlet
Allocation (SSHLDA). We also prove that hLDA and hLLDA areetBpecial cases of SSHLDA.
We conduct experiments on Yahoo! Answers and ODP datasedsassess the performance
in terms of perplexity and clustering. The experimentalitasshow that predictive ability of
SSHLDA is better than that of baselines, and SSHLDA can athiege significant improve-
ment over baselines for clustering on the FScore measure.

Improving NLP through Marginalization of Hidden Syntactic Structure
Jason Naradowsky, Sebastian Riedel, and David Smith
Thursday 6:00pm-10:00pm — 3F Lobby (ICC)

Many NLP tasks make predictions that are inherently couptedyntactic relations, but for
many languages the resources required to provide suctcsigraanotations are unavailable. For
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others it is unclear exactly how much of the syntactic artimta can be effectively leveraged
with current models, and what structures in the syntactiesrare most relevant to the current
task.

We propose a novel method which avoids the need for any dicellg annotated data when
predicting a related NLP task. Our method couples latentasyia representations, constrained
to form valid dependency graphs or constituency parse$, tivé prediction task via special-
ized factors in a Markov random field. At both training and téme we marginalize over this
hidden structure, learning the optimal latent represemtsitfor the problem. Results show that
this approach provides significant gains over a syntatticainformed baseline, outperforming
models that observe syntax on an English relation extratéisk, and performing comparably to
them in semantic role labeling.

Type-Supervised Hidden Markov Models for Part-of-Speech @gging with Incomplete Tag
Dictionaries
Dan Garrette and Jason Baldridge
Thursday 6:00pm-10:00pm — 3F Lobby (ICC)
Past work on learning part-of-speech taggers from tagatiaties and raw data has reported
good results, but the assumptions made about those digésrae often unrealistic: due to his-
torical precedents, they assume access to informatiort &duels in the raw and test sets. Here,
we demonstrate ways to learn hidden Markov model taggers incomplete tag dictionaries.
Taking the MIN-GREEDY algorithm (Ravi et al., 2010) as a i@y point, we improve it with
several intuitive heuristics. We also define a simple HMMasiain initialization that takes ad-
vantage of the tag dictionary and raw data to capture botlopleaness of a given tag and its
estimated prevalence in the raw data. Altogether, our antatiens produce improvements to
performance over the original MIN-GREEDY algorithm for bdEnglish and Italian data.

Explore Person Specific Evidence in Web Person Name Disambigtion
Liwei Chen, Yansong Feng, Lei Zou, and Dongyan Zhao
Thursday 6:00pm-10:00pm — 3F Lobby (ICC)
In this paper, we investigate different usages of featupeesentations in the web person name
disambiguation task which has been suffering from the misimaf vocabulary and lack of clues
in web environments. In literature, the latter receives ksention and remains more challeng-
ing. We explore the feature space in this task and argue #iatting person specific evidences
from a corpus level can provide a more reasonable and robtistation for evaluating a fea-
ture’s importance in a given web page. This can alleviatdable of clueswhere discriminative
features can be reasonably weighted by taking their coged Importance into account, not
just relying on the current local context. We therefore psEpa topic-based model to exploit
the person specific global importance and embed it into theopename similarity. The exper-
imental results show that the corpus level topic informafoovides more stable evidences for
discriminative features and our method outperforms thie-stithe-art systems on three WePS
datasets.
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Inducing a Discriminative Parser to Optimize Machine Trandation Reordering
Graham Neubig, Taro Watanabe, and Shinsuke Mori
Friday 11:00am-11:30am — Youngju A (ICC)

This paper proposes a method for learning a discriminatarsgy for machine translation re-
ordering using only aligned parallel text. This is done lsating the parser's derivation tree
as a latent variable in a discriminative model that is trdit@ maximize reordering accuracy.
We demonstrate that efficient large-margin training is fidsdy showing that two measures of
reordering accuracy can be factored over the parse treenglilsis model in the pre-ordering
framework results in significant gains in translation aecyrover standard phrase-based SMT
and previously proposed unsupervised syntax inductiotoalst

Re-training Monolingual Parser Bilingually for Syntactic SMT
Shuijie Liu, Chi-Ho Li, Mu Li, and Ming Zhou
Friday 11:30am-12:00pm — Youngju A (ICC)

The training of most syntactic SMT approaches involves tageatial components, word align-
ment and monolingual parser. In the current state of thehaget two components are mutually
independent, thus causing problems like lack of rule géizatmn, and violation of syntactic
correspondence in translation rules. In this paper, weqe®gwo ways of re-training mono-
lingual parser with the target of maximizing the consisyebetween parse trees and alignment
matrices. One is targeted self-training with a simple eat@dm function; the other is based
on training data selection from forced alignment of bilingdata. We also propose an auxiliary
method for boosting alignment quality, by symmetrizingiatnent matrices with respect to parse
trees. The best combination of these novel methods achBeBés point gain in an IWSLT task
and more than 1 Bleu point gain in NIST tasks.

Transforming Trees to Improve Syntactic Convergence
David Burkett and Dan Klein
Friday 12:00pm-12:30pm — Youngju A (ICC)

We describe a transformation-based learning method fonileg a sequence of monolingual
tree transformations that improve the agreement betweestitieent trees and word alignments
in bilingual corpora. Using the manually annotated Eng@tinese Translation Treebank, we
show how our method automatically discovers transformatthat accommodate differences in
English and Chinese syntax. Furthermore, when transfasnsatre learned on automatically
generated trees and alignments from the same domain asathiagrdata for a syntactic MT
system, the transformed trees achieve a 0.9 BLEU improveawven baseline trees.

Learning Constraints for Consistent Timeline Extraction
David McClosky and Christopher D. Manning
Friday 11:00am-11:30am — 203 (ICC)

We present a distantly supervised system for extractingetn@oral bounds of fluents (relations
which only hold during certain times, such as attends s¢hddhlike previous pipelined ap-
proaches, our model does not assume independence betvebeffueat or even between named
entities with known connections (parent, spouse, empl@ger). Instead, we model what makes
timelines of fluents consistent by learning cross-fluenstraints, potentially spanning entities
as well. For example, our model learns that someone is uypltkestart a job at age two or to
marry someone who hasn't been born yet. Our system achie8é%caerror reduction over a
pipelined baseline.
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Identifying Constant and Unique Relations by using Time-Saes Text
Yohei Takaku, Nobuhiro Kaji, Naoki Yoshinaga, and Masaskotla
Friday 11:30am-12:00pm — 203 (ICC)

Because the real world evolves over time, numerous rektlmetween entities written in
presently available texts are already obsolete or will mia#ly evolve in the future. This
study aims at resolving the intricacy in consistently cdingirelations extracted from text, and
presents a method for identifying constancy and uniqueog#ise relations in the context of
supervised learning. We exploit massive time-series wels te induce features on the basis
of time-series frequency and linguistic cues. Experimawsisults confirmed that the time-series
frequency distributions contributed much to the recall @istancy identification and the preci-
sion of the uniqueness identification.

No Noun Phrase Left Behind: Detecting and Typing UnlinkableEntities

Thomas Lin, Mausam, and Oren Etzioni
Friday 12:00pm-12:30pm — 203 (ICC)
Entity linking systems link noun-phrase mentions in textheir corresponding Wikipedia ar-
ticles. However, NLP applications would gain from the apilio detect and type all entities
mentioned in text, including the long tail of entities nobprinent enough to have their own
Wikipedia articles. In this paper we show that once the Wikip entities mentioned in a cor-
pus of textual assertions are linked, this can further entife detection and fine-grained typing
of the unlinkable entities. Our proposed method for deatectinlinkable entities achieves 24%
greater accuracy than a Named Entity Recognition baseding,our method for fine-grained
typing is able to propagate over 1,000 types from linked Yéklia entities to unlinkable entities.
Detection and typing of unlinkable entities can increasddyior NLP applications such as typed
question answering.

A Novel Discriminative Framework for Sentence-Level Discarse Analysis
Shafiq Joty, Giuseppe Carenini, and Raymond Ng
Friday 11:00am-11:30am — 202 A (ICC)

We propose a complete probabilistic discriminative framéwfor performing sentence-level
discourse analysis. Our framework comprises a discougseeger, based on a binary classifier,
and a discourse parser, which applies an optimal CKY-likesipg algorithm to probabilities
inferred from a Dynamic Conditional Random Field. We showwa corpora that our approach
outperforms the state-of-the-art, often by a wide margin.

Using Discourse Information for Paraphrase Extraction
Michaela Regneri and Rui Wang
Friday 11:30am-12:00pm — 202 A (ICC)
Previous work on paraphrase extraction using parallel orparable corpora has generally not
considered the documents’ discourse structure as a usdfuiriation source. We propose a
novel method for collecting paraphrases relying on the setil event order in the discourse,
using multiple sequence alignment with a semantic sintylarieasure. We show that adding
discourse information boosts the performance of sentlavet-paraphrase acquisition, which
consequently gives a tremendous advantage for extractingsg-level paraphrase fragments
from matched sentences. Our system beats an informedrmbglia margin of 50%.

Generating Non-Projective Word Order in Statistical Linearization
Bernd Bohnet, Anders Bjorkelund, Jonas Kuhn, WolfgangeBeakd Sina Zarriess
Friday 12:00pm~-12:30pm — 202 A (ICC)
We propose a technique to generate non-projective worasilan efficient statistical lineariza-
tion system. Our approach predicts liftings of edges in ardered syntactic tree by means of
a classifier, and uses a projective algorithm for tree lization. We obtain statistically signif-
icant improvements on six typologically different langaag English, German, Dutch, Danish,
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Hungarian, and Czech.

Learning Syntactic Categories Using Paradigmatic Represgations of Word Context
Mehmet Ali Yatbaz, Enis Sert, and Deniz Yuret
Friday 2:30pm-3:00pm — Youngju A (ICC)

We investigate paradigmatic representations of word soiri¢he domain of unsupervised syn-
tactic category acquisition. Paradigmatic represemtatf word context are based on potential
substitutes of a word in contrast to syntagmatic repretientabased on properties of neigh-
boring words. We compare a bigram based baseline model wittral paradigmatic models

and demonstrate significant gains in accuracy. Our bestIlbaded on Euclidean co-occurence
embedding combines paradigmatic features with morphcédgind orthographic features and
achieves 80% many-to-one accuracy on a 45-tag million-westicorpus.

Exploring Topic Coherence over Many Models and Many Topics
Keith Stevens, Philip Kegelmeyer, David Andrzejewski,2anid Buttler
Friday 3:00pm-3:30pm — Youngju A (ICC)

We apply two new automated semantic evaluations to thramctidatent topic models. Both
metrics have been shown to align with human evaluations emdde a balance between internal
measures of information gain and comparisons to humargsthcoherent topics. We improve
upon the measures by introducing new aggregate measuteaithes for comparing complete
topic models. We further compare the automated measurethéo metrics for topic models,
comparison to manually crafted semantic tests and docuniessification. Our experiments
reveal that LDA and LSA each have different strengths; LDAthearns descriptive topics while
LSA is best at creating a compact semantic representatidoafments and words in a corpus.

Entropy-based Pruning for Phrase-based Machine Translatin
Wang Ling, Jodo Graga, Isabel Trancoso, and Alan Black
Friday 2:30pm-3:00pm — 203 (ICC)

Phrase-based machine translation models have shown tb lygdder translations than Word-
based models, since phrase pairs encode the contextuahatfon that is needed for a more
accurate translation. However, many phrase pairs do natdenany relevant context, which
means that the translation event encoded in that phraséspgad by smaller translation events
that are independent from each other, and can be found otesiplatase pairs, with little or no
loss in translation accuracy. In this work, we propose aivelaentropy model for translation
models, that measures how likely a phrase pair encodessidtian event that is derivable using
smaller translation events with similar probabilities.iSTlodel is then applied to phrase table
pruning. Tests show that considerable amounts of phrase gan be excluded, without much
impact on the translation quality. In fact, we show thatdrettanslations can be obtained using
our pruned models, due to the compression of the search dp&og decoding.

A Systematic Comparison of Phrase Table Pruning Techniques
Richard Zens, Daisy Stanton, and Peng Xu
Friday 3:00pm-3:30pm — 203 (ICC)

When trained on very large parallel corpora, the phrase tabponent of a machine transla-
tion system grows to consume vast computational resouheéiis paper, we introduce a novel
pruning criterion that places phrase table pruning on addhbeoretical foundation. System-
atic experiments on four language pairs under various datditons show that our principled

approach is superior to existing ad hoc pruning methods.
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Probabilistic Finite State Machines for Regression-baseT Evaluation
Menggiu Wang and Christopher D. Manning
Friday 2:30pm-3:00pm — 202 A (ICC)

Accurate and robust metrics for automatic evaluation ayetéiehe development of statistical

machine translation (MT) systems. We first introduce a newession model that uses a prob-
abilistic finite state machine (pFSM) to compute weighteit @dtance as predictions of trans-
lation quality. We also propose a novel pushdown automattension of the pFSM model for

modeling word swapping and cross alignments that canncajeied by standard edit distance
models. Our models can easily incorporate a rich set of igtigufeatures, and automatically

learn their weights, eliminating the need for ad-hoc patamtining. Our methods achieve
state-of-the-art correlation with human judgments on tvif@ibnt prediction tasks across a di-
verse set of standard evaluations (NIST OpenMT06,08; WMT8%.

An Empirical Investigation of Statistical Significance in NLP
Taylor Berg-Kirkpatrick, David Burkett, and Dan Klein
Friday 3:00pm-3:30pm — 202 A (ICC)

We investigate two aspects of the empirical behavior ofgubsignificance tests for NLP systems.
First, when one system appears to outperform another, h@s dignificance level relate in
practice to the magnitude of the gain, to the size of the tststhe similarity of the systems, and
so on? Is it true that for each task there is a gain which rguighplies significance? We explore
these issues across a range of NLP tasks using both largetamiis of past systems’ outputs
and variants of single systems. Next, once significancddere computed, how well does the
standard i.i.d. notion of significance hold up in practicattings where future distributions are
neither independent nor identically distributed, suchcasss domains? We explore this question
using a range of test set variations for constituency pgrsin

Employing Compositional Semantics and Discourse Consigtey in Chinese Event
Extraction
Peifeng Li, Guodong Zhou, Qiaoming Zhu, and Libin Hou
Friday 4:00pm-4:30pm — Youngju A (ICC)
Current Chinese event extraction systems suffer much freonproblems in trigger identifica-
tion: unknown triggers and word segmentation errors to kmtwggers. To resolve these prob-
lems, this paper proposes two novel inference mechanismsplore special characteristics in
Chinese via compositional semantics inside Chinese trsgged discourse consistency between
Chinese trigger mentions. Evaluation on the ACE 2005 Cleigespus justifies the effectiveness
of our approach over a strong baseline.

Reading The Web with Learned Syntactic-Semantic Inferenc&ules
Ni Lao, Amarnag Subramanya, Fernando Pereira, and WillianCdhen
Friday 4:30pm-5:00pm — Youngju A (ICC)

We study how to extend a large knowledge base (Freebase)atingerelational information
from a large Web text corpus. Previous studies on extracgitagional knowledge from text show
the potential of syntactic patterns for extraction, buyttle not exploit background knowledge
of other relations in the knowledge base. We describe dlalised, Web-scale implementation of
a path-constrained random walk model that learns syntaetitantic inference rules for binary
relations from a graph representation of the parsed textle#nowledge base. Experiments
show significant accuracy improvements in binary relatimdjztion over methods that consider
only text, or only the existing knowledge base.

Ensemble Semantics for Large-scale Unsupervised RelatidExtraction
Bonan Min, Shuming Shi, Ralph Grishman, and Chin-Yew Lin
Friday 5:00pm-5:30pm — Youngju A (ICC)
Discovering significant types of relations from the web ialtdnging because of its open nature.

182



Oral Presentations: Friday, July 13, 2012

Unsupervised algorithms are developed to extract relatfoom a corpus without knowing the
relations in advance, but most of them rely on tagging argusnef predefined types. Recently,
a new algorithm was proposed to jointly extract relationd #ieir argument semantic classes,
taking a set of relation instances extracted by an open I&igthgn as input. However, it cannot
handle polysemy of relation phrases and fails to group manilas (“synonymous”) relation
instances because of the sparseness of features. In tlds pappresent a novel unsupervised
algorithm that provides a more general treatment of thegaoly and synonymy problems. The
algorithm incorporates various knowledge sources whictlwilleshow to be very effective for
unsupervised extraction. Moreover, it explicitly disagumtes polysemous relation phrases and
groups synonymous ones. While maintaining approximatetysame precision, the algorithm
achieves significant improvement on recall compared to teeéigus method. It is also very effi-
cient. Experiments on a real-world dataset show that it eenalle 14.7 million relation instances
and extract a very large set of relations from the web.

Forest Reranking through Subtree Ranking
Richard Farkas and Helmut Schmid
Friday 4:00pm—4:30pm — 203 (ICC)

We propose the subtree ranking approach to parse foreskiegawhich is a generalization of
current perceptron-based reranking methods. For therigpof the reranker, we extract compet-
ing local subtrees, hence the training instances (caredilaitree sets) are very similar to those
used during beam-search parsing. This leads to better pteaoptimization. Another chief ad-
vantage of the framework is that arbitrary learning to ramthnds can be applied. We evaluated
our reranking approach on German and English phrase steygansing tasks and compared it to
various state-of-the-art reranking approaches such gsettoeptron-based forest reranker. The
subtree ranking approach with a Maximum Entropy model §igamitly outperformed the other
approaches.

Parser Showdown at the Wall Street Corral: An Empirical Investigation of Error Types in
Parser Output
Jonathan K. Kummerfeld, David Hall, James R. Curran, and Bi&in
Friday 4:30pm-5:00pm — 203 (ICC)

Constituency parser performance is primarily interpretedugh a single metric, F-score on
WSJ section 23, that conveys no linguistic information rdineg the remaining errors. We clas-
sify errors within a set of linguistically meaningful typesing tree transformations that repair
groups of errors together. We use this analysis to answengeraf questions about parser
behaviour, including what linguistic constructions arficlilt for state-of-the-art parsers, what
types of errors are being resolved by rerankers, and whastgpe introduced when parsing
out-of-domain text.

Extending Machine Translation Evaluation Metrics with Lexical Cohesion to Document
Level
Billy T. M. Wong and Chunyu Kit
Friday 5:00pm-5:30pm — 203 (ICC)

This paper proposes the utilization of lexical cohesioratilitate evaluation of machine transla-
tion at the document level. As a linguistic means to achiexedoherence, lexical cohesion ties
sentences together into a meaningfully interwoven stradtwrough words with the same or re-
lated meaning. A comparison between machine and humaratiansis conducted to illustrate
one of their critical distinctions that human translat@sd to use more cohesion devices than
machine. Various ways to apply this feature to evaluate maefnanslated documents are pre-
sented, including one without reliance on reference tediosl. Experimental results show that
incorporating this feature into sentence-level evalumaticetrics can enhance their correlation
with human judgements.
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Fast Large-Scale Approximate Graph Construction for NLP
Amit Goyal, Hal Daume lll, and Raul Guerra
Friday 4:00pm—4:30pm — 202 A (ICC)

Many natural language processing problems involve cocistigilarge nearest-neighbor graphs.
We propose a system called FLAG to construct such graph@xippately from large data sets.
To handle the large amount of data, our algorithm maintgipsaimate counts based on sketch-
ing algorithms. To find the approximate nearest neighbamsatgorithm pairs a new distributed
online-PMI algorithm with novel fast approximate nearesighbor search algorithms (variants
of PLEB). These algorithms return the approximate neamghivors quickly. We show our sys-
tem’s efficiency in both intrinsic and extrinsic experimenWe further evaluate our fast search
algorithms both quantitatively and qualitatively on two Rapplications.

Building a Lightweight Semantic Model for Unsupervised Information Extraction on
Short Listings
Doo Soon Kim, Kunal Verma, and Peter Yeh
Friday 4:30pm-5:00pm — 202 A (ICC)

Short listings such as classified ads or product listingsiatimn the web. If a computer can
reliably extract information from them, it will greatly befit a variety of applications. Short
listings are, however, challenging to process due to thérial styles. In this paper, we present
an unsupervised information extraction system for shstiniys. Given a corpus of listings, the
system builds a semantic model that represents typicatsbged their attributes in the domain
of the corpus, and then uses the model to extract informaflovo key features in the system
are a semantic parser that extracts objects and theirwaésitand a listing-focused clustering
module that helps group together the extracted tokens o $gpe. Our evaluation shows that
the semantic model learned by these two modules is effeativ@ss multiple domains.

Sketch Algorithms for Estimating Point Queries in NLP
Amit Goyal, Hal Daume Ill, and Graham Cormode
Friday 5:00pm-5:30pm — 202 A (ICC)
Many NLP tasks rely on accurate statistics from large capofracking complete statistics
is memory intensive, so recent work has proposed using conapgroximate sketches of fre-
quency distributions. We describe 10 sketch methods, dimoduexisting and novel variants. We
compare and study the errors (over-estimation and undiena®n) made by the sketches. We
evaluate several sketches on three important NLP problding. experiments show that one
sketch performs best for all the three tasks.

Monte Carlo MCMC: Efficient Inference by Approximate Sampli ng
Sameer Singh, Michael Wick, and Andrew McCallum

Friday 4:00pm—4:30pm — 202 B (ICC)
Conditional random fields and other graphical models habhéewaed state of the art results in a
variety of tasks such as coreference, relation extractiamg integration, and parsing. Increas-
ingly, practitioners are using models with more complexicttire—higher tree-width, larger
fan-out, more features, and more data—rendering even sppate inference methods such
as MCMC inefficient. In this paper we propose an alternativ€ MUC sampling scheme in
which transition probabilities are approximated by sangplirom the set of relevant factors.
We demonstrate that our method converges more quickly thiediional MCMC sampler for
both marginal and MAP inference. In an author coreferensk wath over 5 million mentions,
we achieve a 13 times speedup over regular MCMC inference.

On Amortizing Inference Cost for Structured Prediction
Vivek Srikumar, Gourab Kundu, and Dan Roth
Friday 4:30pm-5:00pm — 202 B (ICC)
This paper deals with the problem of predicting structurethe context of NLP. Typically, in
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structure prediction, an inference procedure is appliedach example independently of the
others. In this paper, we seek to optimize the inference tiomaplexity over entire datasets,
rather than individual examples. By considering the gdriefarence representation provided
by integer linear programs, we propose three exact inferémeorems which allows us to re-
use earlier solutions for certain examples, thereby cotelgl@voiding possibly expensive calls
to an ILP solver. We also identify several approximationesobs which can provide further
speedup. We instantiate these ideas to the structure poediask of semantic role labeling
and show that we can achieve a speedup of over 2.5 using owambpwhile retaining the

guarantees of exactness and a further speedup of over 3arsiagproximation that does not
degrade performance.

Exact Sampling and Decoding in High-Order Hidden Markov Models
Simon Carter, Marc Dymetman, and Guillaume Bouchard
Friday 5:00pm-5:30pm — 202 B (ICC)
We present a method for exact optimization and sampling frih order Hidden Markov Mod-
els (HMMs), which are generally handled by approximatiachtéques. Motivated by adaptive
rejection sampling and heuristic search, we propose agirdiased on sequentially refining a
lower-order language model that is an upper bound on thenrogel we wish to decode and
sample from. This allows us to build tractable variableesrtiMMs. The ARPA format for
language models is extended to enable an efficient use ahthebackoffquantities required
to compute the upper bound. We evaluate our approach on wieons: a SMS-retrieval task
and a POS tagging experiment using 5-gram models. Resulte thiat the same approach can
be used for exact optimization and sampling, while expyicibnstructing only a fraction of the
huge implicit state-space.
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PATTY: A Taxonomy of Relational Patterns with Semantic Types
Ndapandula Nakashole, Gerhard Weikum, and Fabian Suchanek
Saturday 9:00am-9:30am — Youngju A (ICC)

This paper presents PATTY: a large resource for textuabpattthat denote binary relations be-
tween entities. The patterns are semantically typed arehorgd into a subsumption taxonomy.
The PATTY system is based on efficient algorithms for frequtemset mining and can process
Web-scale corpora. It harnesses the rich type system aitg papulation of large knowledge
bases. The PATTY taxonomy comprises 350,569 pattern syrRahdom-sampling-based eval-
uation shows a pattern accuracy of 84.7%. PATTY has 8,168wmnptions, with a random-
sampling-based precision of 75%

Training Factored PCFGs with Expectation Propagation
David Hall and Dan Klein
Saturday 9:30am-10:00am — Youngju A (ICC)
PCFGs can grow exponentially as additional annotationsadded to an initially simple base
grammar. We present an approach where multiple annotatmssst, but in a factored manner
that avoids this combinatorial explosion. Our method washth linguistically-motivated an-
notations, induced latent structure, lexicalization, iy eix of the three. We use a structured
expectation propagation algorithm that makes use of therked structure in two ways. First, by
partitioning the factors, it speeds up parsing exponéytisler the unfactored approach. Second,
it minimizes the redundancy of the factors during trainiingproving accuracy over an indepen-
dent approach. Using purely latent variable annotatiorscan efficiently train and parse with
up to 8 latent bits per symbol, achieving F1 scores up to 88.#he Penn Treebank while using
two orders of magnitudes fewer parameters compared to fiie approach. Combining latent,
lexicalized, and unlexicalized annotations, our besteragets 89.4 F1 on all sentences from
section 23 of the Penn Treebank.

A Coherence Model Based on Syntactic Patterns
Annie Louis and Ani Nenkova
Saturday 10:00am—-10:30am — Youngju A (ICC)

We introduce a model of coherence which captures the integitidiscourse structure in text.
Our work is based on the hypothesis that syntax provides xydoy the communicative goal
of a sentence and therefore the sequence of sentences irererbdiscourse should exhibit
detectable structural patterns. Results show that ouraddihs high discriminating power for
separating out coherent and incoherent news articlesirepabcuracies of up to 90%. We also
show that our syntactic patterns are correlated with maamabtations of intentional structure
for academic conference articles and can successfullyighr@ coherence of abstract, intro-
duction and related work sections of these articles.

Language Model Rest Costs and Space-Efficient Storage
Kenneth Heafield, Philipp Koehn, and Alon Lavie
Saturday 11:00am—-11:30am — Youngju A (ICC)

Approximate search algorithms, such as cube pruning irasyintmachine translation, rely on
the language model to estimate probabilities of senteramfents. We contribute two changes
that trade between accuracy of these estimates and menotgtindrsentence-level scores con-
stant. Common practice uses lower-order entries in an Nrgreodel to score the first few
words of a fragment; this violates assumptions made by camsnmothing strategies, includ-
ing Kneser-Ney. Instead, we use a unigram model to scorerghefrd, a bigram for the second,
etc. This improves search at the expense of memory. Cotyenseshow how to save memory
by collapsing probability and backoff into a single valuéheut changing sentence-level scores,
at the expense of less accurate estimates for sentenceeinggnThese changes can be stacked,
achieving better estimates with unchanged memory usagedén to interpret changes in search
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accuracy, we adjust the pop limit so that accuracy is unat@rgd report the change in CPU
time. In a German-English Moses system with target-sid¢éasyimmproved estimates yielded a
63% reduction in CPU time; for a Hiero-style version, theugtbn is 21%. The compressed lan-
guage model uses 26% less RAM while equivalent search guakes 27% more CPU. Source
code is released as part of KenLM.

Document-Wide Decoding for Phrase-Based Statistical Maghe Translation
Christian Hardmeier, Joakim Nivre, and Jorg Tiedemann
Saturday 11:30am-12:00pm — Youngju A (ICC)

Independence between sentences is an assumption deeggclied in the models and algo-
rithms used for Statistical Machine Translation (SMT) tigatarly in the popular dynamic pro-
gramming beam search decoding algorithm. This restrigiam obstacle to research on more
sophisticated discourse-level models for SMT. We propostehastic local search decoding
method for phrase-based SMT, which permits free documétg-dependencies in the models.
We explore the stability and the search parameters of thikadeand demonstrate that it can be
successfully used to optimise a document-level semamtguiage model.

Left-to-Right Tree-to-String Decoding with Prediction
Yang Feng, Yang Liu, Qun Liu, and Trevor Cohn
Saturday 12:00pm-12:30pm — Youngju A (ICC)

Decoding algorithms for syntax based machine translatidfersfrom high computational com-
plexity, a consequence of intersecting a language modél avitontext free grammar. Left-to-
right decoding, which generates the target string in orcken, improve decoding efficiency by
simplifying the language model evaluation. This paper gmés a novel left to right decoding
algorithm for tree-to-string translation, using a bottam-parsing strategy and dynamic future
cost estimation for each partial translation. Our methag@diorms previously published tree-
to-string decoders, including a competing left-to-rigrethod.

Semantic Compositionality through Recursive Matrix-Vecbr Spaces
Richard Socher, Brody Huval, Christopher D. Manning, andivemw Y. Ng
Saturday 11:00am-11:30am — 203 (ICC)

Single-word vector space models have been very succedsfehming lexical information.
However, they cannot capture the compositional meaningmddr phrases, preventing them
from a deeper understanding of language. We introduce asigeuneural network (RNN)
model that learns compositional vector representationplivases and sentences of arbitrary
syntactic type and length. Our model assigns a vector andtaxna every node in a parse
tree: the vector captures the inherent meaning of the ¢oestj while the matrix captures how
it changes the meaning of neighboring words or phrases. riiaisx-vector RNN can learn the
meaning of operators in propositional logic and naturagjleage. The model obtains state of the
art performance on three different experiments: predicfine-grained sentiment distributions
of adverb-adjective pairs; classifying sentiment labélmovie reviews and classifying seman-
tic relationships such as cause-effect or topic-messatygeba nouns using the syntactic path
between them.

Polarity Inducing Latent Semantic Analysis
Wen-tau Yih, Geoffrey Zweig, and John Platt
Saturday 11:30am—-12:00pm — 203 (ICC)
Existing vector space models typically map synonyms anohgmts to similar word vectors, and
thus fail to represent antonymy. We introduce a new vectacspepresentation where antonyms
lie on opposite sides of a sphere: in the word vector spac®rgyns have cosine similarities
close to one, while antonyms are close to minus one.
We derive this representation with the aid of a thesaurudatadt semantic analysis (LSA).

Each entry in the thesaurus — a word sense along with its ggmoand antonyms - is treated as

187



EMNLP-CoNLL

a “document,” and the resulting document collection is sctgid to LSA. The key contribution
of this work is to show how to assign signs to the entries incv@ccurrence matrix on which
LSA operates, so as to induce a subspace with the desiredrprop

We evaluate this procedure with the Graduate Record Exdiminguestions of (Mohammed
etal., 2008) and find that the method improves on the restitabstudy. Further improvements
result from refining the subspace representation with idiseative training, and augmenting the
training data with general newspaper text. Altogether, mvprove on the best previous results
by 11 points absolute in F measure.

First Order vs. Higher Order Modification in Distributional Semantics
Gemma Boleda, Eva Maria Vecchi, Miguel Cornudella, and telcNally
Saturday 12:00pm-12:30pm — 203 (ICC)

Adjectival modification, particularly by expressions thatve been treated as higher-order mod-
ifiers in the formal semantics tradition, raises interestthallenges for semantic composition in
distributional semantic models. We contrast three typesifgctival modifiers —- intersectively
used color terms (as in “white towel”, clearly first-ordesyibsectively used color terms ("white
wine”, which have been modeled as both first- and highersyrdad intensional adjectives (“for-
mer bassist”, clearly higher-order) —- and test the abiitglifferent composition strategies to
model their behavior. In addition to opening up a new emairidomain for research on dis-
tributional semantics, our observations concerning ttested vectors for the different types of
adjectives, the nouns they modify, and the resulting nowag#s yield insights into modification
that have been little evident in the formal semantics ltteto date.

Learning-based Multi-Sieve Co-reference Resolution wittiKnowledge
Lev Ratinov and Dan Roth
Saturday 11:00am-11:30am — 202 A (ICC)

We explore the interplay of knowledge and structure in deremce resolution. To inject knowl-
edge, we use a state-of-the-art system which cross-linkgfounds”) expressions in free text
to Wikipedia. We explore ways of using the resulting gromgdio boost the performance of a
state-of-the-art co-reference resolution system. To mie the utility of the injected knowl-
edge, we deploy a learning-based multi-sieve approach evelap novel entity-based features.
Our end system outperforms the state-of-the-art basejir2 B3 F1 points on non-transcript
portion of the ACE 2004 dataset.

Joint Learning for Coreference Resolution with Markov Logic
Yang Song, Jing Jiang, Wayne Xin Zhao, Sujian Li, and Houfézigg
Saturday 11:30am-12:00pm — 202 A (ICC)

Pairwise coreference resolution models must merge paresseference decisions to generate
final outputs. Traditional merging methods adopt diffegirdategies such as the best-first method
and enforcing the transitivity constraint, but most of thesethods are used independently of
the pairwise learning methods as an isolated inferenceedtoe at the end. We propose a
joint learning model which combines pairwise classifica@md mention clustering with Markov
logic. Experimental results show that our joint learningteyn outperforms independent learning
systems. Our system gives a better performance than ale#maihg-based systems from the
CoNLL-2011 shared task on the same dataset. Compared weithetst system from CoNLL-
2011, which employs a rule-based method, our system shawpetiive performance.

Resolving “This-issue” Anaphora
Varada Kolhatkar and Graeme Hirst
Saturday 12:00pm-12:30pm — 202 A (ICC)
We annotate and resolve a particular case of abstract arsaptamely, “this-issue” anaphora.
We propose a candidate ranking model for “this-issue” aneptesolution that explores different
“issue”-specific and general abstract-anaphora featdree.model is not restricted to nominal
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or verbal antecedents; rather, it is able to identify ardents that are arbitrary spans of text. Our
results show that (a) the model outperforms the strong edfesentence baseline; (b) general
abstract-anaphora features, as distinguished from “isspexific features, play a crucial role in
“this-issue” anaphora resolution, suggesting that our@ggh can be generalized for other NPs
such as “this problem” and “this debate”; and (c) it is pokestb reduce the search space in order
to improve performance.

Entity based Q&A Retrieval
Amit Singh
Saturday 11:00am-11:30am — 202 B (ICC)

Bridging the lexical gap between the user’s question andjtiestion-answer pairs in the Q&A
archives has been a major challenge for Q&A retrieval. Stéthe-art approaches address
this issue by implicitly expanding the queries with addiabwords using statistical translation
models. While useful, the effectiveness of these modelgdyhdependant on the availability of
quality corpus in the absence of which they are troubled ligenigsues. Moreover these models
perform word based expansion in a context agnostic mansetltirgy in translation that might be
mixed and fairly general. This results in degraded rettipeaformance. In this work we address
the above issues by extending the lexical word based ttarslaodel to incorporate semantic
concepts (entities). We explore strategies to learn theskation probabilities between words
and the concepts using the Q&A archives and a popular erdtglag. Experiments conducted
on a large scale real data show that the proposed technicg@scanising.

Constructing Task-Specific Taxonomies for Document Collg®on Browsing
Hui Yang
Saturday 11:30am-12:00pm — 202 B (ICC)

Taxonomies can serve as browsing tools for document cgliext However, given an arbitrary

collection, pre-constructed taxonomies could not easilgph to the specific topic/task present
in the collection. This paper explores techniques to gyiderive task-specific taxonomies sup-
porting browsing in arbitrary document collections. Th@enwised approach directly learns
semantic distances from users to propose meaningful fzestife taxonomies. The approach
aims to produce globally optimized taxonomy structuresnpiporating path consistency con-
trol and user-generated task specification into the gemesahing framework. A comparison

to state-of-the-art systems and a user study jointly detratesthat our techniques are highly
effective.

Besting the Quiz Master: Crowdsourcing Incremental Clasdication Games
Jordan Boyd-Graber, Brianna Satinoff, He He, and Hal Dauithe |
Saturday 12:00pm-12:30pm — 202 B (ICC)
Cost-sensitive classification, where tleaturesused in machine learning tasks have a cost, has
been explored as a means of balancing knowledge and thesexpéabtaining new features.

In this paper, we introduce a domain where humans engagessifitation with incremen-
tally revealed features: the collegiate trivia circuit. Bsoviding the community with a web-
based system to practice, we collected a dataset of tenewasahds of implicit word-by-word
ratings of how useful features are for eliciting the cor@aeswers. By observing humans’ pro-
cess of classification, we are able to improve the performafi@ state-of-the art classifier. In
addition, we also use the dataset to evaluate a system toaterimghe incremental classification
task through a reduction of reinforcement learning to di@sgion. Our system learnghento
answer a question, performing better than batch baselimesast human players.

Multi-Domain Learning: When Do Domains Matter?
Mahesh Joshi, Mark Dredze, William W. Cohen, and CarolyreRos
Saturday 2:00pm-2:30pm — Youngju A (ICC)
We present a systematic analysis of existing multi-domeémriing approaches with respect to
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two questions. First, many multi-domain learning algarithresemble ensemble learning algo-
rithms. (1) Are multi-domain learning improvements theutesf ensemble learning effects?

Second, these algorithms are traditionally evaluated ialarlsed class label setting, although
in practice many multi-domain settings have domain-specifiss label biases. When multi-

domain learning is applied to these settings, (2) are ndeltitain methods improving because
they capture domain-specific class biases? An understrafithese two issues presents a
clearer idea about where the field has had success in muitaitidearning, and it suggests some
important open questions for improving beyond the curreatesof the art.

Biased Representation Learning for Domain Adaptation
Fei Huang and Alexander Yates
Saturday 2:30pm-3:00pm — Youngju A (ICC)

Representation learning is a promising technique for disigog features that allow supervised
classifiers to generalize from a source domain dataset tveagbnew domains. We present a
novel, formal statement of the representation learnink. t&8e argue that because the task is
computationally intractable in general, it is important forepresentation learner to be able to
incorporate expert knowledge during its search for helfgatures. Leveraging the Posterior
Regularization framework, we develop an architecture rfieoiporating biases into representa-
tion learning. We investigate three types of biases, anéraxgnts on two domain adaptation
tasks show that our biased learners identify significanéiten sets of features than unbiased
learners, resulting in a relative reduction in error of mitr@n 16% for both tasks, with respect
to existing state-of-the-art representation learningnéjues.

Unambiguity Regularization for Unsupervised Learning of Probabilistic Grammars
Kewei Tu and Vasant Honavar
Saturday 3:00pm-3:30pm — Youngju A (ICC)

We introduce a novel approach named unambiguity regutaizdor unsupervised learning of
probabilistic natural language grammars. The approachsedon the observation that natural
language is remarkably unambiguous in the sense that oty g@ortion of the large number
of possible parses of a natural language sentence are sgaitgcvalid. We incorporate an
inductive bias into grammar learning in favor of grammarat ttead to unambiguous parses
on natural language sentences. The resulting family ofriggos includes the expectation-
maximization algorithm (EM) and its variant, Viterbi EM, agll as a so-called softmax-EM
algorithm. The softmax-EM algorithm can be implementechveitsimple and computationally
efficient extension to standard EM. In our experiments ofupesvised dependency grammar
learning, we show that unambiguity regularization is berafito learning, and in combination
with annealing (of the regularization strength) and sparsiiors it leads to improvement over
the current state of the art.

Extracting Opinion Expressions with semi-Markov Conditional Random Fields
Bishan Yang and Claire Cardie
Saturday 2:00pm-2:30pm — 203 (ICC)

Extracting opinion expressions from text is usually foratatl as a token-level sequence label-
ing task tackled using Conditional Random Fields (CRFs)F§Rowever, do not readily model

potentially useful segment-level information like syrntaconstituent structure. Thus, we pro-

pose a semi-CRF-based approach to the task that can pedouerse labeling at the segment
level. It allows the modeling of arbitrarily long opinion gressions and accounts for likely syn-
tactic structure when modeling segment boundaries. Weiaelperformance on two opinion

extraction tasks, and, in contrast to previous sequen@irigbapproaches to the task, explore
the usefulness of segment-level syntactic parse feat@ingserimental results demonstrate that
our approach outperforms state-of-the-art methods fdr bpinion expression tasks.
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Opinion Target Extraction Using Word-Based Translation Model

Kang Liu, Liheng Xu, and Jun Zhao

Saturday 2:30pm-3:00pm — 203 (ICC)
This paper proposes a novel approach to extract opinioetkmsed on word-based translation
model (WTM). At first, we apply WTM in a monolingual scenarmrnine the associations be-
tween opinion targets and opinion words. Then, a graphebakmrithm is exploited to extract
opinion targets, where candidate opinion relevance eiffaom the mined associations, is in-
corporated with candidate importance to generate a globakare. By using WTM, our method
can capture opinion relations more precisely, especialfyldng-span relations. In particular,
compared with previous syntax-based methods, our metho@ffectively avoid noises from
parsing errors when dealing with informal texts in large \eebpora. By using graph-based
algorithm, opinion targets are extracted in a global preceich can effectively alleviate the
problem of error propagation in traditional bootstrapdshsethods, such as Double Propaga-
tion. The experimental results on three real world datasalffferent sizes and languages show
that our approach is more effective and robust than statetahethods.

Word Salad: Relating Food Prices and Descriptions
Victor Chahuneau, Kevin Gimpel, Bryan R. Routledge, Lilye8Bs, and Noah A. Smith
Saturday 3:00pm-3:30pm — 203 (ICC)

We investigate the use of language in food writing, spedifiaa restaurant menus and in cus-
tomer reviews. Our approach is to build predictive modelsoofcrete external variables, such as
restaurant menu prices. We make use of a dataset of menusistodher reviews for thousands
of restaurants in several U.S. cities. By focusing on ptéictasks and doing our analysis at
scale, our methodology allows quantitative, objective sneaments of the words and phrases
used to describe food in restaurants. We also explore gitens in language use between menu
prices and sentiment as expressed in user reviews.

Learning to Map into a Universal POS Tagset
Yuan Zhang, Roi Reichart, Regina Barzilay, and Amir Globers
Saturday 2:00pm-2:30pm — 202 A (ICC)
We present an automatic method for mapping language-speeifi-of-speech tags to a set of
universal tags. This unified representation plays a cruolelin cross-lingual syntactic transfer
of multilingual dependency parsers. Until now, howeveghsaonversion schemes have been
created manually. Our central hypothesis is that a validpimgpyields POS annotations with
coherent linguistic properties which are consistent acemirce and target languages. We en-
code this intuition in an objective function that captureamge of distributional and typological
characteristics of the derived mapping. Given the expdalesize of the mapping space, we pro-
pose a novel method for optimizing over soft mappings, amdewgropy regularization to drive
those towards hard mappings. Our results demonstratettteahatically induced mappings rival
the quality of their manually designed counterparts whetuated in the context of multilingual
parsing.

Part-of-Speech Tagging for Chinese-English Mixed Texts wh Dynamic Features
Jiayi Zhao, Xipeng Qiu, Shu Zhang, Feng Ji, and Xuanjing Huan
Saturday 2:30pm-3:00pm — 202 A (ICC)

In modern Chinese articles or conversations, it is very f@po involve a few English words,
especially in emails and Internet literature. Therefdrbecomes an important and challenging
topic to analyze Chinese-English mixed texts. The undaglyroblem is how to tag part-of-
speech (POS) for the English words involved. Due to the l&slpecially annotated corpus, most
of the English words are tagged as the oversimplified typaeffin words”. In this paper, we
present a method using dynamic features to tag POS of mixésl Experiments show that our
method achieves higher performance than traditional seguiabeling methods. Meanwhile,
our method also boosts the performance of POS tagging fer@hinese texts.
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Wiki-ly Supervised Part-of-Speech Tagging

Shen Li, Jodo Graga, and Ben Taskar

Saturday 3:00pm-3:30pm — 202 A (ICC)
Despite significant recent work, unsupervised techniqaepdrt-of-speech (POS) tagging have
not achieved useful accuracies required by many languageessing tasks. Use of parallel
text between resource-rich and resource-poor languageeisource of weak supervision that
significantly improves accuracy. However, parallel texhdg always available and techniques
for using it require multiple complex algorithmic steps. this paper we show that we can
build POS-taggers exceeding state-of-the-art bilinguethmds by using simple hidden Markov
models and freely available and naturally growing resgufditionary. Across eight languages
for which we have labeled data to evaluate results, we aglsieguracy that significantly exceeds
best unsupervised and parallel text methods. We achievesiigiccuracy reported for several
languages and show that our approach yields better outrofth taggers than those trained
using fully supervised Penn Treebank.

Joining Forces Pays Off: Multilingual Joint Word Sense Disanbiguation
Roberto Navigli and Simone Paolo Ponzetto
Saturday 2:00pm-2:30pm — 202 B (ICC)

We present a multilingual joint approach to Word Sense Disgoation (WSD). Our method ex-
ploits BabelNet, a very large multilingual knowledge baseyerform graph-based WSD across
different languages, and brings together empirical exdderom these languages using ensem-
ble methods. The results show that, thanks to complemewiidgrcoverage multilingual lexical
knowledge with robust graph-based algorithms and combimatethods, we are able to achieve
the state of the art in both monolingual and multilingual W&diings.

A New Minimally-Supervised Framework for Domain Word SenseDisambiguation
Stefano Faralli and Roberto Navigli
Saturday 2:30pm-3:00pm — 202 B (ICC)
We present a new minimally-supervised framework for penfag domain-driven Word Sense
Disambiguation (WSD). Glossaries for several domainstaratively acquired from the Web by
means of a bootstrapping technique. The acquired glosedbeam used as the sense inventory
for fully-unsupervised domain WSD. Our experiments, on aew gold-standard datasets, show
that our wide-coverage framework enables high-performagsults on dozens of domains at a
coarse and fine-grained level.

Grounded Models of Semantic Representation

Carina Silberer and Mirella Lapata

Saturday 3:00pm-3:30pm — 202 B (ICC)
A popular tradition of studying semantic representatios Ib@en driven by the assumption that
word meaning can be learned from the linguistic environmeéespite ample evidence suggest-
ing that language is grounded in perception and action. ifnghper we present a comparative
study of models that represent word meaning based on litigaisd perceptual data. Linguis-
tic information is approximated by naturally occurring pora and sensorimotor experience by
feature norms (i.e., attributes native speakers considpoiitant in describing the meaning of a
word). The models differ in terms of the mechanisms by whiytintegrate the two modalities.
Experimental results show that a closer correspondenagnah data can be obtained by uncov-
ering latent information shared among the textual and péueé modalities rather than arriving
at semantic knowledge by concatenating the two.

Improved Parsing and POS Tagging Using Inter-Sentence Coigtency Constraints
Alexander Rush, Roi Reichart, Michael Collins, and Amirt&ison
Saturday 4:00pm-4:30pm — Youngju A (ICC)
State-of-the-art statistical parsers and POS taggersrperfery well when trained with large
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amounts of in-domain data. When training data is out-of-gionor limited, accuracy degrades.
In this paper, we aim to compensate for the lack of availatslming data by exploiting simi-
larities between test set sentences. We show how to augmemense-level models for parsing
and POS tagging with inter-sentence consistency conttraito deal with the resulting global
objective, we present an efficient and exact dual decomposiecoding algorithm. In experi-
ments, we add consistency constraints to the MST parsehar@8tanford part-of-speech tagger
and demonstrate significant error reduction in the domaaptadion and the lightly supervised
settings across five languages.

Unified Dependency Parsing of Chinese Morphological and Syactic Structures
Zhongguo Li and Guodong Zhou
Saturday 4:30pm-5:00pm — Youngju A (ICC)
Most previous approaches to syntactic parsing of Chindgeorea preprocessing step of word
segmentation, thereby assuming there was a clearly defioeddary between morphology
and syntax in Chinese. We show how this assumption can fdilyb&eading to many out-
of-vocabulary words and incompatible annotations. Hencpractice the strict separation of
morphology and syntax in the Chinese language proves toteeaisle. We present a unified de-
pendency parsing approach for Chinese which takes unseégdsentences as input and outputs
both morphological and syntactic structures with a singbelehand algorithm. By removing the
intermediate word segmentation, the unified parser no longeds separate notions for words
and phrases. Evaluation proves the effectiveness of tHedmnodel and algorithm in parsing
structures of words, phrases and sentences simultaneously

A Transition-Based System for Joint Part-of-Speech Taggig and Labeled Non-Projective
Dependency Parsing
Bernd Bohnet and Joakim Nivre
Saturday 5:00pm-5:30pm — Youngju A (ICC)
Most current dependency parsers presuppose that inpus\axe: been morphologically disam-
biguated using a part-of-speech tagger before parsingibedie present a transition-based sys-
tem for joint part-of-speech tagging and labeled dependgacsing with non-projective trees.
Experimental evaluation on Chinese, Czech, English andn@ershows consistent improve-
ments in both tagging and parsing accuracy when comparegifmehne system, which lead to
improved state-of-the-art results for all languages.

Identifying Event-related Bursts via Social Media Activities
Xin Zhao, Baihan Shu, Jing Jiang, Yang Song, Hongfei YanXaamiming Li
Saturday 4:00pm-4:30pm — 203 (ICC)

Activities on social media increase at a dramatic rate. \dreexternal event happens, there
is a surge in the degree of activities related to the evenes@lactivities may be temporally
correlated with one another, but they may also capturerdiffeaspects of an event and therefore
exhibit different bursty patterns. In this paper, we prapts identify event-related bursts via
social media activities. We study how to correlate multigiees of activities to derive a global
bursty pattern. To model smoothness of one state sequergaropose a novel function which
can capture the state context. The experiments on a largeeldataset shows our methods are
very effective.

User Demographics and Language in an Implicit Social Netwd¢
Katja Filippova
Saturday 4:30pm-5:00pm — 203 (ICC)
We consider the task of predicting the gender of the YouTuwisets and contrast two information
sources: the comments they leave and the social envirorimdarted from the affiliation graph
of users and videos. We propagate gender information thrtheyvideos and show that a user’s
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gender can be predicted from her social environment withatteeiracy above 90%. We also
show that the gender can be predicted from language alofé)(88 surprising result of our
study is that the latter predictions correlate more stipmgth the gender predominant in the
user's environment than with the sex of the person as repartthe profile. We also investigate
how the two views (linguistic and social) can be combined amalyse how prediction accuracy
changes over different age groups.

Revisiting the Predictability of Language: Response Comgttion in Social Media
Bo Pang and Sujith Ravi
Saturday 5:00pm-5:30pm — 203 (ICC)

The question “how predictable is English?” has long fageidaesearchers. While prior work
has focused on formal English typically used in news astiolee turn to texts generated by users
in online settings that are more informal in nature. We ard¢ivated by a novel application
scenario: given the difficulty of typing on mobile deviceanave help reduce typing effort with
message completion, especially in conversational sefinge propose a method for automatic
response completion. Our approach models both the langissgkin responses and the specific
context provided by the original message. Our experimeatallts on a large-scale dataset show
that both components help reduce typing effort. We alsocoperfan information-theoretic study
in this setting and examine the entropy of user-generatatent especially in conversational
scenarios, to better understand predictability of useegead English.

Supervised Text-based Geolocation Using Language Models an Adaptive Grid
Stephen Roller, Michael Speriosu, Sarat Rallapalli, BemijaWing, and Jason Baldridge
Saturday 4:00pm-4:30pm — 202 A (ICC)

The geographical properties of words have recently begure texploited for geolocating doc-
uments based solely on their text, often in the context ofasoeedia and online content. One
common approach for geolocating texts is rooted in infoiomatetrieval. Given training doc-
uments labeled with latitude/longitude coordinates, d grioverlaid on the Earth and pseudo-
documents constructed by concatenating the documentswaithiven grid cell; then a location
for a test document is chosen based on the most similar pstagionent. Uniform grids are
normally used, but they are sensitive to the dispersion eliodh@nts over the earth. We de-
fine an alternative grid construction using k-d trees thatemmobustly adapts to data, especially
with larger training sets. We also provide a better way ofosfing the locations for pseudo-
documents. We evaluate these strategies on existing Wiileind Twitter corpora, as well as
a new, larger Twitter corpus. The adaptive grid achievespatitive results with a uniform grid
on small training sets and outperforms it on the large Twitepus. The two grid constructions
can also be combined to produce consistently strong reseitss all training sets.

A Discriminative Model for Query Spelling Correction with L atent Structural SVM
Huizhong Duan, Yanen Li, ChengXiang Zhai, and Dan Roth
Saturday 4:30pm-5:00pm — 202 A (ICC)

Discriminative training in query spelling correction idfatiult due to the complex internal struc-
tures of the data. Recent work on query spelling correctimygsests a two stage approach —
a noisy channel model that is used to retrieve a number ofidatedcorrections, followed by
discriminatively trained ranker applied to these candislatThe ranker, however, suffers from
the fact the low recall of the first, suboptimal, search stage

This paper proposes to directly optimize the search statieandiscriminative model based
on latent structural SVM. In this model, we treat query spglcorrection as a multi-class clas-
sification problem with structured input and output. Thematstructural information is used to
model the alignment of words in the spelling correction pasc Experiment results show that
as a standalone speller, our model outperforms all the inasgystems. It also attains a higher
recall compared with the noisy channel model, and can thereferve as a better filtering stage
when combined with a ranker.
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Oral Presentations: Saturday, July 14, 2012

Characterizing Stylistic Elements in Syntactic Structure
Song Feng, Ritwik Banerjee, and Yejin Choi
Saturday 5:00pm-5:30pm — 202 A (ICC)

Much of the writing styles recognized in rhetorical and casipion theories involve deep syntac-
tic elements. However, most previous research for comipattstylometric analysis has relied
on shallow lexico-syntactic patterns. Some very recenkvas shown that PCFG models can
detect distributional difference in syntactic styles, Without offering much insights into exactly
what constitute salient stylistic elements in sentenaectire characterizing each authorship. In
this paper, we present a comprehensive exploration of sym@lements in writing styles, with
particular emphasis on interpretable characterizatiostyistic elements. We present analytic
insights with respect to the authorship attribution tastnia different domains.
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CoNLL Shared Task Paper Abstracts

Latent Structure Perceptron with Feature Induction for Unr estricted Coreference
Resolution
Eraldo Fernandes, Cicero dos Santos, and Ruy Milidiu
Friday 11:00am-11:20am — 202 B (ICC)
We describe a machine learning system based on large margaiuse perceptron for unre-
stricted coreference resolution that introduces two kegefing techniques: latent coreference
trees and entropy guided feature induction. The propogedtlicee modeling turns the learning
problem computationally feasible. Additionally, using amtomatic feature induction method,
we are able to efficiently build nonlinear models and, heacijeve high performances with a
linear learning algorithm. Our system is evaluated on thHI362012 Shared Task closed track,
which comprises three languages: Arabic, Chinese and $ngiVe apply the same system to all
languages, except for minor adaptations on some languggmdent features, like static lists of
pronouns. Our system achieves an official score of 59.9&ekteone among all the competitors.

Data-driven Multilingual Coreference Resolution using Resolver Stacking
Anders Bjorkelund and Richérd Farkas
Friday 11:20am-11:40am — 202 B (ICC)

This paper describes our contribution to the CoNLL 2012 &thdask. We present a novel de-
coding algorithm for coreference resolution which is coneloi with a standard pair-wise corefer-
ence resolver in a stacking approach. The stacked decadessaluated on the three languages
of the Shared Task. We obtain an official overall score of B&Aich is the second highest in
the Shared Task.

Combining the Best of Two Worlds: A Hybrid Approach to Multil ingual Coreference
Resolution
Chen Chen and Vincent Ng
Friday 11:40am-12:00pm — 202 B (ICC)

We describe our system for the CoNLL-2012 shared task, whkédks to model coreference
in OntoNotes for English, Chinese, and Arabic. We adopt aitlylipproach to coreference
resolution, which combines the strengths of rule-basedhoastand learningbased methods. Our
official combined score over all three languages is 58.7palticular, our score on the Chinese
test set is the best among the participating teams.

Using Syntactic Dependencies to Solve Coreferences
Marcus Stamborg, Dennis Medved, Peter Exner, and Pierraisisig
Friday 12:00pm-12:20pm — 202 B (ICC)
This paper describes the structure of the LTH coreferens@rsosed in the closed track of the
CoNLL 2012 shared task (Pradhan et al., 2012). The solver isoa mention classifier that
uses Soon et al. (2001)’s algorithm and features extracted the dependency graphs of the
sentences.

This system builds on Bjérkelund and Nugues (2011)'s sdivar we extended so that it can
be applied to the three languages of the task: English, Gajrend Arabic. We designed a new
mention detection module that removes pleonastic pronqmses constituents, and recovers
mentions when they do not match exactly a noun phrase. Wéuttgreedesigned the features
so that they reflect more complex linguistic phenomena akasealiscourse properties. Finally,
we introduced a minimal cluster model grounded in the firsttioa of an entity.

We optimized the feature sets for the three languages: Wiedaut an extensive evaluation
of pairs of features and we complemented the single featithsassociations that improved the
CoNLL score. We obtained the respective scores of 59.58256nd 48.25 on English, Chinese,
and Arabic on the development set, 59.36, 60.13, and 49.4Beotest set, and the combined
official score of 56.3.
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CoNLL Shared Task Paper Abstracts

ICT: System Description for CoNLL-2012
Hao Xiong and Qun Liu
Friday 2:00pm-3:30pm — 202 B (ICC)

In this paper, we present our system description for the @oR012 coreference resolution
task on English, Chinese and Arabic. We investigate a piojetased model in which we first
translate Chinese and Arabic into English, run a publiclgilable coreference system, and then
use a new projection algorithm to map the coreferring estiback from English into mention
candidates detected in the Chinese and Arabic source. Wegaterto a baseline that just runs the
English coreference system on the supplied parses for &himed Arabic. Because our method
does not beat the baseline system on the development setibwet©utputs generated by the
baseline system as our final submission.

A Mixed Deterministic Model for Coreference Resolution
Bo Yuan, Qingcai Chen, Yang Xiang, Xiaolong Wang, LipingZ&gagjian Liu, Meng Liao, and
Xianbo Si
Friday 2:00pm-3:30pm — 202 B (ICC)
This paper presents a mixed deterministic model for coeefs resolution in CoNLL-2012
shared task. We separated the two main stages of our modetiomeletection and corefer-
ence resolution, into several sub-tasks which would beesioby machine learning method and
deterministic rules based on multi-filters, such as lexisghtactic, semantic, gender and num-
ber information. We participated in the closed track of Estghnd Chinese, and also submitted
an open result of Chinese using tools to generate the reljféetures. Finally we reached the
average F1 scores 58.68, 66.46 and 66.38 on English closedXhinese closed and open tasks.

Simple Maximum Entropy Models for Multilingual Coreferenc e Resolution
Xinxin Li, Xuan Wang, and Xingwei Liao
Friday 2:00pm-3:30pm — 202 B (ICC)

This paper describes our system participating in the Col80L2 shared task: “Modeling Multi-
lingual Unrestricted Coreference in Ontonotes”. Maximurir@py models are used for our sys-
tem as classifiers to determine the coreference relatiphgtiveen every two mentions (usually
noun phrases and pronouns) in each document. We exploitesiital, syntactic and semantic
features for the system, and the final features are selested a greedy forward and backward
strategy from an initial feature set. Our system parti@gdah the closed track for both English
and Chinese languages.

UBIU for Multilingual Coreference Resolution in OntoNotes
Desislava Zhekova, Sandra Kibler, Joshua Bonner, Marwan&agand Yu-Yin Hsu
Friday 2:00pm-3:30pm — 202 B (ICC)
The current work presents the participation of UBIU (Zhekawnd Kiibler, 2010) in the CoNLL-
2012 Shared Task: Modeling Multilingual Unrestricted Gerence in OntoNotes (Pradhan et
al., 2012). Our system deals with all three languages: Ardthinese and English. The system
results show that UBIU works reliably across all three laaggs, reaching an average score of
40.57 for Arabic, 46.12 for Chinese, and 48.70 for Englishr. Arabic and Chinese, the system
produces high precision, while for English, precision aechil are balanced, which leads to the
highest results across languages.

Chinese Coreference Resolution via Ordered Filtering
Xiaotian Zhang, Chunyang Wu, and Hai Zhao
Friday 2:00pm-3:30pm — 202 B (ICC)
We in this paper present the model for our participation (BCM the CoNLL-2012 Shared
Task. This paper describes a pure rule-based method, whsdmdbles different filters in a
proper order. Different filters handle different situascand the filtering strategies are designed
manually. These filters are assigned to different ordersd from general to special cases. We
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participated in the Chinese and English closed tracksesico#.21 and 59.24 respectively.

A Multigraph Model for Coreference Resolution
Sebastian Martschat, Jie Cai, Samuel Broscheit, Eva MdgdeMaydt, and Michael Strube
Friday 2:00pm-3:30pm — 202 B (ICC)

This paper presents HITS’ coreference resolution systetnprticipated in the CoNLL-2012
shared task on multilingual unrestricted coreferenceluéisa. Our system employs a simple
multigraph representation of the relation between meationa document, where the nodes
correspond to mentions and the edges correspond to reddieiwveen the mentions. Entities are
obtained via greedy clustering. We participated in theediadmsks for English and Chinese. Our
system ranked second in the English closed task.

Incorporating Rule-based and Statistic-based Techniquefr Coreference Resolution
Ruifeng Xu, Jun Xu, Jie Liu, Chengxiang Liu, Chengtian ZauQui, Yanzhen Zheng, and
Peng Qu
Friday 2:00pm-3:30pm — 202 B (ICC)

This paper describes a coreference resolution system folLCQ012 shared task developed by
HLT_HITSZ group, which incorporates rule-based and dtaetlsased techniques. The system
performs coreference resolution through the mention gagsdication and linking. For each
detected mention pairs in the text, a Decision Tree (DT) d&aeary classifier is applied to de-
termine whether they form a coreference. This classifieriparates 51 and 61 selected features
for English and Chinese, respectively. Meanwhile, a raleddl classifier is applied to recog-
nize some specific types of coreference, especially thewitedong distances. The outputs of
these two classifiers are merged. Next, the recognizedererefes are linked to generate the
final coreference chain. This system is evaluated on EnglishChinese sides (Closed Track),
respectively. It achieves 0.5861 and 0.6003 F1 score ondhelapment data of English and
Chinese, respectively. As for the test dataset, the adhiBdescores are 0.5749 and 0.6508,
respectively. This encouraging performance shows thetefémess of our proposed coreference
resolution system.

lllinois-Coref: The Ul System in the CoNLL-2012 Shared Task
Kai-Wei Chang, Rajhans Samdani, Alla Rozovskaya, Mark Sssnand Dan Roth
Friday 2:00pm-3:30pm — 202 B (ICC)

The CoNLL-2012 shared task is an extension of the last yearsference task. We participated
in the closed track of the shared tasks in both years. In tpep we present the improvements
of lllinois-Coref system from last year. We focus on imprayimention detection and pronoun
coreference resolution, and present a new learning prbotoEbese new strategies boost the
performance of the system by 5development set.

System paper for CoNLL-2012 shared task: Hybrid Rule-basedhlgorithm for
Coreference Resolution.
Heming Shou and Hai Zhao
Friday 2:00pm-3:30pm — 202 B (ICC)
My submission for the system paper, still needed to be mabiifirel updated before the Camera
Ready deadline.

Update on June 7, 2012:

1. Corrected lots of grammatical errors. 2. Supplement@érm@xent results on development
set and corrected the result since the submission for dawvelot set got the wrong version. 3.
Add citation for this shared task. 4. Seriously consideratieice of reviewers and give some
detailed explanation.

Update on June 13, 2012: Finish final submission with copyiiigformation.
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CoNLL Shared Task Paper Abstracts

BART goes multilingual: The UniTN / Essex submission to the GNLL-2012 Shared Task
Olga Uryupina, Alessandro Moschitti, and Massimo Poesio

Friday 2:00pm-3:30pm — 202 B (ICC)
This paper describes the UniTN/Essex submission to the CePll12 Shared Task on the Mul-
tilingual Coreference Resolution. We have extended oufl Zdbmission, based on BART, to
cover two additional languages, Arabic and Chinese. Thiep#ocuses on adapting BART to
new languages, discussing the problems we have encourtedetie solutions adopted. In par-
ticular, we propose a novel entity-mention detection atgor that might help identify nominal
mentions in an unknown language. We also discuss the impaesse linguistic information on
the overall performance level of our coreference resatusigstem.

Learning to Model Multilingual Unrestricted Coreference in OntoNotes
Baoli Li
Friday 2:00pm-3:30pm — 202 B (ICC)

Coreference resolution, which aims at correctly linkingamiegful expressions in text, is a much
challenging problem in Natural Language Processing conitjaurhis paper describes the mul-
tilingual coreference modeling system of Web Informationd@ssing Group, Henan University
of Technology, China, for the CoNLL-2012 shared task (daiosack). The system takes a super-
vised learning strategy, and consists of two cascaded coempsx one for detecting mentions,
and the other for clustering mentions. To make the systerticapte for multiple languages,
generic syntactic and semantic features are used to modskoence in text. The system ob-
tained combined official score 42.32 over three languageahi8, Chinese, and English) and
ranked 7th among the 15 systems in the closed track.
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Workshops

Overview

2-day Workshops: July 12-13, 2012

The LAW VI The 6th Linguistic Annotation Workshop 301 (ICC)
Chairs: Nancy Ide, Fei Xia

1-day Workshops: July 12, 2012

p. 206

W 9:

SP-Sem-MRL2012Parsing and Semantic Processing of 401 A (ICC)
Morphologically Rich Languages 2012

Chairs: Marianna Apidianaki, ldo Dagan, Jennifer Foster,

Yuval Marton, Djamé Seddah, Reut Tsarfaty

SMIAE 2012 Speech and Multimodal Interaction in 401 B (ICC)
Assistive Environments

Chairs: Dimitra Anastasiou, Desislava Zhekova, Cui Jian,

Robert Ross

: WASSA20123rd Workshop on Computational Approache802 (ICC)

to Subjectivity and Sentiment Analysis

Chairs: Alexandra Balahur, Andres Montoyo, Patricio

Martinez-Barco, Ester Boldrini

SSST-6 Sixth Workshop on Syntax, Semantics and Structd€® A (ICC)
in Statistical Translation

Chairs: Marine Carpuat, Lucia Specia, Dekai Wu

W 10: DSSD- Detecting Structure in Scholarly Discourse 402 B (ICC)

Chairs: Sophia Ananiadou, Antal van den Bosch, Agnes
Sandor, Hagit Shatkay, Anita de Waard

W 11: NEWS2012 4th Named Entities Workshop 400 (ICC)

Chairs: Min Zhang, A Kumaran, Haizhou Li

p. 203

p. 205

p. 209

p.217

p. 220
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1-day Workshops: July 13, 2012

W 5:

W 6:

ExProM- Extra-propositional Aspects of Meaning in 402 A (ICC)
Computational Linguistics
Chairs: Roser Morante, Caroline Sporleder

MM - Multilingual Modeling 402 B (ICC)
Chairs: Jagadeesh Jagarlamudi, Sujith Ravi, Xiaojun Wan,

Hal Daume Il

The People’s Web meets NEEollaboratively Constructed 401 A (ICC)
Semantic Resources and their Applications to NLP

Chairs: Iryna Gurevych, Nicoletta Calzolari Zamorani, diun

Kim

TextGraphs-# Graph-based Methods for Natural Languagé01 B (ICC)
Processing

Chairs: Ahmed Hassan, Gaél Dias, Irina Matveeva

p.211

p.213

p.215

p.216
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Thursday, July 12, 2012

Workshop 1:

SP-Sem-MRL2012Parsing and Semantic Processing
of Morphologically Rich Languages 2012

Thursday, July 12

Venue: 401 A (ICC)

Workshop Program

Thursday, July 12, 2012

(08:50-10:05)Session 1: Opening Session

08:50-09:05 Statistical Parsing and Semantic ProcesdingRis: Overview of the
workshop by Reut Tsarfaty

09:05-10:05 Invited Talk (1) by Ivan Titov

(10:05-10:30)Session 2: Syntactic Parsing of MRLs (1)

10:05-10:30 Probabilistic Lexical Generalization forale Dependency Parsing
Enrique Henestroza Anguiano and Marie Candito

10:30-11:00Coffee Break

(11:00-12:25)Session 3: Semantic Processing of MRLs

11:00-11:25 Supervised Learning of German Qualia Relation
Yannick Versley

11:25-11:40 Building an Arabic Multiword Expressions Reipary
Abdelati Hawwari, Kfir Bar, and Mona Diab

11:40-11:55 Unsupervised frame based Semantic Role indueipplication to French
and English
Alejandra Lorenzo and Christophe Cerisara

11:55-12:10 Using Synthetic Compounds for Word Sense iDigtation
Yannick Versley and Verena Henrich

12:10-12:25 Machine Learning of Syntactic Attachment fidorphosyntactic and
Semantic Co-occurrence Statistics
Szymon Acedanski, Adam Slaski, and Adam Przepidérkowski

12:30-14:00Lunch Break
(14:00-15:30)Session 4: Syntactic Parsing of MRLs (Il)
14:00-15:00Invited Talk (1) by Mark Steedman

15:00-15:15 Combining Rule-Based and Statistical Syictéetalyzers
lakes Goenaga, Koldobika Gojenola, Maria Jesus Aranzabe,
Arantza Diaz de llarraza, and Kepa Bengoetxea

15:15-15:30 Statistical Parsing of Spanish and Data Dilieanmatization
Joseph Le Roux, Benoit Sagot, and Djamél Seddah

15:30-16:00Coffee Break
(16:00-17:30)Session 5: Syntactic Parsing of MRLs (lIl)
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Workshops

16:00-16:25 Assigning Deep Lexical Types Using Struct@&ssifier Features for
Grammatical Dependencies
Jodo Silva and Anténio Branco
16:25-16:40 Using an SVM Ensemble System for Improved TBmjglendency Parsing
Nathan Green, Loganathan Ramasamy, and Zdeng&k Zabokrtsky
16:40-17:05 Korean Treebank Transformation for Parsenifig
DongHyun Choi, Jungyeul Park, and Key-Sun Choi
17:05-17:30 Generative Constituent Parsing and Discdtiviea Dependency
Reranking: Experiments on English and French
Joseph Le Roux, Benoit Favre, Alexis Nasr, and
Seyed Abolghasem Mirroshandel

17:30-17:40Short Break

(17:40-18:20)Session 6: Closing Session
17:40-18:10Panel: Disclosing the SPMRL 2013 Shared Task
18:10-18:20Concluding Remarks by Reut Tsarfaty
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Thursday, July 12, 2012

Workshop 2:

SMIAE 2012 Speech and Multimodal Interaction in
Assistive Environments

Thursday, July 12

Venue: 401 B (ICC)

Workshop Program
Thursday, July 12, 2012

Session 1: Session
9:00-9:10Welcome and Introduction

9:10-10:00Keynote: Robots that can learn new words and their grounded rean-
ings through dialogues. Mikio Nakano

Session la: Session
10:00-10:30 Multimodal Human-Machine Interaction for\Bez Robots in Home-Care
Environments
Stefan Goetze, Sven Fischer, Niko Moritz, Jens-E. Appell, a
Frank Wallhoff

10:30-11:00Coffee Break

Session 1b: Session
11:00-11:30 Integration of Multimodal Interaction as Assice in Virtual
Environments
Kiran Pala, Ram Naresh, Sachin Joshi, and Suryakanth V Gametty
11:30-12:00 Toward a Virtual Assistant for Vulnerable Ws®&esigning Careful
Interaction
Ramin Yaghoubzadeh and Stefan Kopp
12:00-12:30 Speech and Gesture Interaction in an Ambiesisiesl Living Lab
Dimitra Anastasiou, Cui Jian, and Desislava Zhekova

12:30-14:00Lunch Break

Session 1c: Session

14:00-14:30 Reduction of Non-stationary Noise for a Rabbiiing Assistant using
Sparse Non-negative Matrix Factorization
Benjamin Cauchi, Stefan Goetze, and Simon Doclo

14:30-15:00 Towards a Self-Learning Assistive Vocal ffaiee: Vocabulary and
Grammar Learning
Janneke van de Loo, Jort F. Gemmeke, Guy De Pauw, Joris Driese
Hugo Van hamme, and Walter Daelemans

15:00-15:30 A Bengali Speech Synthesizer on Android OS
Sankar Mukherjee and Shyamal Kumar Das Mandal

15:30-16:00Coffee Break

16:00-17:30Discussion and Conclusion
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Workshops

Workshop 3:
The LAW VI:The 6th Linguistic Annotation Workshop

July 12-13

Venue: 301 (ICC)

Workshop Program

Thursday, July 12, 2012

8:45-9:00 Opening Remarks
Invited talk

9:00-9:35 The Role of Linguistic Models and Language Antiariain Feature
Selection for Machine Learning
James Pustejovsky

Special Session: The LAW Challenge
9:35-9:40Presentation of LAW Challenge Award

9:40-10:05 Who Did What to Whom? A Contrastive Study of SgtatzBemantic
Dependencies
Angelina Ilvanova, Stephan Oepen, Lilja @vrelid, and DawcHtiger
10:05-10:30 Prague Markup Language Framework
Jirka Hana and Jan Stépanek

10:30-11:00Morning coffee break
Paper Session 1

11:00-11:25 Exploiting naive vs expert discourse anrmtatian experiment using
lexical cohesion to predict Elaboration / Entity-Elaba@atconfusions
Clémentine Adam and Marianne Vergez-Couret

11:25-11:50 Pair Annotation: Adaption of Pair Programntm@orpus Annotation
Isin Demirsahin, lhsan Yalcinkaya, and Deniz Zeyrek

11:50-12:15 Structured Named Entities in two distinct p@spora: Contemporary
Broadcast News and Old Newspapers
Sophie Rosset, Cyril Grouin, Karén Fort, Olivier Galibeitliette Kahn,
and Pierre Zweigenbaum

12:15-12:40 Intra-Chunk Dependency Annotation : Expapéimdi Inter-Chunk
Annotated Treebank
Prudhvi Kosaraju, Bharat Ram Ambati, Samar Husain,
Dipti Misra Sharma, and Rajeev Sangal

12:40-14:15Lunch
Paper Session 2

14:15-14:40 A Model for Linguistic Resource Description
Nancy Ide and Keith Suderman
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July 12-13, 2012

14:40-15:05 A GrAF-compliant Indonesian Speech RecagniiVeb Service on the
Language Grid for Transcription Crowdsourcing
Bayu Distiawan and Ruli Manurung

15:05-15:30 Towards Adaptation of Linguistic Annotati@asScholarly Annotation
Formalisms on the Semantic Web
Karin Verspoor and Kevin Livingston

15:30-16:00Afternoon coffee break
Paper Session 3

16:00-16:25 Intonosyntactic Data Structures: The Rhapsbt@ebank of Spoken
French
Kim Gerdes, Sylvain Kahane, Anne Lacheret, Paola Pietandred
Arthur Truong

16:25-16:50 Annotation Schemes to Encode Domain Knowl@ddtedical Narratives
Wilson McCoy, Cecilia Ovesdotter Alm, Cara Calvelli, Ruileff B. Pelz,
Pengcheng Shi, and Anne Haake

16:50-17:15 Usability Recommendations for Annotationl3oo
Manuel Burghardt

17:15-17:30SIGANN business meeting

Friday, July 13, 2012

(9:00-10:05am)Poster Session

e Search Result Diversification Methods to Assist Lexicobeap
Lars Borin, Markus Forsberg, Karin Friberg Heppin, Richaldhansson,
and Annika Kjellandsson

o Simultaneous error detection at two levels of syntacticotation
Adam Przepi6rkowski and MichatLenart

e Exploring Temporal Vagueness with Mechanical Turk
Yuping Zhou and Nianwen Xue

e Developing Learner Corpus Annotation for Korean PartidloB
Sun-Hee Lee, Markus Dickinson, and Ross Israel

e Annotating Archaeological Texts: An Example of Domain-8fie
Annotation in the Humanities
Francesca Bonin, Fabio Cavulli, Aronne Noriller, MassimoeBio, and
Egon W. Stemle

e Annotating Preferences in Chats for Strategic Games
Anais Cadilhac, Nicholas Asher, and Farah Benamara

o Morpheme Segmentation in the METU-Sabanci Turkish Treleban
Ruket Cakici

e AlVisAE: a collaborative Web text annotation editor for kviedge
acquisition
Frédéric Papazian, Robert Bossy, and Claire Nédellec

e CSAF - a community-sourcing annotation framework
Jin-Dong Kim and Yue Wang

Paper Session 4

10:05-10:30 Dependency Treebank of Urdu and its Evaluation
Riyaz Ahmad Bhat and Dr. Dipti Misra Sharma

10:30-11:30: Morning coffee break
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Paper Session 5

11:00-11:25 Annotating Coordination in the Penn Treebank
Wolfgang Maier, Sandra Kubler, Erhard Hinrichs, and Juliailanek
11:25-11:50 Annotating Particle Realization and Ellipsi&orean
Sun-Hee Lee and Jae-Young Song
11:50-12:15 Annotation of Adversarial and Collegial Sbéietions in Discourse
David Bracewell, Marc Tomlinson, Mary Brunson, Jesse Plgma
Jiajun Bracewell, and Daniel Boerger

12:15-12:30Closing
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Thursday, July 12, 2012

Workshop 4:

WASSA20123rd Workshop on Computational
Approaches to Subjectivity and Sentiment Analysis

Thursday, July 12

Venue: 302 (ICC)
Workshop Program

Thursday July 12, 2012

(8:30) Opening Remarks
(8:40) Invited talk (1): Prof. Dr. Rada Mihalcea

e Multimodal Sentiment Analysis
Rada Mihalcea

(9:35) Invited talk (II): Prof. Dr. Janyce Wiebe

e Subjectivity Word Sense Disambiguation
Janyce Wiebe

(10:30) Break
(11:00) Session 1: Subjectivity and Sentiment Analysis in Social Mia

o Random Walk Weighting over SentiWordNet for Sentiment Rigla
Detection on Twitter
Arturo Montejo-Réez, Eugenio Martinez-Camara,
M. Teresa Martin-Valdivia, and L. Alfonso Urefia L6pez

e Mining Sentiments from Tweets
Akshat Bakliwal, Piyush Arora, Senthil Madhappan, Nikhelpke,
Mukesh Singh, and Vasudeva Varma

e SAMAR: A System for Subjectivity and Sentiment Analysis alhic
Social Media
Muhammad Abdul-Mageed, Sandra Kuebler, and Mona Diab

(12:30) Lunch Break
(13:30) Session 2: Affect Detection and Classification (1)

e Opinum: statistical sentiment analysis for opinion clésation
Boyan Bonev, Gema Ramirez Sanchez, and Sergio Ortiz Rojas

e Sentimantics: Conceptual Spaces for Lexical SentimerarRpl
Representation with Contextuality
Amitava Das and Gamback Bjérn

e Analysis of Travel Review Data from Reader’s Point of View
Maya Ando and Shun Ishizaki

e Multilingual Sentiment Analysis using Machine Translato
Alexandra Balahur and Marco Turchi

(15:30) Break
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(16:00) Session 3: Affect Detection and Classification (Il)

e Unifying Local and Global Agreement and Disagreement @figasion in
Online Debates
Jie Yin, Nalin Narang, Paul Thomas, and Cecile Paris

e Prior versus Contextual Emotion of a Word in a Sentence
Diman Ghazi, Diana Inkpen, and Stan Szpakowicz

e Cross-discourse Development of Supervised Sentimenty8isah the
Clinical Domain
Phillip Smith and Mark Lee

e POLITICAL-ADS: An annotated corpus for modeling eventdev
evaluativity
Kevin Reschke and Pranav Anand

(17:30) Session 4: Applications of Subjectivity and Sentiment Analsis

e Automatically Annotating A Five-Billion-Word Corpus of ganese Blogs
for Affect and Sentiment Analysis
Michal Ptaszynski, Rafal Rzepka, Kenji Araki, and Yoshiondachi

e How to Evaluate Opinionated Keyphrase Extraction?
Gébor Berend and Veronika Vincze

e Semantic frames as an anchor representation for sentimalysés
Josef Ruppenhofer and Ines Rehbein

e On the Impact of Sentiment and Emotion Based Features irciirage
Online Sexual Predators
Dasha Bogdanova, Paolo Rosso, and Thamar Solorio
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Friday, July 13, 2012

Workshop 5:

ExProM: Extra-propositional aspects of meaning in
computational linguistics

Friday, July 13

Venue: 402 A (ICC)

Workshop Program

Friday July 13, 2012

8:45 Welcome
Morning session

9:00 Disfluencies as Extra-Propositional Indicators of i@thge Processing
Kathryn Womack, Wilson McCoy, Cecilia Ovesdotter Alm, Gaadvelli,
Jeff B. Pelz, Pengcheng Shi, and Anne Haake

9:30 How do Negation and Modality Impact on Opinions?
Farah Benamara, Baptiste Chardon, Yannick Mathieu, Vladitapescu,
and Nicholas Asher

10:00 Linking Uncertainty in Physicians’ Narratives to Biestic Correctness

Wilson McCoy, Cecilia Ovesdotter Alm, Cara Calvelli, JeffF8lz,
Pengcheng Shi, and Anne Haake

10:30 Coffee break

11:00 Factuality Detection on the Cheap: Inferring Fadtyiébr Increased
Precision in Detecting Negated Events
Erik Velldal and Jonathon Read

11:30 Improving Speculative Language Detection using uistic Knowledge
Guillermo Moncecchi, Jean-Luc Minel, and Dina Wonsever

12:00 Bridging the Gap Between Scope-based and Event-based
Negation/Speculation Annotations: A Bridge Not Too Far
Pontus Stenetorp, Sampo Pyysalo, Tomoko Ohta, Sophiagimniand
Jun’ichi Tsujii

12:30 Lunch
Afternoon session

14:00 PASCAL2 Invited talk by Bonnie Webber: Alternatives and Extra-
Propositional Meaning

15:00 Statistical Modality Tagging from Rule-based Antiotas and
Crowdsourcing
Vinodkumar Prabhakaran, Michael Bloodgood, Mona Diab, BerDorr,
Lori Levin, Christine D. Piatko, Owen Rambow, and Benjanan Burme

15:30 Coffee break

16:00 Annotating the Focus of Negation in terms of Questidnder Discussion
Pranav Anand and Craig Martell
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16:30 Hedge Detection as a Lens on Framing in the GMO DebatBssition
Paper
Eunsol Choi, Chenhao Tan, Lillian Lee,
Cristian Danescu-Niculescu-Mizil, and Jennifer Spindel
17:00 Recognizing Arguing Subjectivity and Argument Tags
Alexander Conrad, Janyce Wiebe, and Rebecca Hwa

17:30 Discussion
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Friday, July 13, 2012

Workshop 6:
MM: Multilingual Modeling

Friday, July 13

Venue: 402 B (ICC)
Workshop Program

Friday, July 13, 2012

9:00 Invited Talk by Reinhard Rapp

9:40 Implementing a Language-Independent MT Methodology
Sokratis Sofianopoulos, Marina Vassiliou, and George Tandinis

10:05 Bilingual Lexicon Extraction from Comparable Corpora Using Label
Propagation
Akihiro Tamura, Taro Watanabe and Eiichiro Sumita (Invikper)
10:30 Coffee break
11:00 Invited Talk by Benjamin Snyder

11:40 The Study of Effect of Length in Morphological Segnagion of
Agglutinative Languages 5
Loganathan Ramasamy, Zdenék Zabokrtsky, and Sowmy#aVajja

12:05 Unsupervised Structure Prediction with Non-Parallel Multilingual
Guidance

Shay B. Cohen, Dipanjan Das and Noah A. Smith (Invited Paper)
12:30 Lunch break
2:00 Invited Talk by Slav Petrov

2:40 Language Independent Named Entity IdentificationgugWikipedia
Mahathi Bhagavatula, Santosh GSK, and Vasudeva Varma

3:05 Cross-Lingual Parse Disambiguation based on Semantic Coespon-
dence

Lea Frermann and Francis Bond (Invited Paper)
3:30 Coffee break

4:00 Learning Discriminative Projections for Text Similarity M easures

Wen-tau Yih, Kristina Toutanova, John Platt, and Chris Mékkited
Paper)

4:25 Untangling the Cross-Lingual Link Structure of Wikipedia

Gerard de Melo and Gerhard Weikum (Invited Paper)
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4:50 A Comparable Corpus Based on Aligned Multilingual Qug@es
Roger Granada, Lucelene Lopes, Carlos Ramisch, Cassiafimoj
Renata Vieira, and Aline Villavicencio

5:15 Discussion
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Friday, July 13, 2012

Workshop 7:

The People’s Web meets NL®ollaboratively

Constructed Semantic Resources and their
Applications to NLP

Friday, July 13

Venue: 401 A (ICC)

Workshop Program

Friday July 13, 2012

09:15-09:300pening remarks

09:35-10:05 Sentiment Analysis Using a Novel Human Contjmutdsame
Claudiu Cristian Musat, Alireza Ghasemi, and Boi Faltings

10:10-10:30 A Serious Game for Building a Portuguese Lé&8eaantic Network
Mathieu Mangeot and Carlos Ramisch

10:30-11:00Coffee break

11:00-11:20 Collaboratively Building Language Resousgke Localising the Web
Asanka Wasala, Reinhard Schéler, Ruvan Weerasinghe, arsl E3tion

11:25-12:30Invited talk: Phrase Detectives: The First Three Years by Masimo
Poesio

12:30-14:00Lunch break

14:00-14:30 Resolving Task Specification and Path Inctemsig in Taxonomy
Construction
Hui Yang

14:35-14:55 EAGER: Extending Automatically GazetteersHotity Recognition
Omer Farukhan Gunes, Tim Furche, Christian SchallhartsJeehmann,
and Axel-Cyrille Ngonga Ngomo

15:00-15:30 Extracting Context-Rich Entailment Rulesrfivikipedia Revision
History
Elena Cabrio, Bernardo Magnini, and Angelina lvanova

15:30-16:00Coffee break
16:00-17:00Panel discussion: Collaboratively Looking Ahead: How to M&e

Sustainable Goods out of Collaboratively Constructed Senmdic Re-
sources?
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Workshop 8:

TextGraphs-7Graph-based Methods for Natural
Language Processing

Friday, July 13

Venue: 401 B (ICC)

Workshop Program

Friday July 13, 2012

8:45 Opening Remarks
9:00 Session 1
9:00 Invited Talk by Rada Mihalcea and Dragomir Radev

10:05 A New Parametric Estimation Method for Graph-baseag€ting
Javid Ebrahimi and Mohammad Saniee Abadeh

10:30 Coffee Break
11:00 Session 2

11:00 Extracting Signed Social Networks from Text
Ahmed Hassan, Amjad Abu-Jbara, and Dragomir Radev

11:25 Using Link Analysis to Discover Interesting Messa§psead Across
Twitter
Min-Chul Yang, Jung-Tae Lee, and Hae-Chang Rim

11:50 Graph Based Similarity Measures for Synonym Exiadtiom Parsed
Text
Einat Minkov and William Cohen

12:15 Lunch Break

14:00 Semantic Relatedness for Biomedical Word Sense Digaiation
Kiem-Hieu Nguyen and Cheol-Young Ock

14:25 Identifying Untyped Relation Mentions in a Corpusagivan Ontology
Gabor Melli

14:50 Cause-Effect Relation Learning
Zornitsa Kozareva

15:30 Coffee Break
16:00 Session 3

16:00 Bringing the Associative Ability to Social Tag Recoemdation
Miao Fan, Yingnan Xiao, and Qiang Zhou

16:25 Closing Session

216



Thursday, July 12, 2012

Workshop 9:

SSST-6Sixth Workshop on Syntax, Semantics and
Structure in Statistical Translation

Thursday, July 12

Venue: 402 A (ICC)

Workshop Program
Thursday, July 12, 2012

8:45-9:00 Opening remarks

Session 1: Source language modeling
9:00-9:30 WSD for n-best reranking and local language niogléh SMT
Marianna Apidianaki, Guillaume Wisniewski, Artem Sokolov
Aurélien Max, and Frangois Yvon
9:30-10:00 Linguistically-Enriched Models for BulgaritmEnglish Machine

Translation
Rui Wang, Petya Osenova, and Kiril Simov

10:00-10:30 Enriching Parallel Corpora for Statisticaldkliae Translation with
Semantic Negation Rephrasing
Dominikus Wetzel and Francis Bond

10:30-11:00Coffee break

Session 2: MT output evaluation and processing
11:00-11:30 Towards a Predicate-Argument Evaluation for M
Ondrej Bojar and Dekai Wu
11:30-12:00 Using Parallel Features in Parsing of Machiaaslated Sentences for
Correction of Grammatical Errors
Rudolf Rosa, Ondfej DuSek, David Marecek, and Martin Pope
12:00-12:30 Unsupervised vs. supervised weight estim&biosemantic MT
evaluation metrics
Chi-kiu Lo and Dekai Wu

12:30-2:00Lunch

Session 3: Semantic dependencies

2:00-2:30 Head Finalization Reordering for Chinese-fmadase Machine
Translation
Dan Han, Katsuhito Sudoh, Xianchao Wu, Kevin Duh, Hajimekada,
and Masaaki Nagata

2:30-3:00 Extracting Semantic Transfer Rules from Pdr@depora with SMT
Phrase Aligners
Petter Haugereid and Francis Bond

3:00-3:30 Towards Probabilistic Acceptors and TransdufmerFeature Structures
Daniel Quernheim and Kevin Knight

Session 4: Poster session at Coffee break

3:30-4:00 Using Domain-specific and Collaborative Resesifor Term Translation
Mihael Arcan, Christian Federmann, and Paul Buitelaar
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3:30—4:00 Improving Statistical Machine Translation tigb co-joining parts of
verbal constructs in English-Hindi translation
Karunesh Kumar Arora and R. Mahesh K. Sinha

3:30-4:00 Application of Clause Alignment for Statistid4hchine Translation
Svetla Koeva, Svetlozara Leseva, Ivelina Stoyanova,fRd3itkova,
Angel Genov, Borislav Rizov, Tsvetana Dimitrova,
Ekaterina Tarpomanova, and Hristina Kukova

3:30—4:00 Zero Pronoun Resolution can Improve the Quafi¢® Translation
Hirotoshi Taira, Katsuhito Sudoh, and Masaaki Nagata

4:00-5:00Panel
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Thursday, July 12, 2012

Workshop 10:
DSSD:Detecting Structure in Scholarly Discourse

Thursday, July 12

Venue: 402 B (ICC)

Workshop Program

Thursday, July 12, 2012

Session 1: Exploiting Discourse Structure

9:00-9:45 Identifying Comparative Claim Sentences in-frakt Scientific Articles
Dae Hoon Park and Catherine Blake
9:45-10:30 ldentifying Claimed Knowledge Updates in Bialinal Research Articles
Agnes Sandor and Anita de Waard

10:30-11:00Coffee Break

Session 2: Detecting Discourse Elements
11:00-11:45 Detection of Implicit Citations for Sentim@&ustection
Awais Athar and Simone Teufel
11:45-12:30 Open-domain Anatomical Entity Mention Detect
Tomoko Ohta, Sampo Pyysalo, Jun’ichi Tsujii, and Sophianeaou

12:30-2:00Lunch

Session 3: Taxonomies and Annotation

2:00-2:45 A three-way perspective on scientific discoursoation for knowledge
extraction
Maria Liakata, Paul Thompson, Anita de Waard, Raheel Nawaz,
Henk Pander Maat, and Sophia Ananiadou

2:45-3:30 Epistemic Modality and Knowledge AttributionSuientific Discourse: A
Taxonomy of Types and Overview of Features
Anita de Waard and Henk Pander Maat

3:30-4:00 Coffee Break

4:00-5:00Discussion between the authors on detecting and using disase struc-
ture for scholarly text

5:00-5:30Wrapup and close
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Workshop 11.:
NEWS20124th Named Entities Workshop

Thursday, July 12

Venue: 400 (ICC)

Workshop Program

Thursday, July 12, 2012

9:00-9:100pening Remarks by Min Zhang, Haizhou Li, A Kumaran and Ming
Liu
e Whitepaper of NEWS 2012 Shared Task on Machine Transliterat
Min Zhang, Haizhou Li, A Kumaran, and Ming Liu

e Report of NEWS 2012 Machine Transliteration Shared Task
Min Zhang, Haizhou Li, A Kumaran, and Ming Liu

9:10-10:30Session 1: Research Papers

09:10-09:35 Accurate Unsupervised Joint Named-Entitydetibn from Unaligned
Parallel Text
Robert Munro and Christopher D. Manning

09:35-10:00 Automatically generated NE tagged corpor&fglish and Hungarian
Eszter Simon and David Mark Nemeskey

10:00-10:25 Latent Semantic Transliteration using DietMixture
Masato Hagiwara and Satoshi Sekine

10:30-11:00Morning Break
11:00-12:30Session 2: System Papers 1

11:00-11:25 Rescoring a Phrase-based Machine Transbte@ystem with Recurrent
Neural Network Language Models
Andrew Finch, Paul Dixon, and Eiichiro Sumita

11:25-11:50 Syllable-based Machine Transliteration &itkra Phrase Features
Chunyue Zhang, Tingting Li, and Tiejun Zhao

11:50-12:15 English-Korean Named Entity Transliteratitsing Substring Alignment
and Re-ranking Methods
Chun-Kai Wu, Yu-Chun Wang, and Richard Tzong-Han Tsai

12:15-13:45Lunch Break
13:45-15:30Session 3: System Papers 2

13:45-14:10 Applying mpaligner to Machine Transliteratisith Japanese-Specific
Heuristics
Yoh Okuno

14:10-14:35 Transliteration by Sequence Labeling withit@tEncodings and
Reranking
Waleed Ammar, Chris Dyer, and Noah Smith

14:35-15:00 Transliteration Experiments on Chinese aradbi&sr
Grzegorz Kondrak, Xingkai Li, and Mohammad Salameh

220



Thursday, July 12, 2012

15:00-15:25 Cost-benefit Analysis of Two-Stage ConditiGt@ndom Fields based
English-to-Chinese Machine Transliteration
Chan-Hung Kuo, Shih-Hung Liu, Mike Tian-Jian Jiang, Chéfigi Lee,
and Wen-Lian Hsu

15:25-15:30Closing
15:30-16:00Afternoon Break
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