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A Tasks

Overview. The goal of syntactic chunking is to divide a sentence into non-overlapping segments (phrases) that consist of syntactically related words. The goal of SRL is to identify semantic arguments for each predicate. For example, consider the following sentence.

\[
\text{The man} \quad \text{kept} \quad \text{a cat}
\]

In syntactic chunking, “The man” and “a cat” are recognized as noun phrases (NP). In SRL, for the predicate “kept”, “The man” is the A0 argument, and “a cat” is the A1 argument. In the following, we give formal descriptions for these tasks.

Syntactic chunking task is denoted as \( X = w_{1:T} \), where \( w_{1:T} = (w_1, w_2, \ldots, w_T) \) is a sentence of \( T \) words. The outputs to predict is a set of labeled spans \( Y = \{ (i, j, r)_k \}_{k=1}^{\left| Y \right|} \).

\[
\text{Input: } X = w_{1:T}\ 
\text{Output: } Y = \{ (i, j, r)_k \}_{k=1}^{\left| Y \right|}
\]

Each labeled span \( (i, j, r)_k \) consists of word indices \( i \) and \( j \) in the sentence and a syntactic (constituent) label \( r \in R^\text{syn} \). For the above example, the input sentence is \( w = (\text{“The”}, \text{“man”}, \text{“kept”}, \text{“a”}, \text{“cat”}) \). The correct labeled span \( \langle 1, 2, \text{NP} \rangle \) indicates that “The man” is a noun phrase (NP) and \( \langle 4, 5, \text{NP} \rangle \) indicates that “a cat” is an NP.

Semantic role labeling. The inputs of the SRL task is denoted as \( X = \{ w_{1:T}, p \} \), where \( w_{1:T} = (w_1, w_2, \ldots, w_T) \) is a sentence of \( T \) words and \( p \) is the target predicate position index. The outputs to predict is a set of labeled spans \( Y = \{ (i, j, r)_k \}_{k=1}^{\left| Y \right|} \).

\[
\text{Input: } X = \{ w_{1:T}, p \}\ 
\text{Output: } Y = \{ (i, j, r)_k \}_{k=1}^{\left| Y \right|}
\]

As a syntactic chunking model, we used a variant of The Reconciled Span Parser (Joshi et al., 2018). As an SRL model, we used a BiLSTM-Span model (Ouchi et al., 2018). These models have a common architecture in part.

The embedding layer. Both chunking and SRL models first encode the inputs as a sequence of vector representations.

\[
x_{1:T} = \text{Emb}(w_{1:T})
\]

The embedding layer (Emb) outputs a sequence of vector representations \( x_{1:T} \) for the input sentence \( w_{1:T} \). For the embedding layer of the syntactic chunking model, a language model (ELMo) \( f^\text{lm} \) outputs a sequence of word representations \( x_{i,\text{word}} \in \mathbb{R}^{d_{\text{word}}} \).

\[
\text{Emb}(w_{1:T}) = f^\text{lm}(w_{1:T}) = x_{1:T,\text{word}}
\]

The embedding layer of the SRL model outputs not only word representations \( x_{i,\text{word}} \) but also pred-
icate mark representations $x^\text{mark}_t \in \mathbb{R}^{d_{\text{mark}}}$.

$$\text{Emb}(w_{1:T}) = x_{1:T},$$
$$x_t = [x^\text{word}_t; x^\text{mark}_t],$$
$$x^\text{word}_{1:T} = f^\text{lm}(w_{1:T}),$$
$$x^\text{mark}_{1:T} = f^\text{mark}(w_{1:T}; p).$$

Each word representation is concatenated with each predicate mark representation $x^\text{mark}_t$ in the same way as He et al. (2017).

**The BiLSTM layer.** The input representation $x_t$ is fed to the BiLSTM layer.\footnote{We used the stacked BiLSTMs in an interleaving fashion (Zhou and Xu, 2015; He et al., 2017). The details can be found in their papers.}

$$h_{1:T} = \text{BiLSTM}(x_{1:T}).$$

The BiLSTM layer outputs a sequence of base feature vectors $h_{1:T}$, each of which is a $d_{\text{hidden}}$-dimensional vector, i.e., $h_t \in \mathbb{R}^{d_{\text{hidden}}}$.

**Span representation.** From the base features $h_{1:T}$ induced by the BiLSTMs in Equation 1, we create the span feature representations,

$$h^\text{span}_{i,j} = [h_i + h_j; h_i - h_j],$$

where the addition and subtraction features of the $i$-th and $j$-th hidden states are concatenated and used as the feature for a span $(i, j)$.

**Labeling for syntactic chunking.** For syntactic chunking, we model normalized distribution over all labels $\mathcal{R}$ for each span $(i, j) \in \mathcal{S}$. Specifically, given a span representation $h^\text{span}_{i,j}$ as input, we first calculate the score for each span $(i, j) \in \mathcal{S}$ with a label $r \in \mathcal{R}$.

$$\text{score}_{i,j,r} = W[r] \cdot h^\text{span}_{i,j}, \quad (1)$$

where $W \in \mathbb{R}^{|\mathcal{R}| \times 2d_{\text{hidden}}}$ has a row vector associated with each label $r$, and $W[r]$ denotes the $r$-th row vector. As the result of the inner product of $W[r]$ and $h^\text{span}_{i,j}$, we obtain the score for a labeled span $(i, j, r)$. Each score is softmaxed over all the labels $r \in \mathcal{R}$.

$$P(r \mid i, j) = \frac{\exp(\text{score}_{i,j,r})}{\sum_{r' \in \mathcal{R}} \exp(\text{score}_{i,j,r'})},$$

To train the parameters, we minimize the negative log-likelihood,

$$\mathcal{L} = \sum_{(X,Y) \in \mathcal{D}} \ell(X, Y),$$
$$\ell(X, Y) = -\sum_{(i,j,r) \in Y} \log P(i, j \mid r),$$

where function $\ell(X, Y)$ is a loss for each sample.

**Labeling for SRL.** For SRL, we model normalized distribution over all possible spans $\mathcal{S}$ for each label $r \in \mathcal{R}$. In the same way as the chunking model, we first calculate the score $\text{score}_{i,j,r}$ (Eq. 1). Then, each score is softmaxed over all the possible spans $(i, j) \in \mathcal{S}$.

$$P(i, j \mid r) = \frac{\exp(\text{score}_{i,j,r})}{\sum_{(i',j',r') \in \mathcal{S}} \exp(\text{score}_{i',j',r'})},$$

To train the parameters, we minimize the negative log-likelihood,

$$\mathcal{L} = \sum_{(X,Y) \in \mathcal{D}} \ell(X, Y),$$
$$\ell(X, Y) = -\sum_{(i,j,r) \in Y} \log P(i, j \mid r),$$

where function $\ell(X, Y)$ is a loss for each sample.

**C Training Details for Language Models**

We used Embeddings from Language Models (ELMo) (Peters et al., 2018), 1024-dimensional vectors ($d_{\text{word}} = 1024$)\footnote{https://allennlp.org/elmo}. We also used the same hyperparameters and training method as Peters et al. (2018).

**Training and fine-tuning of ELMo.** First, we trained ELMo on the 1B billion word benchmark (Chelba et al., 2013). It took about a week on four GPUs. Second, we fine-tuned ELMo on each test set. Because each test set is much smaller than the 1B billion word benchmark corpus, it takes less than an hour. During training of syntactic and semantic models, we freeze the fine-tuned ELMo (not updated it).

**Cross-domain settings.** In cross-domain settings, we first built a fine-tuned ELMo and then built each syntactic and semantic model. Consider the case where $\mathcal{N} \rightarrow \mathcal{B} \mathcal{C}$, i.e., the source domain
is the newswire NW and the target domain is the broadcast conversation BC. We first trained ELMo on the 1B billion word benchmark corpus and fine-tuned it on the BC test set. We then trained syntactic and semantic models that use the fine-tuned ELMo on the NW training set. We selected hyperparameters by using the NW development set. Finally, we evaluated the trained model on the BC test set. In the same way, we conducted training and evaluation for each cross-domain setting.

Standard benchmarks. In standard benchmark settings using the CoNLL-2000/2005/2012 datasets, each model used the ELMo fine-tuned on each test set. Consider the case where the benchmark setting on the CoNLL-2005 dataset. We first trained ELMo on the 1B billion word benchmark corpus and fine-tuned it on the CoNLL-2005 test set. We then trained an SRL model that uses the fine-tuned ELMo on the CoNLL-2005 training set. We selected hyperparameters by using the CoNLL-2005 development set. Finally, we evaluated the trained model on the CoNLL-2005 test set. In the same way, we conducted training and evaluation on the other datasets.

### D Training Details for Syntactic and Semantic Models

<table>
<thead>
<tr>
<th>Name</th>
<th>Value</th>
</tr>
</thead>
<tbody>
<tr>
<td>Word representation</td>
<td>d\text{word} = 1024-dimensional ELMo</td>
</tr>
<tr>
<td>Mark representation</td>
<td>d\text{mark} = 50-dimensional vector</td>
</tr>
<tr>
<td>BiLSTM layers</td>
<td>4</td>
</tr>
<tr>
<td>BiLSTM hidden units</td>
<td>d\text{hidden} = 300 dimensions</td>
</tr>
<tr>
<td>Mini-batch Size</td>
<td>32</td>
</tr>
<tr>
<td>Optimization</td>
<td>Adam</td>
</tr>
<tr>
<td>Learning Rate</td>
<td>0.001</td>
</tr>
<tr>
<td>L2 Regularization</td>
<td>$\lambda = 0.0001$</td>
</tr>
<tr>
<td>Dropout Ratio for BiLSTMs</td>
<td>0.1</td>
</tr>
<tr>
<td>Dropout Ratio for ELMo</td>
<td>0.5</td>
</tr>
</tbody>
</table>

Table 1: Hyperparameters used in the experiments.

Table 1 lists the hyperparameters used in the experiments.

Network setup. As predicate mark representations $x^{\text{mark}}$, we used randomly initialized 50-dimensional vectors ($d^{\text{mark}} = 50$). During training, we updated them. For the BiLSTM layer, we used 4 stacked BiLSTMs (2 forward and 2 backward LSTMs) with 300-dimensional hidden units. Following He et al. (2017), we initialized all the parameter matrices in BiLSTMs with random orthonormal matrices (Saxe et al., 2013). Other parameters were initialized following Glorot and Bengio (2010), and bias parameters were initialized with zero vectors.

Regularization. We applied dropout (Srivastava et al., 2014) to the input vectors of each LSTM with dropout ratio of 0.1 and the ELMo embeddings with dropout ratio of 0.5.

Training. To optimize the parameters, we used Adam (Kingma and Ba, 2014) with $\beta_1 = 0.9$ and $\beta_2 = 0.999$. The learning rate was initialized to 0.001. After training 50 epochs, we halved the learning rate every 25 epochs. Parameter updates were performed in mini-batches of 32. The number of training epochs was set to 100. We saved the parameters that achieve the best F1 score on the development set and evaluated them on the test set. Training the models takes 24 - 48 hours on a single GPU.
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