
A Supplementary Materials for A Neural
Model of Adaptation in Reading

A.1 Language model
We used the model trained by Gulordava et al.
(2018). This model was trained on 90 million
words of English Wikipedia articles. It had two
LSTM layers with 650 hidden units each, 650-
dimensional word embeddings, a learning rate of
20, a dropout rate of 0.2 and a batch size 128, and
was trained for 40 epochs (with early stopping).

A.2 Analysis of reading times
We fit linear mixed-effects models (LMEM) us-
ing the lme4 R package (Bates et al., 2014).
Our largest LMEM contained random intercepts
for items and subjects, and fixed effects and by-
subject random slopes for word length, sentence
position, non-adaptive surprisal from the base
model, and adaptive surprisal. The full LMEM
formula in R notation is as follows:

RT ∼ word length + sentence position
+ non-adaptive surprisal + adap-
tive surprisal + (1|word) + (1 +
word length + sentence position + non-
adaptive surprisal + adaptive surprisal
|subject)

To assess whether a predictor significantly con-
tributes to the model’s fit to the data, we used a
likelihood ratio test comparing an LMEM that in-
cludes that predictor with an LMEM that does not.

A.3 Fine and Jaeger (2016) simulation
We reproduce here the examples of the materials
from the introduction. The critical region (where
surprisal was evaluated to assess adaptation to the
higher probability of reduced relative clauses) is
underlined.

(1) Ambiguous:
The experienced soldiers warned about the
dangers conducted the midnight raid.

(2) Unambiguous:
The experienced soldiers who were warned
about the dangers conducted the midnight raid.

Our replication of their experiment compiled their
80 fillers and 40 critical items into 16 lists (item
orders). Four randomized orderings were unique,
four orderings had the same items in each posi-
tion as the first four but with opposite conditions

Initial 0.002 0.02 0.2 2 20 200
Learning Rate

0

100

200

300

400

500

600

P
e
rp

le
x
it

y

PO Adapted

Shared Vocab
(DO Test)

Shared Syntax
(PO Test)

Figure 1: Learning rate influence over syntactic
and lexical adaptation. The initial non-adaptive
model performance is equivalent to the perfor-
mance when using a learning rate of 0; the learning
rate of 200 resulted in perplexity in the billions.

for each critical item, and each of those eight total
lists were also presented in reverse order, produc-
ing 16 stimulus lists. Each stimulus list contained
an ambiguous or an unambiguous version of each
critical item but not both, and all filler sentences
were present in each list.

A.4 Dative alternation simulation

We repeated the dative DO adaptation experiment
described in the text 10 times, with different crit-
ical items and filler sentences in a randomized
order for each iteration; we report averaged re-
sults and plot the means and standard deviations
in our bar charts. We also conducted similar ex-
periments with the roles of the two constructions
reversed (the adaptation set included PO instead
of DO sentences). The results were very similar to
the DO results we report in the paper (see Figure
1). As in the DO adaptation variant, the model ini-
tially assigns a lower probability to DO construc-
tions which is the reason behind the non-adaptive
model’s different performance on the lexical adap-
tation test set (DO here, PO in the paper) com-
pared with the syntactic adaptation test set (PO
here, DO in the paper). In the PO adapted model,
at the optimal learning rate, lexical adaptation was
sufficient to overcome this syntactic pre-training
bias.
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