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In this supplementary material, we present addi-
tional experimental results. First, we perform an
ablation study, to validate the design choices that
we made. We then perform additional experiments
to check the impact of applying a non-orthogonal
mapping on our word vectors. Finally, we report
additional results on 28 language pairs from the
MUSE benchmark.

1 Ablation study

In this section, we make several experiments to
understand the importance of the design choices of
our approach as well as the impact of the quality of
the embeddings on the alignment.

Impact of the retrieval criterion. Table 1
shows performance on the MUSE benchmark when
the CSLS criterion is replaced by the nearest neigh-
bors (NN) criterion. Our approach is still signifi-
cantly better than Procrustes.

Size of training lexicon. Figure 1 compares the
accuracy of our method and Procrustes as a func-
tion of the training set size. For small training sets,
the difference between our approach and Procrustes
is marginal but increases with the training set size.

103 104

Size of training set

40

50

60

70

A
cc

u
ra

cy

Procrustes

CSLS

Figure 1: Accuracy as a function of the training set size
(log scale) on the en-de pair.
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Figure 2: Accuracy as a function of the number of near-
est neighbors, averaged over 8 different pairs.

Impact of the number of nearest neighbors.
The CSLS criterion and the RCSLS loss are sensi-
ble to the number of nearest neighbors. Figure 2
shows the impact of this parameter on both Pro-
crustes and our approach. Procrustes is impacted
through the retrieval criterion while our approach
is impacted by the loss and the criterion. Tak-
ing 10 nearest neighbors is optimal and the perfor-
mance decreases significantly with a large number
of neighbors.

Comparison of alternative criterions. As dis-
cussed in the main paper, the dot product in
the CSLS terms can be replaced by any convex
function of W and still yield a convex objec-
tive. Using a logSumExp function, i.e., f(x) =
log(

∑
i(exp(xi))) is equivalent to a “local” logis-

tic regression classifier, or equivalently, to a logistic
regression with hard mining. In this experiment,
we train our model using the alternative loss and re-
port the accuracy of the resulting lexicon in Table 2.
We observe that this choice does not significantly
modify the performance. This suggests that the
local property of the criterion is more important
than the form of the loss.



Method en-es es-en en-fr fr-en en-de de-en en-ru ru-en en-zh zh-en avg.

Adversarial + refine 79.1 78.1 78.1 78.2 71.3 69.6 37.3 54.3 30.9 21.9 59.9

Procrustes 77.4 77.3 74.9 76.1 68.4 67.7 47.0 58.2 40.6 30.2 61.8

RCSLS 81.1 84.9 80.5 80.5 75.0 72.3 55.3 67.1 43.6 40.1 68.0

Table 1: Comparison with a nearest neighbor (NN) criterion between RCSLS, Procrustes and the unsupervised
approach of Conneau et al. (2017).

en-es es-en en-ru ru-en

Linear 84.1 86.3 58.0 67.2
logSumExp 84.1 86.3 58.3 67.0

Table 2: Comparison between different functions in
CSLS on four language pairs. Linear is the standard
criterion, while logSumExp is equivalent to a logistic
regression with hard mining.

2 Impact of the input word vectors

without subword with subword

en-es 82.8 84.1
es-en 84.1 86.3
en-fr 82.3 83.3
fr-en 82.5 84.1
en-de 78.5 79.1
de-en 74.1 76.3

Table 3: Impact of the quality of the word vectors on
the alignment. All the word vectors are trained on the
same corpora.

Quality of the embedding model. In this exper-
iment, we study the impact of the quality of the
word vectors on the performance of word transla-
tion. For this purpose, we trained word vectors on
the same Wikipedia data, using skipgram with and
without subword information. In Table 3, we re-
port the accuracy for different language pairs when
using these two sets of word vectors. Overall, we
observe that using subword information improves
the accuracy by a few points on all pairs.

Impact of the source of training. Table 4 com-
pares the quality of the alignments as we change
the source of training data for the word vectors.
Clearly, when the word vectors are trained on a
similar data source, like Wikipedia or Common
Crawl, we observe similar performance in align-
ment. The slight drop of performance between

Wiki-Wiki CC-Wiki CC-CC

fr→it 83.5 [100.0] 75.9 [99.6] 82.6 [99.6]
fr→de 76.0 [100.0] 67.9 [98.9] 73.5 [98.9]

Table 4: wiki→CC. On top, CC are the Common Crawl
vectors of Grave et al. Wiki are the original fastText
vectors. In parenthesis, the coverage of the test set.

Wiki-Wiki and Crawl-Crawl is mostly due to the
lower casing of the bilingual lexicon by Conneau
et al. (2017). Indeed, the Wikipedia fastText word
vectors are trained on a lower cased corpora while
the Crawl version is not (Grave et al., 2018), lead-
ing to a reduced coverage (shown in brackets). A
more interesting observation is that, when we align
vectors learned from two different sources, there
is a significant drop in performance. This suggests
that the alignment is strongly relying on the statis-
tics of the original corpora.

3 Impact on word vectors

In the main paper, we study the impact of apply-
ing a non-orthogonal mapping on the word vectors,
by evaluating them on the word analogy task. For
this purpose, we compare the accuracy on the word
analogy task of English vectors mapped to vari-
ous languages with the original vectors. We also
evaluate our approach on Cross-lingual word simi-
larities. For all these experiments, we use fastText
vectors trained on Wikipedia aligned with the Orig-
inal MUSE training set.

Impact on English word vectors. We evaluate
the impact of a non-orthogonal mapping on the
English word analogy task (Mikolov et al., 2013).
In Table 5, we report the accuracy on analogies
for the raw English word vectors and for vectors
mapped to four languages. Regardless of the target
language, the mapping does not negatively impact
the word vectors. We confirm this finding on the
state-of-the-art English word vectors of Mikolov
et al. (2018), where aligning to Spanish leads to



Sem. Synt. Tot.

Orig. 79.4 73.4 76.1

en→es 80.5 75.8 78.0
en→fr 79.8 75.9 77.6
en→de 80.0 75.9 77.6
en→ru 79.5 74.6 76.8

Table 5: Semantic and syntactic accuracies of original
English vectors and mapped English vectors to differ-
ent languages. On both sides we use the fastText vector
of Bojanowski et al. (2017).

en-es. en-de en-it

NASARI baseline 0.64 0.60 0.65
BabylonPartners 0.72 0.69 0.71
MUSE 0.71 0.71 0.71

Ours 0.71 0.71 0.71

Table 6: Cross-lingual word similarity on the NASARI
evaluation datasets of Camacho-Collados et al. (2016).
We report the Pearson correlation. BabylonPartners,
MUSE and Ours uses the same 200k word embeddings
from Bojanowski et al. (2017).

an improvement of 1% both for vectors trained on
Common Crawl (85% to 86%) and Wikipedia +
News (87% to 88%).

Cross-lingual similarity. Finally, we evaluate
our method on the task of cross-lingual word sim-
ilarity in Table 6. We observe that our method
obtains similar results to an alignment based on
an orthogonal matrix. These experiments concur
with the previous observation that a linear non-
orthogonal mapping does not hurt the geometry
of the word vector space, and even improves it in
some cases.

4 Additional results on the MUSE
benchmark

Recently, several supervisedly aligned word vec-
tors based on the Wikipedia fastText vectors have
been released, noticeably the BabylonPartners
(BP)1 vectors of Smith et al. (2017) and the super-
vised MUSE vectors of Conneau et al. (2017). In
both BP and MUSE, vectors for different languages
are aligned in a common space using variations of
the Procrustes algorithm. We use our approach

1https://github.com/Babylonpartners/
fastText_multilingual

Original Full

BP MUSE RCSLS Proc. RCSLS

with exact string matches
NN 54.6 57.4 62.4 57.5 68.5
CSLS 60.8 63.8 67.4 65.2 70.2

without exact string matches
NN 56.6 55.5 61.4 53.7 64.3
CSLS 61.5 60.4 65.4 60.2 65.7

Table 7: Comparison with publicly available aligned
vectors, averaged over 28 language pairs. All use su-
pervision. Alignements are learned either on the “Orig-
inal” or “Full” MUSE training. We report performance
with the NN and CSLS criterion on either the full
MUSE test set or without the exact string matches. BP
uses a different training set with 5k words.

with the Frobenius relaxation to align all languages
in a common space, using English as an anchor.
Table 7 compares the resulting alignments for the
28 languages with a CSLS and NN criterion. We
evaluate on the full MUSE test set and a restricted
version, where we remove the exact string matches.
We note that the gap between our vectors and others
is more important with the NN criterion. We also
observe that, the performance of all the methods
drop when the exact string matches are removed,
but the order is roughly the same (but for BP and
MUSE). The impaxt of additional training pairs is
also reduced, because most of the additional pairs
are exact string matches.
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