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1 Confusion Matrix for Predicting Position
of an Element

We visualize the 5-way classification confusion ma-
trix for our best performing method i.e., Voting en-
semble of Pairwise Skip-Thought+Image(CNN) and
Pairwise Order (Neural Position Embedding (NPE))
in Fig. 1. The block-diagonal matrix structure shows
that the model predicts the first and the last element
of a story reasonably well but is often confused by
elements in the middle of the story. This visualiza-
tion suggests that the model has learnt the three act
structure in stories, i.e., the setup, the middle and the
climax.

2 Predicted Stories

We present qualitative examples of story orders pre-
dicted by the best performing model in Fig. 2.
Fig. 2a shows example stories in which the position
of all elements are predicted correctly. Fig. 2b shows
stories in which none of the positions are predicted
correctly by our model. These two examples show
that our model clearly fails when there is no inher-
ent temporal order in the story either via language or
images.

3 Temporal Common Sense

In the word cloud in Fig. 3, we visualize the words
that the model finds discriminative in correct pre-
dictions. These are words from correctly predicted
stories that the model believes are indicative of sen-
tence positions in a story. The size of a word is pro-
portional to the ratio of its frequency of occurring
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Figure 1: Confusion matrix for predictions from the
best performing model i.e Voting ensemble of Pair-
wise Skip-Thought+image(CNN) and Pairwise Or-
der Neural Position Embedding (NPE).

in that position to other positions. Our model cap-
tures events such as ‘carnival’, ‘reunion’, and sports
topics like ‘baseball’, ‘soccer’, ‘skate’ in the first po-
sition. This could be the case because the first sen-
tence of a story usually introduces the event that the
story is based on. In Fig. 3e (word-cloud of the last
sentence), we also observe that the model correctly
learns cue-words such as ‘overall’, and ‘lastly’. It
also learns words and events that frequently con-
clude stories such as ‘returned’, ‘tired’, ‘winning’,
‘winner’, and ‘celebration’.



a day at the carnival 
with the family . 

awesome view from the 
skylift .

walked around the 
entire park to see what 
they really wanted to 

ride first .

as nighttime fell , the 
lights came on . all the 

rides look so cool lit up .

the giant wheel looks 
even scarier in the dark 

.

the night was finished 
off with an awesome 

fireworks show .

everyone showed up to 
my apartment last 

week for the party .

there were a lot of 
people .

we all had to sit very 
close to each to fit .

we had some food 
delivered . it was 

delicious .

afterward we all sat and 
relaxed while drinking 

some tea .

so we had a gathering 
with tons of food .

we were sending off 
our friend . we will miss 

him !

we each took turns 
writing down some 

memories . 

too much junk food was 
consumed by all .

the group shot was 
perfect ! i love tripods 

and self-timers .

we went out by the 
water for the party . the 

view was gorgeous .

the women stood on 
the deck and 

conversed with each 
other .

the children went down 
on the dock and 

played in the water .

later at night there were 
fireworks .

and of course dessert 
.

(a) Examples of stories for which the temporal sequence of elements was predicted perfectly.

people are upset over 
terrorist attacks in their 

country .

one of the protest leaders 
talks to the crowd and 

demands change .

everyone is coming 
together to demand 

peace .

protests are happening in 
location .

proud people hold the 
country ’s flag in 

solidarity .

Correct Position: 2 Correct Position: 1Correct Position: 4Correct Position: 5 Correct Position: 3

a man is holding his 
child .

a family is holding a 
baby .

a grandmother is holding 
her grandchild .

people are sitting on the 
floor .

a man is holding a 
baby .

Correct Position: 5 Correct Position: 1Correct Position: 2Correct Position: 4 Correct Position: 3

(b) Examples of stories for which the model failed to predict the correct position of any story element. The
elements (images and captions) in a story are generic, with no clear temporal ordering. The stories seem
to lack a coherent narrative.

Figure 2: Examples of success and failure cases of temporal order prediction of story elements by our best
performing model.



(a) First Position (b) Second Position (c) Third Position

(d) Fourth Position (e) Fifth Position

Figure 3: Discriminative words in each position of all correctly predicted stories.


