1 CL-LSTM+ Model

We also implement a complex version CL-LSTM+, as shown in Fig. 1. Compared to CL-LSTM in which each task $k > 1$ has an unique broadcast module $M_b^k$ and collect module $M_c^k$, CL-LSTM+ allocates multiple broadcast modules $M_b^{k,j}$ and collect module $M_c^{k,j}$ for every $j < k$. The intuition behind this design is to learn specific broadcast and collect information between every pair of tasks, instead of learning general broadcast and collect information as in CL-LSTM.

Similar to the Eq. 10 in the main paper, for CL-LSTM+, when current task is $k$, the hidden state update rule for $1 \leq j \leq k$ is given by:

$$h_j(t) = M_j(x_t, h_j(t-1)) + \sum_{1 \leq i < j} M_{c,j,i}^j(h_i(t-1)) + \sum_{j \leq l < k} M_{b,l,j}^k(h_l(t-1)), t \in \{1, 2, \cdots, T\},$$

2 Different Orders of the Dataset

In order to make our experimental results more convincing, we also investigate different orders in the addressed datasets where we test CL-LSTM, LWF and finetune on Exp1 in the reverse order (WR $\rightarrow$ SNIPS $\rightarrow$ ATIS).

The results are shown in Table 1, while all methods have large performance drop, we found it is due to the forgetting on the largest WR dataset, probably longer training and parameter tuning can alleviate this problem. However, in this reverse order, our method still outperforms others.

3 The Proposed Models with Distillation Loss

We also evaluate the proposed CL-LSTM and CL-LSTM+ with additional distillation loss (Hinton et al., 2015), named as CL-LSTM$_D$ and CL-LSTM+$_D$. Experimental results of CL-LSTM$_D$ and CL-LSTM+$_D$ on Exp1 and Exp2 are shown in Table 2~4 and Table 5, respectively. From those results, we can see that distillation loss contributes only a little improvement over the proposed models, the proposed methods can work with or without
<table>
<thead>
<tr>
<th>Method</th>
<th>50, slot</th>
<th>50, indent</th>
<th>50, semantic</th>
<th>500, slot</th>
<th>500, indent</th>
<th>500, semantic</th>
</tr>
</thead>
<tbody>
<tr>
<td>CL-LSTM</td>
<td>52.06</td>
<td>58.46</td>
<td>17.13</td>
<td>71.77</td>
<td>79.50</td>
<td>40.78</td>
</tr>
<tr>
<td>LWF</td>
<td>49.75</td>
<td>56.89</td>
<td>14.48</td>
<td>67.22</td>
<td>78.82</td>
<td>36.94</td>
</tr>
<tr>
<td>Finetune</td>
<td>50.74</td>
<td>56.15</td>
<td>16.18</td>
<td>68.78</td>
<td>77.65</td>
<td>38.53</td>
</tr>
</tbody>
</table>

Table 1: Results of Exp1 on reverse order of the datasets with exemplar size of 50 and 500 samples.

<table>
<thead>
<tr>
<th>Method</th>
<th>50</th>
<th>100</th>
<th>200</th>
<th>300</th>
<th>500</th>
</tr>
</thead>
<tbody>
<tr>
<td>Joint Training</td>
<td>89.91</td>
<td>89.91</td>
<td>89.91</td>
<td>89.91</td>
<td>89.91</td>
</tr>
<tr>
<td>CL-LSTM</td>
<td>74.74</td>
<td>79.96</td>
<td><strong>83.97</strong></td>
<td>85.54</td>
<td>87.68</td>
</tr>
<tr>
<td>CL-LSTM$_D$</td>
<td>73.18</td>
<td>79.33</td>
<td>83.58</td>
<td>85.21</td>
<td>87.46</td>
</tr>
<tr>
<td>CL-LSTM$^+$</td>
<td>74.43</td>
<td>79.81</td>
<td>83.88</td>
<td>85.20</td>
<td><strong>87.73</strong></td>
</tr>
<tr>
<td>CL-LSTM$_D^+$</td>
<td>73.06</td>
<td><strong>80.17</strong></td>
<td>83.02</td>
<td><strong>85.65</strong></td>
<td>87.50</td>
</tr>
</tbody>
</table>

Table 2: Results of Exp1 on F1-score along with exemplar size from 50 to 500 samples, where $D$ means model with distillation loss.

<table>
<thead>
<tr>
<th>Method</th>
<th>50</th>
<th>100</th>
<th>200</th>
<th>300</th>
<th>500</th>
</tr>
</thead>
<tbody>
<tr>
<td>Joint Training</td>
<td>95.05</td>
<td>95.05</td>
<td>95.05</td>
<td>95.05</td>
<td>95.05</td>
</tr>
<tr>
<td>CL-LSTM</td>
<td><strong>79.10</strong></td>
<td>82.99</td>
<td>86.48</td>
<td>87.91</td>
<td>91.15</td>
</tr>
<tr>
<td>CL-LSTM$_D$</td>
<td>77.80</td>
<td>81.86</td>
<td>86.17</td>
<td>87.65</td>
<td>91.21</td>
</tr>
<tr>
<td>CL-LSTM$^+$</td>
<td>78.84</td>
<td>81.79</td>
<td><strong>87.59</strong></td>
<td><strong>88.58</strong></td>
<td>91.23</td>
</tr>
<tr>
<td>CL-LSTM$_D^+$</td>
<td>78.19</td>
<td><strong>82.78</strong></td>
<td>85.79</td>
<td>88.24</td>
<td><strong>91.41</strong></td>
</tr>
</tbody>
</table>

Table 3: Results of Exp1 on intent accuracy along with exemplar size from 50 to 500 samples.

<table>
<thead>
<tr>
<th>Method</th>
<th>50</th>
<th>100</th>
<th>200</th>
<th>300</th>
<th>500</th>
</tr>
</thead>
<tbody>
<tr>
<td>Joint Training</td>
<td>76.92</td>
<td>76.92</td>
<td>76.92</td>
<td>76.92</td>
<td>76.92</td>
</tr>
<tr>
<td>CL-LSTM</td>
<td><strong>50.46</strong></td>
<td><strong>57.84</strong></td>
<td><strong>63.81</strong></td>
<td>65.36</td>
<td>70.99</td>
</tr>
<tr>
<td>CL-LSTM$_D$</td>
<td>47.36</td>
<td>55.96</td>
<td>62.76</td>
<td>66.02</td>
<td>70.63</td>
</tr>
<tr>
<td>CL-LSTM$^+$</td>
<td>50.36</td>
<td>56.96</td>
<td>63.67</td>
<td>64.91</td>
<td><strong>71.00</strong></td>
</tr>
<tr>
<td>CL-LSTM$_D^+$</td>
<td>48.41</td>
<td>56.10</td>
<td>61.60</td>
<td><strong>66.34</strong></td>
<td>69.75</td>
</tr>
</tbody>
</table>

Table 4: Results of Exp1 on semantic accuracy along with exemplar size from 50 to 500 samples.

<table>
<thead>
<tr>
<th>Method</th>
<th>50</th>
<th>100</th>
<th>200</th>
<th>300</th>
<th>500</th>
</tr>
</thead>
<tbody>
<tr>
<td>Joint Training</td>
<td>75.86</td>
<td>75.86</td>
<td>75.86</td>
<td>75.86</td>
<td>75.86</td>
</tr>
<tr>
<td>CL-LSTM</td>
<td>48.26</td>
<td>53.34</td>
<td>55.62</td>
<td>60.77</td>
<td>70.82</td>
</tr>
<tr>
<td>CL-LSTM$^+$</td>
<td><strong>49.49</strong></td>
<td>52.80</td>
<td><strong>55.85</strong></td>
<td><strong>61.84</strong></td>
<td><strong>71.75</strong></td>
</tr>
<tr>
<td>CL-LSTM$_D^+$</td>
<td>44.12</td>
<td>50.29</td>
<td>55.09</td>
<td>59.08</td>
<td>69.88</td>
</tr>
</tbody>
</table>

Table 5: Results of Exp2 on F1-score along with exemplar size from 50 to 500 samples.

...it depending on the computational complexity in real scenarios.
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