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Preface from the co-chairs of the workshop

Machine translation (MT) technologies have been improved significantly in the last two decades, with the developments on phrased-based statistical MT (SMT) and recently the neural MT (NMT). However, most of these methods rely on the availability of large parallel data (millions to tens of millions sentence pairs) in the training, which are resources that do not exist in many language pairs. The development of monolingual MT is a recent approach that enables building MT systems without parallel data. However, a large amount of monolingual corpus is still required to train this kind of MT systems.

The workshop solicits papers on MT systems/methods for low resource languages in general. We hope to provide a forum for researchers working on MT for low resource languages and relevant NLP tools from our community. This year the LoResMT proceeding archives MT research on languages from all over the world, e.g. Crimean Tatar, Dravidian, Irish, Malayalam, Shipibo-Konibo, Torwali, Turkish. In addition, research on no-resource situation and the use of NMT for low resource languages will also be presented in LoResMT. Shared Tasks on MT for Bhojpuri, Magahi, Sindhi and Latvian (to and from English) is also organized under LoResMT, by Atul Kr. Ojha, Valentin Malykh, Pinkey Nainwani, Varvara Logacheva and Chao-Hong Liu. Two system description papers are archived in the proceeding.

In the LoResMT workshop, two corpus-building research teams will introduce their on-going work and resulting linguistic resources. They are DARPA LORELEI Program team led by Jennifer Tracey that curates corpora of low resource languages globally, and Minzu University of China team led by Xiaobing Zhao that builds corpora of minority languages in China, e.g. Mongolian, Tibetan and Uyghur. Researchers, led by Suo-nancairang, who work on the Tibetan language from Qinghai Normal University will also present their research at LoResMT.

We would like to express our sincere gratitude to the many researchers who helped as organizers, and reviewers and made the workshop successful. We are especially thankful to MT Summit organizers Andy Way, Antonio Toral, Jane Dunne for their continuous help on the workshop, and Alberto Poncelas for his various helps including the preparation of the proceeding. We are very grateful to the authors who submitted their work to the workshop and come to exchange their research at the venue. Thank you so much!

Chao-Hong Liu and Alina Karakanta
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