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Introduction

The Nordic Language Processing Laboratory (NLPL; http://nlpl.eu) is a collaboration of university research groups in Natural Language Processing (NLP) in Northern Europe. Our vision is to implement a virtual laboratory for large-scale NLP research by (a) creating new ways to enable data- and compute-intensive Natural Language Processing research by implementing a common software, data and service stack in multiple Nordic HPC centres, (b) by pooling competencies within the user community and among expert support teams, and (c) by enabling internationally competitive, data-intensive research and experimentation on a scale that would be difficult to sustain on commodity computing resources.

One of the clear strengths of NLPL is its community-building component, with the very successful winter school being the highlight of the year for many of us. As these proceedings demonstrate, the NLPL community-building effort now also includes the first edition of what will hopefully develop into a series of regular workshops organized under the NLPL umbrella.

The purpose of this first NLPL workshop was to bring together researchers with a special interest in the deep learning techniques, specifically inviting also papers on computational and practical aspects of these methods. We are happy to be able to present seven peer-reviewed papers on diverse deep learning topics, together with the invited talks of Barbara Plank and Jussi Karlsgren.
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Deep Transfer Learning: Learning across Languages, Modalities and Tasks

Barbara Plank, ITU (IT University of Copenhagen)

Transferring knowledge to solve a related problem is an extraordinary human ability. Yet, how can we build Natural Language Processing technology which can transfer to new conditions, such as learning to process a new language or learning to answer new types of questions? In this talk, I will present some recent work to addresses this ubiquitous challenge using neural networks for transfer learning. In particular, I will focus on cross-lingual learning for syntactic processing and work at the interface of language and vision, e.g., multi-task and continual learning for visual question answering.

High-Dimensional Semantic Spaces and the Squinting Linguist

Jussi Karlgren, Gavagai and KTH Royal Institute of Technology

High-dimensional distributed semantic spaces have proven useful and effective for aggregating and processing visual and lexical information for many tasks related to heterogeneous data generated by human behaviour or relevant for human information processing. Models to process such high-dimensional spaces have proliferated in recent years with impressive results on quite various tasks.

In general, a representation used in research should hold to some basic qualities.

- It should have descriptive and explanatory power;
- be practical and convenient for further application;
- allow generalisations to be made and analogies to be inferred;
- be reasonably true to human performance, providing defaults to smooth over situations where data are lacking and constraints where the decision space is too broad,
- perform seamlessly and incrementally online in face of novel data, allowing new features and new analyses to be incorporated without recompiling previous understanding.

High-dimensional semantic spaces are usually not designed with (all of) these qualities in mind.

Human language has a large and varying number of features of various regularity, incorporating both lexical items and constructions. The field of linguistics provides a large body of research to understand such regularities. Yet the models used to process human language disregard those regularities, starting from the general principle that they should be discovered rather than given and that learning should be in the form an end-to-end classifier from raw data to relevant categories. This principle is intuitively appealing, in view of the specificity and avowed situation- and task-independence of linguistic rules, but the tools built end up being black boxes and do not guarantee explanatory generality of the results.

This talk will discuss how tasks where human language is the most important source of information might do well to incorporate information other than the most typical lexical features, in effect providing a better input layer to recent neurally inspired models. This talk demonstrates how high-dimensional semantic spaces can accommodate several types of feature concurrently, and that the convenient computing framework can be used for hypothesis-driven research. Such models can represent broad ranges of linguistic features in a common integral framework which is suitable as a bridge between symbolic and continuous representations, as an encoding scheme for symbolic information.
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Abstract
Defining words in a textual context is a useful task both for practical purposes and for gaining insight into distributed word representations. Building on the distributional hypothesis, we argue here that the most natural formalization of definition modeling is to treat it as a sequence-to-sequence task, rather than a word-to-sequence task: given an input sequence with a highlighted word, generate a contextually appropriate definition for it. We implement this approach in a Transformer-based sequence-to-sequence model. Our proposal allows to train contextualization and definition generation in an end-to-end fashion, which is a conceptual improvement over earlier works. We achieve state-of-the-art results both in contextual and non-contextual definition modeling.

1 Introduction
The task of definition modeling, introduced by Noraset et al. (2017), consists in generating the dictionary definition of a specific word: for instance, given the word “monotreme” as input, the system would need to produce a definition such as “any of an order (Monotremata) of egg-laying mammals comprising the platypuses and echidnas”.

Following the tradition set by lexicographers, we call the word being defined a definientum (pl. definienda), whereas a word occurring in its definition is called a definiens (pl. definitia).

Definition modeling can prove useful in a variety of applications. Systems trained for the task may generate dictionaries for low resource languages, or extend the coverage of existing lexicographic resources where needed, e.g. of domain-specific vocabulary. Such systems may also be able to provide reading help by giving definitions for words in the text.

A major intended application of definition modeling is the explication and evaluation of distributed lexical representations, also known as word embeddings (Noraset et al., 2017). This evaluation procedure is based on the postulate that the meaning of a word, as is captured by its embedding, should be convertible into a human-readable dictionary definition. How well the meaning is captured must impact the ability of the model to reproduce the definition, and therefore embedding architectures can be compared according to their downstream performance on definition modeling. This intended usage motivates the requirement that definition modeling architectures take as input the embedding of the definendum and not retrain it.

From a theoretical point of view, usage of word embeddings as representations of meaning (cf. Lenci, 2018; Boleda, 2019, for an overview) is motivated by the distributional hypothesis (Harris, 1954). This framework holds that meaning can be inferred from the linguistic context of the word, usually seen as co-occurrence data. The context of usage is even more crucial for characterizing meanings of ambiguous or polysemous words: a definition that does not take disambiguating context into account will be of limited use (Gadetsky et al., 2018).

We argue that definition modeling should preserve the link between the definendum and its context of occurrence. The most natural approach to this task is to treat it as a sequence-to-sequence task, rather than a word-to-sequence task: given an input sequence with a highlighted word, generate a contextually appropriate definition for it (cf. sections 3 & 4). We implement this approach in a Transformer-based sequence-to-sequence model that achieves state-of-the-art performances (sections 5 & 6).
2 Related Work

In their seminal work on definition modeling, Noraset et al. (2017) likened systems generating definitions to language models, which can naturally be used to generate arbitrary text. They built a sequential LSTM seeded with the embedding of the \textit{definiendum}; its output at each time-step was mixed through a gating mechanism with a feature vector derived from the \textit{definiendum}.

Gadetsky et al. (2018) stressed that a \textit{definiendum} outside of its specific usage context is ambiguous between all of its possible definitions. They proposed to first compute the AdaGram vector (Bartunov et al., 2016) for the \textit{definiendum}, to then disambiguate it using a gating mechanism learned over contextual information, and finally to run a language model over the sequence of \textit{definienda} embeddings prepended with the disambiguated \textit{definiendum} embedding.

In an attempt to produce a more interpretable model, Chang et al. (2018) map the \textit{definiendum} to a sparse vector representation. Their architecture comprises four modules. The first encodes the context in a sentence embedding, the second converts the \textit{definiendum} into a sparse vector, the third combines the context embedding and the sparse representation, passing them on to the last module which generates the definition.

Related to these works, Yang et al. (2019) specifically tackle definition modeling in the context of Chinese—whereas all previous works on definition modeling studied English. In a Transformer-based architecture, they incorporate “sememes” as part of the representation of the \textit{definiendum} to generate definitions.

On a more abstract level, definition modeling is related to research on the analysis and evaluation of word embeddings (Levy and Goldberg, 2014a,b; Arora et al., 2018; Batchkarov et al., 2016; Swinger et al., 2018, e.g.). It also relates to other works associating definitions and embeddings, like the “reverse dictionary task” (Hill et al., 2016)—retrieving the \textit{definiendum} knowing its definition, which can be argued to be the opposite of definition modeling—or works that derive embeddings from definitions (Wang et al., 2015; Tissier et al., 2017; Bosc and Vincent, 2018).

3 Definition modeling as a sequence-to-sequence task

Gadetsky et al. (2018) remarked that words are often ambiguous or polysemous, and thus generating a correct definition requires that we either use sense-level representations, or that we disambiguate the word embedding of the \textit{definiendum}. The disambiguation that Gadetsky et al. (2018) proposed was based on a contextual cue—i.e., a short text fragment. As Chang et al. (2018) notes, the cues in Gadetsky et al.’s (2018) dataset do not necessarily contain the \textit{definiendum} or even an inflected variant thereof. For instance, one training example disambiguated the word “fool” using the cue “enough horsing around—let’s get back to work!”.

Though the remark that \textit{definienda} must be disambiguated is pertinent, the more natural formulation of such a setup would be to disambiguate the \textit{definiendum} using its actual context of occurrence. In that respect, the \textit{definiendum} and the contextual cue would form a linguistically coherent sequence, and thus it would make sense to encode the context together with the \textit{definiendum}, rather than to merely rectify the \textit{definiendum} embedding using a contextual cue. Therefore, definition modeling is by its nature a sequence-to-sequence task: mapping contexts of occurrence of \textit{definienda} to definitions.

This remark can be linked to the distributional hypothesis (Harris, 1954). The distributional hypothesis suggests that a word’s meaning can be inferred from its context of usage; or, more succinctly, that “you shall know a word by the company it keeps” (Firth, 1957). When applied to definition modeling, the hypothesis can be rephrased as follows: the correct definition of a word can only be given when knowing in what linguistic context(s) it occurs. Though different kinds of linguistic contexts have been suggested throughout the literature, we remark here that sentential context may sometimes suffice to guess the meaning of a word that we don’t know (Lazaridou et al., 2017). Quoting from the example above, the context “enough ___ around—let’s get back to work!” sufficiently characterizes the meaning of the omitted verb to allow for an approximate definition for it even if the blank is not filled (Taylor, 1953; Devlin et al., 2018).

This reformulation can appear contrary to the original proposal by Noraset et al. (2017), which conceived definition modeling as a “word-to-sequence task”. They argued for an approach related to, though distinct from sequence-to-
sequence architectures. Concretely, a specific encoding procedure was applied to the *definiendum*, so that it could be used as a feature vector during generation. In the simplest case, vector encoding of the *definiendum* consists in looking up its vector in a vocabulary embedding matrix.

We argue that the whole context of a word’s usage should be accessible to the generation algorithm rather than a single vector. To take a more specific case of verb definitions, we observe that context explicitly represents argument structure, which is obviously useful when defining the verb. There is no guarantee that a single embedding, even if it be contextualized, would preserve this wealth of information—that is to say, that you can cram all the information pertaining to the syntactic context into a single vector.

Despite some key differences, all of the previously proposed architectures we are aware of (Noraset et al., 2017; Gadetsky et al., 2018; Chang et al., 2018; Yang et al., 2019) followed a pattern similar to sequence-to-sequence models. They all implicitly or explicitly used distinct submodules to encode the *definiendum* and to generate the *definitia*. In the case of Noraset et al. (2017), the encoding was the concatenation of the embedding of the *definiendum*, a vector representation of its sequence of characters derived from a character-level CNN, and its “hypernym embedding”. Gadetsky et al. (2018) used a sigmoid-based gating module to tweak the *definiendum* embedding. The architecture proposed by Chang et al. (2018) is comprised of four modules, only one of which is used as a decoder: the remaining three are meant to convert the *definiendum* as a sparse embedding, select some of the sparse components of its meaning based on a provided context, and encode it into a representation adequate for the decoder.

Aside from theoretical implications, there is another clear gain in considering definition modeling as a sequence-to-sequence task. Recent advances in embedding designs have introduced contextual embeddings (McCann et al., 2017; Peters et al., 2018; Devlin et al., 2018); and these share the particularity that they are a “function of the entire sentence” (Peters et al., 2018): in other words, vector representations are assigned to tokens rather than to word types, and moreover semantic information about a token can be distributed over other token representations. To extend definition modeling to contextual embeddings therefore requires that we devise architectures able to encode a word in its context; in that respect sequence-to-sequence architectures are a natural choice.

A related point is that not all *definienda* are comprised of a single word: multi-word expressions include multiple tokens, yet receive a single definition. Word embedding architectures generally require a pre-processing step to detect these expressions and merge them into a single token. However, as they come with varying degrees of semantic opacity (Cordeiro et al., 2016), a definition modeling system would benefit from directly accessing the tokens they are made up from. Therefore, if we are to address the entirety of the language and the entirety of existing embedding architectures in future studies, reformulating definition modeling as a sequence-to-sequence task becomes a necessity.

4 Formalization

A sequence-to-sequence formulation of definition modeling can formally be seen as a mapping between contexts of occurrence of *definienda* and their corresponding definitions. It moreover requires that the *definiendum* be formally distinguished from the remaining context: otherwise the definition could not be linked to any particular word of the contextual sequence, and thus would need to be equally valid for any word of the contextual sequence.

We formalize definition modeling as mapping to sequences of *definitia* from sequences of pairs \( \langle w_1, i_1 \rangle, \ldots, \langle w_n, i_n \rangle \), where \( w_k \) is the \( k \)th word in the input and \( i_k \in \{0, 1\} \) indicates whether the \( k \)th token is to be defined. As only one element of the sequence should be highlighted, we expect the set of all indicators to contain only two elements: the one, \( i_d = 1 \), to mark the *definiendum*, the other, \( i_c = 0 \), to mark the context; this entails that we encode this marking using one bit only.\(^2\)

To treat definition modeling as a sequence-to-sequence task, the information from each pair \( \langle w_k, i_k \rangle \) has to be integrated into a single repre-

\(^2\)Multiple instances of the same *definiendum* within a single context should all share a single definition, and therefore could theoretically all be marked using the *definiendum* indicator \( i_d = 1 \). Likewise the words that make up a multi-word expression should all be marked with this \( i_d \) indicator. In this work, however, we only mark a single item; in cases when multiple occurrences of the same *definiendum* were attested, we simply marked the first occurrence.
This marking function can theoretically take any form. Considering that definition modeling uses the embedding of the definiendum \( \vec{w}_d = e(w_d) \), in this work we study a multiplicative and an additive mechanism, as they are conceptually the simplest form this marking can take in a vector space. They are given schematically in Figure 1, and formally defined as:

\[
\vec{marked}^\times_k = i_k \times \vec{w}_k \\
\vec{marked}^+ _k = e(i_k) + \vec{w}_k
\]

The last point to take into account is where to set the marking. Two natural choices are to set it either before or after encoded representations were obtained. We can formalize this using either of the following equation, with \( \mathcal{E} \) the model’s encoder:

\[
\vec{marked}^\times_k \text{ after } = \text{mark}(i_k, \mathcal{E}(\vec{w}_k)) \\
\vec{marked}^\times_k \text{ before } = \mathcal{E}({\text{mark}(i_k, \vec{w}_k)})
\]

4.1 Multiplicative marking: SELECT

The first option we consider is to use scalar multiplication to distinguish the word to define. In such a scenario, the marked token encoding is

\[
\vec{marked}^\times_k = i_k \times \vec{w}_k
\]

As we use bit information as indicators, this form of marking entails that only the representation of the definiendum be preserved and that all other contextual representations are set to \( \vec{0} = (0, \cdots, 0) \); thus multiplicative marking amounts to selecting just the definiendum embedding and discarding other token embeddings. The contextualized definiendum encoding bears the trace of its context, but detailed information is irreparably lost. Hence, we refer to such an integration mechanism as a SELECT marking of the definiendum.

When to apply marking, as introduced by eq. 4, is crucial when using the multiplicative marking scheme SELECT. Should we mark the definiendum before encoding, then only the definiendum embedding is passed into the encoder: the resulting system provides out-of-context definitions, like in Noraset et al. (2017) where the definition is not linked to the context of a word but to its definiendum only. For context to be taken into account under the multiplicative strategy, tokens \( w_k \) must be encoded and contextualized before integration with the indicator \( i_k \).

Figure 1a presents the contextual SELECT mechanism visually. It consists in coercing the decoder to attend only to the contextualized representation for the definiendum. To do so, we encode the full context and then select only the encoded representation of the definiendum, dropping the rest of the context, before running the decoder. In the case of the Transformer architecture, this is equivalent to using a multiplicative marking on the encoded representations: vectors that have been zeroed out are ignored during attention and thus cannot influence the behavior of the decoder.

This SELECT approach may seem intuitive and naturally interpretable, as it directly controls what information is passed to the decoder—we carefully select only the contextualized definiendum, thus the only remaining zone of uncertainty would be how exactly contextualization is performed. It also seems to provide a strong and reasonable bias for training the definition generation system. Such an approach, however, is not guaranteed to excel: forcibly omitted context could contain important information that might not be easily incorporated in the definiendum embedding.

Being simple and natural, the SELECT approach resembles architectures like that of Gadetsky et al. (2018) and Chang et al. (2018): the full encoder is dedicated to altering the embedding of the definiendum on the basis of its context; in that, the encoder may be seen as a dedicated contextualization sub-module.
4.2 Additive marking: ADD

We also study an additive mechanism shown in Figure 1b (henceforth ADD). It concretely consists in embedding the word \(w_k\) and its indicator bit \(i_k\) in the same vector space and adding the corresponding vectors:

\[
\tilde{\text{marked}}_k = e(i_k) + \vec{w}_k
\]  

In other words, under ADD we distinguish the definiendum by adding a vector \(\vec{D}\) to the definiendum embedding, and another vector \(\vec{C}\) to the remaining context token embeddings; both markers \(\vec{D}\) and \(\vec{C}\) are learned during training. In our implementation, markers are added to the input of the encoder, so that the encoder has access to this information; we leave the question of whether to integrate indicators and words at other points of the encoding process, as suggested in eq. 4, to future work.

Additive marking of substantive features has its precedents. For example, BERT embeddings (Devlin et al., 2018) are trained using two sentences at once as input; sentences are distinguished with added markers called “segment encodings”. Tokens from the first sentence are all marked with an added vector \(\vec{s} \vec{e} \vec{g}_A\), whereas tokens from second sentences are all marked with an added vector \(\vec{s} \vec{e} \vec{g}_B\). The main difference here is that we only mark one item with the marker \(\vec{D}\), while all others are marked with \(\vec{C}\).

This ADD marking is more expressive than the SELECT architecture. Sequence-to-sequence decoders typically employ an attention to the input source (Bahdanau et al., 2014), which corresponds to a re-weighting of the encoded input sequence based on a similarity between the current state of the decoder (the ‘query’) and each member of the input sequence (the ‘keys’). This re-weighting is normalized with a softmax function, producing a probability distribution over keys. However, both non-contextual definition modeling and the SELECT approach produce singleton encoded sequences: in such scenarios the attention mechanism assigns a single weight of 1 and thus devolves into a simple linear transformation of the value and makes the attention mechanism useless. Using an additive marker, rather than a selective mechanism, will prevent this behavior.

5 Evaluation

We implement several sequence to sequence models with the Transformer architecture (Vaswani et al., 2017), building on the OpenNMT library (Klein et al., 2017) with adaptations and modifications when necessary. Throughout this work, we use GloVe vectors (Pennington et al., 2014) and freeze weights of all embeddings for a fairer comparison with previous models; words not in GloVe but observed in train or validation data and missing definienda in our test sets were randomly initialized with components drawn from a normal distribution \(\mathcal{N}(0, 1)\).

We train a distinct model for each dataset. We batch examples by 8,192, using gradient accumulation to circumvent GPU limitations. We optimize the network using Adam with \(\beta_1 = 0.99\), \(\beta_2 = 0.998\), a learning rate of 2, label smoothing of 0.1, Noam exponential decay with 2000 warmup steps, and dropout rate of 0.4. The parameters are initialized using Xavier. Models were trained for up to 120,000 steps with checkpoints at each 1000 steps; we stopped training if perplexity on the validation dataset stopped improving. We report results from checkpoints performing best on validation.

5.1 Implementation of the Non-contextual Definition Modeling System

In non-contextual definition modeling, definienda are mapped directly to definitions. As the source corresponds only to the definiendum, we conjecture that few parameters are required for the encoder. We use 1 layer for the encoder, 6 for the decoder, 300 dimensions per hidden representations and 6 heads for multi-head attention. We do not share vocabularies between the encoder and the decoder: therefore output tokens can only correspond to words attested as definienda.4

The dropout rate and warmup steps number were set using a hyperparameter search on the dataset from Noraset et al. (2017), during which encoder and decoder vocabulary were merged for computational simplicity and models stopped after 12,000 steps. We first fixed dropout to 0.1 and tested warmup step values between 1000 and

\[^{3}\text{Code & data are available at the following URL: https://github.com/TimotheeMickus/onmt-selectrans.}\]

\[^{4}\text{In our case, not sharing vocabularies prevents the model from considering rare words only used as definienda, such as “penumbra” as potential outputs, and was found to improve performances.}\]
10,000 by increments of 1000, then focused on the most promising span (1000–4000 steps) and exhaustively tested dropout rates from 0.2 to 0.8 by increments of 0.1.

5.2 Implementation of Contextualized Definition Modeling Systems

To compare the effects of the two integration strategies that we discussed in section 4, we implement both the additive marking approach (ADD, cf. section 4.2) and the alternative ‘encode and select’ approach (SELECT, cf. section 4.1). To match with the complex input source, we design encoders with 6 layers; we reemploy the set of hyperparameters previously found for the non-contextual system. Other implementation details, initialization strategies and optimization algorithms are kept the same as described above for the non-contextual version of the model.

We stress that the two approaches we compare for contextualizing the definiendum are applicable to almost any sequence-to-sequence neural architecture with an attention mechanism to the input source. Here we chose to rely on a Transformer-based architecture (Vaswani et al., 2017), which has set the state of the art in a wide range of tasks, from language modeling (Dai et al., 2019) to machine translation (Ott et al., 2018). It is therefore expected that the Transformer architecture will also improve performances for definition modeling, if our arguments for treating it as a sequence to sequence task are on the right track.

5.3 Datasets

We train our models on three distinct datasets, which are all borrowed or adapted from previous works on definition modeling. As a consequence, our experiments focus on the English language. The dataset of Noraset et al. (2017) (henceforth $D_{Nor}$) maps definienda to their respective definientia, as well as additional information not used here. In the dataset of Gadetsky et al. (2018) (henceforth $D_{Gad}$), each example consists of a definiendum, the definientia for one of its meanings and a contextual cue sentence. $D_{Nor}$ contains on average shorter definitions than $D_{Gad}$. Definitions in $D_{Nor}$ have a mean length of 6.6 and a standard deviation of 5.78, whereas those in $D_{Gad}$ have a mean length of 11.01 and a standard deviation of 6.96.

Chang et al. (2018) stress that the dataset $D_{Gad}$ includes many examples where the definiendum is absent from the associated cue. About half of these cues do not contain an exact match for the corresponding definiendum, but up to 80% contains either an exact match or an inflected form of the definiendum according to lemmatization by the NLTK toolkit (Loper and Bird, 2002). To cope with this problematic characteristic, we converted the dataset into the word-in-context format assumed by our model by concatenating the definiendum with the cue. To illustrate this, consider the actual input from $D_{Gad}$ comprised of the definiendum “fool” and its associated cue “enough horsing around—let’s get back to work!”: to convert this into a single sequence, we simply prepend the definiendum to the cue, which results in the sequence “fool enough horsing around—let’s get back to work!”. Hence the input sequences of $D_{Gad}$ do not constitute linguistically coherent sequences, but it does guarantee that our sequence-to-sequence variants have access to the same input as previous models; therefore the inclusion of this dataset in our experiments is intended mainly for comparison with previous architectures. We also note that this conversion procedure entails that our examples have a very regular structure: the word marked as a definiendum is always the first word in the input sequence.

Our second strategy was to restrict the dataset by selecting only cues where the definiendum (or its inflected form) is present. The curated dataset (henceforth $D_{Ctx}$) contains 78,717 training examples, 9,413 for validation and 9,812 for testing. In each example, the first occurrence of the definiendum is annotated as such. $D_{Ctx}$ thus differs from $D_{Gad}$ in two ways: some definitions have been removed, and the exact citation forms of the definienda are not given. Models trained on $D_{Ctx}$ implicitly need to lemmatize the definiendum, since inflected variants of a given word are to be aligned to a common representation; thus they are not directly comparable with models trained with the citation form of the definiendum that solely use context as a cue—viz. Gadetsky et al. (2018) & Chang et al. (2018). All this makes $D_{Ctx}$ harder, but at the same time closer to a realistic application than the other two datasets, since each word appears inflected and in a specific sentential context. For applications of definition modeling, it would only be beneficial to
take up these challenges; for example, the output “monotremes: plural of monotreme” would not have been self-contained, necessitating a second query for “monotreme”.

5.4 Results

We use perplexity, a standard metric in definition modeling, to evaluate and compare our models. Informally, perplexity assesses the model’s confidence in producing the ground-truth output when presented the source input. It is formally defined as the exponentiation of cross-entropy. We do not report BLEU or ROUGE scores due to the fact that an important number of ground-truth definitions are comprised of a single word, in particular in $D_{\text{Nor}}$ ($\approx 25\%$). Single word outputs can either be assessed as entirely correct or entirely wrong using BLEU or ROUGE. However consider for instance the word “elation”: that it be defined either as “mirth” or “joy” should only influence our metric slightly, and not be discounted as a completely wrong prediction.

\[
\begin{array}{ccc}
D_{\text{Nor}} & D_{\text{Gad}} & D_{\text{Ctx}} \\
\hline
\text{Noraset et al.} & 48.168 & 45.620 & – \\
\text{Gadetsky et al.} & – & 43.540 & – \\
\text{Non-contextual} & 42.199 & 39.428 & 48.266 \\
\text{ADD} & – & 33.678 & 43.695 \\
\text{SELECT} & – & 33.998 & 62.039 \\
\end{array}
\]

Table 1: Results (perplexity)

Table 1 describes our main results in terms of perplexity. We do not compare with Chang et al. (2018), as they did not report the perplexity of their system and focused on a different dataset; likewise, Yang et al. (2019) consider only the Chinese variant of the task. Perplexity measures for Noraset et al. (2017) and Gadetsky et al. (2018) are taken from the authors’ respective publications.

All our models perform better than previous proposals, by a margin of 4 to 10 points, for a relative improvement of 11–23%. Part of this improvement may be due to our use of Transformer-based architectures (Vaswani et al., 2017), which is known to perform well on semantic tasks (Radford, 2018; Cer et al., 2018; Devlin et al., 2018; Radford et al., 2019, eg.). Like Gadetsky et al. (2018), we conclude that disambiguating the definiendum, when done correctly, improves performances: our best performing contextual model outranks the non-contextual variant by 5 to 6 points. The marking of the definiendum out of its context (ADD vs. SELECT) also impacts results. Note also that we do not rely on task-specific external resources (unlike Noraset et al., 2017; Yang et al., 2019) or on pre-training (unlike Gadetsky et al., 2018).

Our contextual systems trained on the $D_{\text{Gad}}$ dataset used the concatenation of the definiendum and the contextual cue as inputs. The definiendum was always at the start of the training example. This regular structure has shown to be useful for the models’ performance: all models perform significantly worse on the more realistic data of $D_{\text{Ctx}}$ than on $D_{\text{Gad}}$. The $D_{\text{Ctx}}$ dataset is intrinsically harder for other reasons as well: it requires some form of lemmatization in every three out of eight training examples, and contains less data than other datasets, only half as many examples as $D_{\text{Nor}}$, and 20% less than $D_{\text{Gad}}$.

The surprisingly poor results of SELECT on the $D_{\text{Ctx}}$ dataset may be partially blamed on the absence of a regular structure in $D_{\text{Ctx}}$. Unlike $D_{\text{Gad}}$, where the model must only learn to contextualize the first element of the sequence, in $D_{\text{Ctx}}$ the model has to single out the definiendum which may appear anywhere in the sentence. Any information stored only in representations of contextual tokens will be lost to the decoders. The SELECT model therefore suffers of a bottleneck, which is highly regular in $D_{\text{Gad}}$ and that it may therefore learn to cope with; however predicting where in the input sequence the bottleneck will appear is far from trivial in the $D_{\text{Ctx}}$ dataset. We also attempted to retrain this model with various settings of hyperparameters, modifying dropout rate, number of warmup steps, and number of layers in the encoder—but to no avail. An alternative explanation may be that in the case of the $D_{\text{Gad}}$ dataset, the regular structure of the input entails that the first positional encoding is used as an additive marking device: only definienda are marked with the positional encoding pos(1), and thus the architecture does not purely embrace a selective approach but a mixed one.

In any event, even on the $D_{\text{Gad}}$ dataset where the margin is very small, the perplexity of the additive marking approach ADD is better than that of the SELECT model. This lends empirical support to our claim that definition modeling is a non-trivial sequence-to-sequence task, which can be
better treated with sequence methods. The stability of the performance improvement over the non-contextual variant in both contextual datasets also highlights that our proposed additive marking is fairly robust, and functions equally well when confronted to somewhat artificial inputs, as in $D_{Gad}$, or to linguistically coherent sequences, as in $D_{Ctx}$.

6 Qualitative Analysis

<table>
<thead>
<tr>
<th>Word</th>
<th>Definition</th>
</tr>
</thead>
<tbody>
<tr>
<td>filch</td>
<td>to seize</td>
</tr>
<tr>
<td>grammar</td>
<td>the science of language</td>
</tr>
<tr>
<td>implosion</td>
<td>a sudden and violent collapse</td>
</tr>
<tr>
<td>sediment</td>
<td>to percolate</td>
</tr>
<tr>
<td>deputation</td>
<td>the act of inciting</td>
</tr>
<tr>
<td>ancestry</td>
<td>lineage</td>
</tr>
</tbody>
</table>

Table 2: Examples of production (non-contextual model trained on $D_{Nor}$)

A manual analysis of definitions produced by our system reveals issues similar to those discussed by Noraset et al. (2017), namely self-reference, POS-mismatches, over- and under-specificity, antonymy, and incoherence. Annotating distinct productions from the validation set, for the non-contextual model trained on $D_{Nor}$, we counted 9.9% of self-references, 11.6% POS-mismatches, and 1.3% of words defined as their antonyms. We counted POS-mismatches whenever the definition seemed to fit another part-of-speech than that of the definiendum, regardless of both of their meanings; cf. Table 2 for examples.

For comparison, we annotated the first 1000 productions of the validation set from our ADD model trained on $D_{Ctx}$. We counted 18.4% POS mismatches and 4.4% of self-referring definitions; examples are shown in Table 3. The higher rate of POS-mismatch may be due to the model’s hardship in finding which word is to be defined since the model is not presented with the definiendum alone: access to the full context may confuse it. On the other hand, the lower number of self-referring definitions may also be linked to this richer, more varied input: this would allow the model not to fall back on simply reusing the definiendum as its own definiens. Self-referring definitions highlight that our models equate the meaning of the definiendum to the composed meaning of its definiens. Simply masking the corresponding output embedding might suffice to prevent this specific problem; preliminary experiments in that direction suggest that this may also help decrease perplexity further.

As for POS-mismatches, we do note that the work of Noraset et al. (2017) had a much lower rate of 4.29%: we suggest that this may be due to the fact that they employ a learned character-level convolutional network, which arguably would be able to capture orthography and rudiments of morphology. Adding such a sub-module to our proposed architecture might diminish the number of mistagged definienda. Another possibility would be to pre-train the model, as was done by Gadetsky et al. (2018): in our case in particular, the encoder could be trained for POS-tagging or lemmatization.

Lastly, one important kind of mistakes we observed is hallucinations. Consider for instance this production by the ADD model trained on $D_{Ctx}$, for the word “beta”: “the twentieth letter of the Greek alphabet (ς), transliterated as ‘o’.”. Nearly everything it contains is factually wrong, though the general semantics are close enough to deceive an unaware reader. We conjecture that filtering out hallucinatory productions will be a main challenge for future definition modeling architectures, for two main reasons: firstly, the tools and metrics necessary to assess and handle such hallucinations have yet to be developed; secondly, the input given to the system being word embeddings, research will be faced with the problem of grounding these distributional representations—how can we ensure that “beta” is correctly defined as “the second letter of the Greek alphabet, transliterated as ‘b’”, if we only have access to a representation derived from its contexts of usage? Integration of word embeddings with structured knowledge bases might be needed for accurate treatment of such cases.

---

7Self-referring definitions are those where a definiendum is used as a definiens for itself. Dictionaries are expected to be exempt of such definitions: as readers are assumed not to know the meaning of the definiendum when looking it up.

8On a related note, other examples were found to contain unwanted social biases; consider the production by the same model for the word “blackface”: “relating to or characteristic of the theatre”. Part of the social bias here may be blamed on the under-specific description that omits the offensive nature of the word; however contrast the definition of Merriam Webster for blackface, which includes a note on the offensiveness of the term, with that of Wiktionary, which does not. Cf. Bolukbasi et al. (2016); Swinger et al. (2018) for a discussion on biases within embedding themselves.
7 Conclusion

We introduced an approach to generating word definitions that allows the model to access rich contextual information about the word token to be defined. Building on the distributional hypothesis, we naturally treat definition generation as a sequence-to-sequence task of mapping the word’s context of usage (input sequence) into the context-appropriate definition (output sequence).

We showed that our approach is competitive against a more naive ‘contextualize and select’ pipeline. This was demonstrated by comparison both to the previous contextualized model by Gadetsky et al. (2018) and to the Transformer-based SELECT variation of our model, which differs from the proposed architecture only in the context encoding pipeline. While our results are encouraging, given the existing benchmarks we were limited to perplexity measurements in our quantitative evaluation. A more nuanced semantically driven methodology might be useful in the future to better assess the merits of our system in comparison to alternatives.

Our model opens several avenues of future explorations. One could straightforwardly extend it to generate definitions of multiword expressions or phrases, or to analyze vector compositionality models by generating paraphrases for vector representations produced by these algorithms. Another strength of our approach is that it can provide the basis for a standardized benchmark for contextualized and non-contextual embeddings alike: downstream evaluation tasks for embeddings systems in general either apply to non-contextual embeddings (Gladkova et al., 2016, eg.) or to contextual embeddings (Wang et al., 2019, eg.) exclusively, redefining definition modeling as a sequence-to-sequence task will allow in future works to compare models using contextual and non-contextual embeddings in a unified fashion. Lastly, we also intend to experiment on languages other than English, especially considering that the required resources for our model only amount to a set of pre-trained embeddings and a dataset of definitions, either of which are generally simple to obtain.

While there is a potential for local improvements, our approach has demonstrated its ability to account for contextualized word meaning in a principled way, while training contextualized token encoding and definition generation end-to-end. Our implementation is efficient and fast, building on free open source libraries for deep learning, and shows good empirical results. Our code, trained models, and data will be made available to the community.
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Abstract

We extend a state-of-the-art deep neural architecture for semantic dependency parsing with features defined over syntactic dependency trees. Our empirical results show that only gold-standard syntactic information leads to consistent improvements in semantic parsing accuracy, and that the magnitude of these improvements varies with the specific combination of the syntactic and the semantic representation used. In contrast, automatically predicted syntax does not seem to help semantic parsing. Our error analysis suggests that there is a significant overlap between syntactic and semantic representations.

1 Introduction

Semantic dependency parsing (SDP) is the task of mapping a sentence into a formal representation of its meaning in the form of a directed graph with arcs between pairs of words. Ever since the release of the now-standard datasets for this task (Oepen et al., 2014, 2015), most of the approaches to semantic dependency parsing have been based on previous and ongoing work in syntactic parsing. In particular, several semantic parsers make use of features defined over syntactic dependency trees; one recent example is the system of Peng et al. (2018).

In this paper we study to what extent semantic dependency parsing actually benefits from syntactic features. More specifically, we carry out experiments to identify those combinations of semantic and syntactic representations that yield the highest parsing accuracy. This is interesting not only for parser developers – using improvement or non-improvement in parsing accuracy as an indicator, our study also contributes to a better understanding of the similarities and contentful differences between semantic and syntactic representations.

Semantic dependency parsers are typically conceptualized as systems for structured prediction, combining a data-driven component that learns how to score dependency graphs with a decoder that retrieves one or several highest-scoring target graphs from the exponentially large search space of candidate graphs. Among decoding algorithms we find approaches based on integer linear programming (Almeida and Martins, 2015; Peng et al., 2017), dynamic programming algorithms that support exact decoding for restricted classes of graphs (Kuhlmann and Jonsson, 2015; Cao et al., 2017), and transition-based approaches introducing new shift–reduce-style automata (Zhang et al., 2016; Wang et al., 2018). Regarding the learning component, state-of-the-art parsing results have been achieved using neural architectures (Peng et al., 2017; Wang et al., 2018; Dozat and Manning, 2018). The system of Dozat and Manning (2018) even draws essentially all of its strength from its neural core, employing a trivial decoder. The parser used in this paper is a (slightly modified) re-implementation of that system developed by Roxbo (2019), which adds syntactic information via a simple head feature, along the lines of Peng et al. (2018).

Paper Structure. After providing some background in Section 2, we describe the architecture of our parser in Section 3, and our data and experimental setup in Section 4. In Section 5 we present our empirical results and complement them with an error analysis in Section 6. Section 7 concludes the paper and provides an outlook on future work.

2 Background

In both semantic and syntactic dependency parsing, the target structures are directed graphs with lexicalized nodes and bilexical arcs. More formally, a dependency graph for a sentence $x = x_1, \ldots, x_n$ is an arc-labelled directed graph whose nodes are in
He tried to take my hand to show me

The word embeddings can be easily augmented by additional lexical features, such as pre-trained word embeddings or embeddings for part-of-speech tags or lemmas. In this study we add embeddings created via character-based LSTMs and 100-dimensional GloVe (Pennington et al., 2014) embeddings.

The network processes the contextual token embeddings $c_i$ by two parallel feedforward neural networks (FNN), which are meant to learn specialized representations for the potential roles of each word as head and dependent:

$$h_i = \text{FNN}_h(c_i) \quad d_i = \text{FNN}_d(c_i)$$

These embeddings are then used to score each potential arc $i \rightarrow j$ via a bilinear model with weight matrix $U$ that will be learned during training:

$$\text{score}(h_i, d_j) = h_i^\top U d_j$$

### 3.2 Decoding

The matrix of arc scores can be processed by any type of arc-factored decoder to return the highest-scoring graph for the complete sentence. Our semantic parser greedily selects all arcs with a non-negative score. The syntactic parser uses the Chu–Liu/Edmonds (CLE) maximum spanning tree algorithm (Chu and Liu, 1965; Edmonds, 1967) implemented in Uniparse (Varab and Schluter, 2018).

### 3.3 Adding Labels

To predict labelled arcs, we take two different approaches: The semantic parser computes, for each token pair, scores for all potential labels, including a special NONE label that represents the absence of an arc between the two tokens; this yields a three-dimensional score tensor rather than a score matrix. The syntactic parser factorizes the computation and predicts a label for each token pair independently of the arc scorer; this label is only used if an arc is actually selected by the decoder.

### 3.4 Adding Syntactic Features

To add syntactic features to our semantic parser, we follow the same simple approach as Peng et al. (2018): Before feeding the contextual embedding of each token to the arc- and label-scoring components, we extend it with the contextual embedding of its syntactic head in the dependency tree:

$$c_i' = [c_i; c_{h(i)}]$$

This simple variation has a minimal impact on the complexity of the overall model, and makes further analysis and comparison more straightforward.
### Table 1: Network sizes and training parameters.

<table>
<thead>
<tr>
<th>Parameter</th>
<th>Value</th>
</tr>
</thead>
<tbody>
<tr>
<td>Embeddings</td>
<td>100</td>
</tr>
<tr>
<td>Char LSTM</td>
<td>1 @ 400</td>
</tr>
<tr>
<td>Char linear</td>
<td>100</td>
</tr>
<tr>
<td>BiLSTM</td>
<td>3 @ 600</td>
</tr>
<tr>
<td>Arc/Label FNN</td>
<td>600</td>
</tr>
<tr>
<td>Epochs</td>
<td>100</td>
</tr>
<tr>
<td>Mini-batch size</td>
<td>50</td>
</tr>
<tr>
<td>Adam $\beta_1$</td>
<td>0</td>
</tr>
<tr>
<td>Adam $\beta_2$</td>
<td>0.95</td>
</tr>
<tr>
<td>Learning rate</td>
<td>$1 \cdot 10^{-3}$</td>
</tr>
<tr>
<td>Gradient clipping</td>
<td>5</td>
</tr>
<tr>
<td>Interpolation constant</td>
<td>0.025</td>
</tr>
<tr>
<td>$L_2$ regularization</td>
<td>$3 \cdot 10^{-9}$</td>
</tr>
</tbody>
</table>

### 3.5 Training

We train our parser with the Adam optimizer (Kingma and Ba, 2014) and mini-batching. To train the arc and label scorers, we use a binary and a softmax cross-entropy loss, respectively. In the factorized approach used by the syntactic parser, the arc- and label-specific losses are summed up to an overall loss, weighted by an interpolation constant to emphasize the arc scorer:

$$\text{loss}_{\text{total}} = (1 - 0.025) \cdot \text{loss}_{\text{arc}} + 0.025 \cdot \text{loss}_{\text{label}}$$

Due to the size of the model and its fairly large number of trainable parameters (see Table 1), it is prone to overfitting. To address this, we apply equally large dropout rates to nearly all parts of the model (see Table 2). We apply variational dropout (Gal and Ghahramani, 2016) sharing the same dropout mask between all time steps in a sequence. On the LSTM hidden states we use DropConnect (Wan et al., 2013; Merity et al., 2017), a more general variant of dropout which drops individual connections instead of complete nodes of the computation graph.

### Table 2: Dropout rates.

<table>
<thead>
<tr>
<th>Substructure</th>
<th>Rate</th>
</tr>
</thead>
<tbody>
<tr>
<td>Embeddings</td>
<td>20%</td>
</tr>
<tr>
<td>Char LSTM feedforward</td>
<td>33%</td>
</tr>
<tr>
<td>Char LSTM recurrent</td>
<td>33%</td>
</tr>
<tr>
<td>Char Linear</td>
<td>33%</td>
</tr>
<tr>
<td>BiLSTM feedforward</td>
<td>45%</td>
</tr>
<tr>
<td>BiLSTM recurrent</td>
<td>25%</td>
</tr>
<tr>
<td>Arc FNN</td>
<td>25%</td>
</tr>
<tr>
<td>Arc scorer</td>
<td>25%</td>
</tr>
<tr>
<td>Label FNN</td>
<td>33%</td>
</tr>
<tr>
<td>Label scorer</td>
<td>33%</td>
</tr>
</tbody>
</table>

### 4 Method

In this section we describe our data and the setup of our experiments.

#### 4.1 Data

The main dataset for our experiments is the English part of the standard SDP distribution (Flickinger et al., 2016), which contains semantic dependency graphs for Sections 00–21 of the venerable Penn Treebank (Marcus et al., 1993) in a predefined train/test split, as well as graphs for out-of-domain test sentences from the Brown Corpus (Francis and Kučera, 1985). The graphs come in four different representation types, of which we use three: graphs derived from DeepBank (DM, Oepen and Lønning, 2006; Ivanova et al., 2012); predicate–argument structures computed by the Enju parser (PAS, Miyao, 2006); and graphs derived from the tectogrammatical layer of the Prague Dependency Treebank (PSD, Hajic et al., 2012). Due to their structural differences, the three graph types are more or less difficult to parse into; PSD graphs, for example, feature a considerably larger label inventory than the other types.

The graphs in the SDP dataset come with different types of gold-standard syntactic analyses, of which we use Stanford Basic Dependencies (SB, de Marneffe and Manning, 2008), derived from the Penn Treebank, and DELPH-IN Syntactic Derivation Trees (DT, Ivanova et al., 2012), derived from DeepBank. In addition to those we also use the English Web Treebank (EWT) from the Universal Dependencies (UD) project (Nivre et al., 2017), which contains syntactic dependency trees for text that does not overlap with the SDP data. We note that the EWT is considerably smaller than the SDP dataset.

#### 4.2 Experimental Setup

We train three types of semantic dependency parsing models: no syntactic features (N), features extracted from gold-standard syntax trees (G), and features extracted from predicted syntax trees (P). The models of type N serve as our baseline and perform on par with the parser of Dozat and Manning (2018). For models of type G we use gold trees as inputs both during training and at test time; for models of type P, at test time we instead feed the parser with trees predicted by our syntactic parser. For the EWT models we use predicted trees during both training and testing.
Table 3: Parsing accuracy for our syntactic models on the in-domain (id) and out-of-domain (ood) test sets for the SDP data, and the regular test set for the EWT data.

<table>
<thead>
<tr>
<th>Dataset</th>
<th>Our parser</th>
<th>StanfordNLP</th>
<th>UDPipe</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>id</td>
<td>ood</td>
<td>id</td>
</tr>
<tr>
<td>SB</td>
<td>93.2</td>
<td>89.9</td>
<td>94.2</td>
</tr>
<tr>
<td>DT</td>
<td>94.0</td>
<td>90.3</td>
<td>94.9</td>
</tr>
<tr>
<td>EWT</td>
<td>85.9</td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

Our three syntactic models (for SB, DT, and EWT) were trained using the same architecture and specifications as the semantic models, but use the factorized approach with CLE-decoding instead. Their accuracy is reported in Table 3, with additional results from StanfordNLP (Qi et al., 2018) and UDPipe (Straka and Straková, 2017) for reference. We note that in contrast to those systems’ results, ours were achieved without gold POS tags.

5 Empirical Results

The results for our semantic dependency parsing models for the three graph types in the SDP dataset are presented in Table 4. For comparison, we add results reported by Dozat and Manning (2018) and Peng et al. (2018), and emphasize for each test set the overall best-performing model.

Baseline Our baseline using no syntactic features performs comparable to the systems of Dozat and Manning (2018) and Peng et al. (2018). We note that the results reported for Dozat and Manning (2018) are for models that not only use character embeddings (which we also use), but also part-of-speech tag embeddings (which we do not use).\(^1\) The results reported for Peng et al. (2018) are for models that use predicted syntax. The slight advantage of our baseline over the latter models suggests that the network architecture can provide the same benefits as additional syntactic information.

Contribution of Syntactic Structure Looking at the results for the models informed by gold-standard syntax, we see consistent gains in both in-domain and out-of-domain settings, with substantial improvements of 3.1 labelled F1 points for DM–DT, and 2.2 points for PAS–SB. The models informed by predicted syntax, on the other hand, do not achieve any significant improvements over the baseline, and in several cases actually perform slightly worse than it. We saw the same trend in additional experiments (not reported here) where we used predicted trees even during training. Interestingly, while the baseline and the models using predicted syntax have similar F-scores, for the latter we observe a reduction of the number of false negatives (i.e., missing arcs), but also an increase in the number of false positives (i.e., incorrectly predicted arcs). The models using EWT trees do not outperform the baseline, and we omit their further investigation from the rest of the paper.

6 Error Analysis

To gain a deeper understanding for our empirical results, we complement them with an error analysis. For space reasons we will focus our analysis on the DM models (Figures 2a–2c); however, we will also discuss results from one PAS model (Figure 2d).

6.1 Error Types

Our analysis is based on a two-dimensional classification of errors. In the first dimension, for each semantic parsing model \(M\), we break down all errors relative to the no-syntax baseline model into the following four types:

1. false negatives of the baseline avoided by \(M\)
2. false positives of the baseline avoided by \(M\)
3. false negatives of \(M\) avoided by the baseline
4. false positives of \(M\) avoided by the baseline

Type 1 thus consists of arcs that the baseline incorrectly does not and the syntax-informed model correctly does predict, and so on.

In the second dimension, for each error type we distinguish four different sub-categories, based on the correspondence between the incorrectly predicted/not predicted arc \(i \rightarrow j\) in the semantic graph and the structural relation between the head \(i\) and dependent \(j\) in the syntactic dependency tree:

(a) the dependency tree has an arc \(i \rightarrow j\)
(b) the dependency tree has an arc \(j \rightarrow i\)
(c) \(i\) and \(j\) are siblings in the dependency tree
(d) none of the above

This subclassification allows us to see if there are systematic correspondences between semantic and syntactic relations, and to assess the impact of syntactic features on the semantic parser’s ability to handle difficult arcs.

---

\(^1\)The best-performing model of Dozat and Manning (2018) additionally uses lemma embeddings.
<table>
<thead>
<tr>
<th>Model</th>
<th>DM id</th>
<th>DM ood</th>
<th>PAS id</th>
<th>PAS ood</th>
<th>PSD id</th>
<th>PSD ood</th>
</tr>
</thead>
<tbody>
<tr>
<td>N – no syntax (baseline)</td>
<td>92.1</td>
<td>87.4</td>
<td>92.6</td>
<td>89.7</td>
<td>79.7</td>
<td>77.3</td>
</tr>
<tr>
<td>DT</td>
<td>95.2</td>
<td>90.9</td>
<td>93.2</td>
<td>90.3</td>
<td>80.0</td>
<td>78.3</td>
</tr>
<tr>
<td>P – predicted syntax</td>
<td>92.2</td>
<td>89.3</td>
<td>92.4</td>
<td>88.9</td>
<td>79.5</td>
<td>77.5</td>
</tr>
<tr>
<td>SB</td>
<td>92.7</td>
<td>88.1</td>
<td>94.8</td>
<td>92.1</td>
<td>80.4</td>
<td>79.0</td>
</tr>
<tr>
<td>P – predicted syntax</td>
<td>92.0</td>
<td>87.0</td>
<td>92.4</td>
<td>88.9</td>
<td>79.6</td>
<td>77.2</td>
</tr>
<tr>
<td>EWT</td>
<td>91.8</td>
<td>87.1</td>
<td>92.7</td>
<td>89.3</td>
<td>79.6</td>
<td>77.3</td>
</tr>
<tr>
<td>Dozat and Manning (2018)</td>
<td>92.7</td>
<td>87.8</td>
<td>94.0</td>
<td>90.6</td>
<td>80.5</td>
<td>78.6</td>
</tr>
<tr>
<td>Peng et al. (2018)</td>
<td>91.6</td>
<td>86.7</td>
<td></td>
<td></td>
<td>78.9</td>
<td>77.1</td>
</tr>
</tbody>
</table>

Table 4: Labeled F1 for our semantic parsers on the in-domain (id) and out-of-domain (ood) test sets.

Figure 2: Error analysis for various models when informed by syntactic features, broken down by arc type and PoS pair. The four columns represent the four error types of Section 6.1 and colour distributions according to gold and predicted syntax features.
To show how syntactic heads and semantic arcs correlate independently of the parsing model, we add Figure 3. As we can see, arcs denoting the first argument of a semantic predicate (ARG1) occur mostly with syntactic arcs in the opposite direction. Similarly, a syntactic arc in the same direction often accompanies arcs denoting the second argument of a semantic predicate (ARG2); two instances from the example analysis in Figure 1 are “take” → “hand” and “show” → “me”. Another example of a clear pattern is with compound and conjunction (“and_c”). Both types of arcs connect mostly nouns, but whereas compound arcs correlate with opposite syntactic arcs, head and dependent in a conjunction more typically share the same syntactic head (the conjunction “and”).

6.2 Results

We now explain how to read the graphs with the results of our two-dimensional error analysis for the DM parsing models. Figure 2a shows the outcome of this analysis when the model is informed by syntactic features extracted from gold-standard DT trees and evaluated on the development data. More specifically, it shows results for those five DM arc types for which adding syntax has the greatest effect on the absolute difference of mistakes relative to the baseline. For each arc type we plot four pairs of bars, one for each of the error types 1–4, from left to right. Figure 2b breaks down results by head–dependent part-of-speech pairs instead. Figure 2c compares the baseline with the model using predicted syntax, also on DM graphs and DT trees. Note that, as the ordering follows the absolute difference of mistakes, the arc types shown in Figure 2c are not the same as the ones in Figure 2a.

In all plots, the two bars in each of the four pairs of bars show the (colour-coded) distributions of the types (a)–(d) relative to gold-standard syntax (first bar) and predicted syntax (second bar); thus the distribution relative to the syntactic information actually used by each model is in the first bar in Figures 2a–2b (models informed by gold-standard syntax), and in the second bars in Figure 2c (models informed by predicted syntax).

6.3 Relation between Syntax and Semantics

To directly compare how gold-standard and predicted syntax relate to semantic arcs, we look at the differently coloured sub-columns in Figures 2a and 2b. We recall that these figures compare the no-syntax baseline to a model informed by syntactic features extracted from gold-standard analyses.

The errors avoided by the syntax-informed model (columns 1 and 2) have similar syntactic-head distributions as the general distribution in Figure 3 when looking at gold syntax. The distribution for predicted syntax does not match, due to wrong predictions when parsing these related substructures. For example, in the predicted syntax, much fewer of the avoided false negative ARG1 arcs have syntactic arcs in the opposite direction, and instead many more of the false positives (error type 2). Using a syntactic arc in the opposite direction as an indicator, fewer false negatives would have been avoided and more false positives would have been predicted. This shows that the baseline system and the syntactic parser have difficulties analyzing the same substructures.

In Section 6 we stated that the model informed by predicted syntax increases recall at the cost of precision. This is illustrated by Figure 2c, and most pronounced for the ARG1 type, where the number of baseline false negatives avoided by the syntax-informed model (column 1) is almost as large as the number of model false positives avoided by the baseline (column 4). The error types (a)–(d) follow the same distribution when the syntax-enhanced model improves over the baseline, but diverge when not. This finding suggests that, unsurprisingly, syntactic information helps when it is correct, and interferes otherwise. An improved system would ideally know when to trust its predicted syntax and when to rather fall back on the baseline prediction.
death in a plane crash of his old boss
will go a long way toward enhancing

Figure 4: Graph fragments for sentences #22013118 and #22012010. Semantic arcs are shown in black, syntactic arcs in red. False negatives are drawn with continuous lines, false positives are drawn with dashed lines.

6.4 Where can Syntax help?

In order to better understand where syntax helps the semantic dependency parser, we look at the part-of-speech pairs of head and dependent in Figure 2b. The five pairs which receive the largest improvement when informed by gold-standard syntax can be divided into two groups:

(i) arcs between prepositions (IN) and nouns (NN, NNS)
(ii) arcs between multiple (proper) nouns (NN, NNS, NNP, NNPS)

Prepositional Attachment The arcs in group (i), between prepositions and nouns, represent the majority of baseline errors not only in the case of DM/DT but also in the case of PAS/SB, where they correspond (roughly) to the arc type \texttt{prep ARG1} in Figure 2d. Figure 4 shows two graph fragments with arcs from this group; these fragments happen to be identical for DM/DT and for PAS/SB. In the two examples the gold-standard syntactic arc goes into the opposite direction than the semantic arc (our type b), and this regularity seems to be learned by the models informed by gold-standard syntax to such a degree that when the syntactic arc is incorrectly predicted, the parser also makes a corresponding mistake on the semantic side: In the examples, the prepositional phrase “of his old boss” is wrongly attached to the neighbouring “plane crash”, while “toward” is attached to the distant predicate “use” instead of the neighbouring “way”. Examples of this kind seem to suggest that having access to gold-standard syntax essentially ‘solves’ the prediction problem on the semantic side.

Compounds and Conjuncts The arcs in group (ii) include both compounds and conjuncts. The difficulties with compounds lie in determining which token is the governing head of the complete phrase and deciding which tokens are part of the compound. They naturally appear as part of conjunctions as well, where the difficulty of correctly identifying the heads of the two conjuncts is the same as identifying the heads of the compounds themselves. Similar to what we observed for preposition–noun arcs, having the governing head basically given by a syntactic arc, essentially eliminates the problem for compounds and conjuncts.

The example in Figure 5 showcases how failing to recognize a compound results in a cascade of follow-up mistakes. While “guerrilla action” is recognized as a compound, “siege tactics” is not. The word “tactics” is left out of the compound and therefore also the conjunct, receiving “use” as its syntactic head instead. This leads the semantic parser to not only fail to analyse the second compound and hence also the conjunct, but also attaching “tactics” as second argument (ARG2) to the predicate “use”, instead of the actual head of the complete phrase, “action”.

6.5 Where can Syntax not help?

While syntactic information appears to help the semantic parser in some cases, there are similar examples where syntax does not seem to be able to help at all, two of which are shown in Figure 6.

Figure 5: Graph fragments for sentence #22052046. Semantic arcs are shown above, syntactic arcs below the words. False negatives are shown in blue, false positives dashed. The blue dashed arc is an incorrectly labelled arc, annotated with the correct and the predicted label.
beheading of Hugo Spadafora

dislike of President Bush’s proposal

Figure 6: Graph fragments for sentences #22013141 and #22030001. Semantic arcs are shown in black, syntactic arcs in red. False negatives are drawn with continuous lines, false positives are drawn with dashed lines.

Both graph fragments contain a nominalized verb ("beheading" and "dislike") followed by "of" and the object of the nominalization ("Spadafora" and "proposal"). In both cases, the parser has access to gold-standard syntax that connects the nominalization, the preposition and the object left to right. In the first instance, the parser interprets the nominalization and the object both as arguments of "of", instead of directly attaching the object as an argument to the nominalization. In the second instance, the intended and observed behaviours are switched.

7 Conclusion

Our re-implementation of the state-of-the-art semantic dependency parsing architecture of Dozat and Manning (2018) performs on par with that system. Surprisingly, adding syntactic features to the standard lexical and morphological embeddings does not generally increase parsing accuracy. More specifically, while gold-standard syntactic information is highly beneficial, yielding accuracies significantly above the state of the art, adding predicted syntax does not lead to consistent improvements.

Our error analysis shows that there is some overlap of the information that syntactic dependency trees and semantic dependency graphs encode, in the sense that both tend to mirror each other. We have provided examples for cases that are difficult to analyze due to their inherent ambiguity. In some cases, these examples suggest that adding gold-standard syntax essentially also reveals the correct semantic analysis to the parser. This means that high-precision syntactic parsing holds significant promises even for semantic parsing, but our experiments suggest that the state of the art in syntactic dependency parsing may still be too low to fully capitalize on this potential. We believe however, that a joint syntactic–semantic parser that is able to dynamically leverage both structures (trained, perhaps, using a multi-task objective), would be an opportunity for further advances in both syntactic and semantic dependency parsing.
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Abstract
In this paper, we critically evaluate the widespread assumption that deep learning NLP models do not require lemmatized input. To test this, we trained versions of contextualised word embedding ELMo models on raw tokenized corpora and on the corpora with word tokens replaced by their lemmas. Then, these models were evaluated on the word sense disambiguation task. This was done for the English and Russian languages.

The experiments showed that while lemmatization is indeed not necessary for English, the situation is different for Russian. It seems that for rich-morphology languages, using lemmatized training and testing data yields small but consistent improvements: at least for word sense disambiguation. This means that the decisions about text pre-processing before training ELMo should consider the linguistic nature of the language in question.

1 Introduction

Deep contextualised representations of linguistic entities (words and/or sentences) are used in many current state-of-the-art NLP systems. The most well-known examples of such models are arguably ELMo (Peters et al., 2018) and BERT (Devlin et al., 2019).

A long-standing tradition if the field of applying deep learning to NLP tasks can be summarised as follows: as minimal pre-processing as possible. It is widely believed that lemmatization or other text input normalisation is not necessary. Advanced neural architectures based on character input (CNNs, BPE, etc) are supposed to be able to learn how to handle spelling and morphology variations themselves, even for languages with rich morphology: ‘just add more layers!’.

Contextualised embedding models follow this tradition: as a rule, they are trained on raw text collections, with minimal linguistic pre-processing. Below, we show that this is not entirely true.

It is known that for the previous generation of word embedding models (‘static’ ones like word2vec (Mikolov et al., 2013), where a word always has the same representation regardless of the context in which it occurs), lemmatization of the training and testing data improves their performance. Fares et al. (2017) showed that this is true at least for semantic similarity and analogy tasks.

In this paper, we describe our experiments in finding out whether lemmatization helps modern contextualised embeddings (on the example of ELMo). We compare the performance of ELMo models trained on the same corpus before and after lemmatization. It is impossible to evaluate contextualised models on ‘static’ tasks like lexical semantic similarity or word analogies. Because of this, we turned to word sense disambiguation in context (WSD) as an evaluation task.

In brief, we use contextualised representations of ambiguous words from the top layer of an ELMo model to train word sense classifiers and find out whether using lemmas instead of tokens helps in this task (see Section 5). We experiment with the English and Russian languages and show that they differ significantly in the influence of lemmatization on the WSD performance of ELMo models.

Our findings and the contributions of this paper are:

1. Linguistic text pre-processing still matters in some tasks, even for contemporary deep representation learning algorithms.

2. For the Russian language, with its rich mor-
Table 1: Training corpora

<table>
<thead>
<tr>
<th>Source</th>
<th>English</th>
<th>Russian</th>
</tr>
</thead>
<tbody>
<tr>
<td>Size, tokens</td>
<td>2 174 mln</td>
<td>989 mln</td>
</tr>
<tr>
<td>Size, lemmas</td>
<td>1 977 mln</td>
<td>988 mln</td>
</tr>
</tbody>
</table>

phology, lemmatizing the training and testing data for ELMo representations yields small but consistent improvements in the WSD task. This is unlike English, where the differences are negligible.

2 Related work

ELMo contextual word representations are learned in an unsupervised way through language modelling (Peters et al., 2018). The general architecture consists of a two-layer BiLSTM on top of a convolutional layer which takes character sequences as its input. Since the model uses fully character-based token representations, it avoids the problem of out-of-vocabulary words. Because of this, the authors explicitly recommend not to use any normalisation except tokenization for the input text. However, as we show below, while this is true for English, for other languages feeding ELMo with lemmas instead of raw tokens can improve WSD performance.

Word sense disambiguation or WSD (Navigli, 2009) is the NLP task consisting of choosing a word sense from a pre-defined sense inventory, given the context in which the word is used. WSD fits well into our aim to intrinsically evaluate ELMo models, since solving the problem of polysemy and homonymy was one of the original promises of contextualised embeddings: their primary difference from the previous generation of word embedding models is that contextualised approaches generate different representations for homographs depending on the context. We use two lexical sample WSD test sets, further described in Section 4.

3 Training ELMo

For the experiments described below, we trained our own ELMo models from scratch. For English, the training corpus consisted of the English Wikipedia dump from February 2017. For Russian, it was a concatenation of the Russian Wikipedia dump from December 2018 and the full Russian National Corpus (RNC). The RNC texts were added to the Russian Wikipedia dump so as to make the Russian training corpus more comparable in size to the English one (Wikipedia texts would comprise only half of the size). As Table 1 shows, the English Wikipedia is still two times larger, but at least the order is the same.

The texts were tokenized and lemmatized with the UDPipe models for the respective languages trained on the Universal Dependencies 2.3 tree-banks (Straka and Straková, 2017). UDPipe yields lemmatization accuracy about 96% for English and 97% for Russian; thus for the task at hand, we considered it to be gold and did not try to further improve the quality of normalisation itself (although it is not entirely error-free, see Section 4).

ELMo models were trained on these corpora using the original TensorFlow implementation, for 3 epochs with batch size 192, on two GPUs. To train faster, we decreased the dimensionality of the LSTM layers from the default 4096 to 2048 for all the models.

4 Word sense disambiguation test sets

We used two WSD datasets for evaluation:

- Senseval-3 for English (Mihalcea et al., 2004)
- RUSSE’18 for Russian (Panchenko et al., 2018)

The Senseval-3 dataset consists of lexical samples for nouns, verbs and adjectives; we used only noun target words:

1. argument
2. arm
3. atmosphere
4. audience
5. bank
6. degree
7. difference
8. difficulty

---

1. https://dumps.wikimedia.org/
An example for the ambiguous word *argument* is given below:

*In some situations Postscript can be faster than the escape sequence type of printer control file. It uses post fix notation, where *arguments* come first and operators follow. This is basically the same as Reverse Polish Notation as used on certain calculators, and follows directly from the stack based approach.*

It this sentence, the word ‘*argument*’ is used in the sense of a mathematical operator.

The *RUSSE’18* dataset was created in 2018 for the shared task in Russian word sense induction. This dataset contains only nouns; the list of words with their English translations is given in Table 2.

Originally, it includes also the words *байка* ‘tale/fleece’ and *гвоздика* ‘clove/small nail’, but their senses are ambiguous only in some inflectional forms (not in lemmas), therefore we decided to exclude these words from evaluation.

The Russian dataset is more homogeneous compared to the English one, as for all the target words there is approximately the same number of context words in the examples. This is achieved by applying the lexical window (25 words before and after the target word) and cropping everything that falls outside of that window. In the English dataset, on the contrary, the whole paragraph with the target word is taken into account. We have tried cropping the examples for English as well, but it did not result in any change in the quality of classification. In the end, we decided not to apply the lexical window to the English dataset so as not to alter it and rather use it in the original form.

Here is an example from the *RUSSE’18* for the ambiguous word *мандарин* ‘mandarin’ in the sense ‘Chinese official title’:

‘*…дипломатического корпуса останкам богдыхана и императрицы обставлено было с необычайной торжественностью. Тысячи мандаринов и других высокопоставленных лиц разместились шпалерами на трех мраморных террасах ведущих к…*’

‘*…the diplomatic bodies of the Bogdikhan and the Empress was furnished with extraordinary solemnity. Thousands of mandarins and other dignitaries were placed on three marble terraces leading to…*’.

Table 3 compares both datasets. Before usage, they were pre-processed in the same way as the training corpora for *ELMo* (see Section 3), thus producing a lemmatized and a non-lemmatized versions of each.

As we can see from Table 3, for 20 target words in English there are 24 lemmas, and for 18 target words in Russian there are 36 different lemmas. These numbers are explained by occasional errors in the *UDPipe* lemmatization. Another interesting thing to observe is the number of distinct

<table>
<thead>
<tr>
<th>Target word</th>
<th>Translation</th>
</tr>
</thead>
<tbody>
<tr>
<td>акция</td>
<td>‘stock/marketing event’</td>
</tr>
<tr>
<td>гипербола</td>
<td>‘hyperbola/exaggeration’</td>
</tr>
<tr>
<td>град</td>
<td>‘hail/city’</td>
</tr>
<tr>
<td>гусеница</td>
<td>‘caterpillar/track’</td>
</tr>
<tr>
<td>домино</td>
<td>‘dominoes/costume’</td>
</tr>
<tr>
<td>кабачок</td>
<td>‘squash/restaurant’</td>
</tr>
<tr>
<td>капот</td>
<td>‘hood (part of a car/clothing)’</td>
</tr>
<tr>
<td>карьер</td>
<td>‘mine/fast pace of a horse’</td>
</tr>
<tr>
<td>кок</td>
<td>‘cook/hairstyle’</td>
</tr>
<tr>
<td>крона</td>
<td>‘crown (tree/coin)’</td>
</tr>
<tr>
<td>круп</td>
<td>‘crupper (part of a car/clothing)’</td>
</tr>
<tr>
<td>мандарин</td>
<td>‘fruit/a Chinese official’</td>
</tr>
<tr>
<td>рок</td>
<td>‘rock (music/destiny)’</td>
</tr>
<tr>
<td>слог</td>
<td>‘syllable/text style’</td>
</tr>
<tr>
<td>стопка</td>
<td>‘stack/glass’</td>
</tr>
<tr>
<td>таз</td>
<td>‘basin/human body part’</td>
</tr>
<tr>
<td>такса</td>
<td>‘tariff/dog breed’</td>
</tr>
<tr>
<td>шах</td>
<td>‘check/prince’</td>
</tr>
</tbody>
</table>

Table 2: Target ambiguous words for Russian (*RUSSE’18*)
word forms for every language. For English, there are 39 distinct forms for 20 target nouns: singular and plural for every noun, except ‘atmosphere’ which is used only in the singular form. Thus, inflectional variability of English nouns is covered by the dataset almost completely. For Russian, we observe 132 distinct forms for 18 target nouns, giving more than 7 inflectional forms per each word. Note that this still covers only half of all the inflectional variability of Russian: this language features 12 distinct forms for each noun (6 cases and 2 numbers).

To sum up, the RUSSE’18 dataset is morphologically far more complex than the Senseval3, reflecting the properties of the respective languages. In the next section we will see that this leads to substantial differences regarding comparisons between token-based and lemma-based ELMo models.

## 5 Experiments

Following Gorman and Bedrick (2019), we decided to avoid using any standard train-test splits for our WSD datasets. Instead, we rely on per-word random splits and 5-fold cross-validation. This means that for each target word we randomly generate 5 different divisions of its context sentences list into train and test sets, and then train and test 5 different classifier models on this data. The resulting performance score for each target word is the average of 5 macro-F1 scores produced by these classifiers.

ELMo models can be employed for the WSD task in two different ways: either by fine-tuning the model or by extracting word representations from it and then using them as features in a downstream classifier. We decided to stick to the second (feature extraction) approach, since it is conceptually and computationally simpler. Additionally, Peters et al. (2019) showed that for most NLP tasks (except those focused on sentence pairs) the performance of feature extraction and fine-tuning is nearly the same. Thus we extracted the single vector of the target word from the ELMo top layer (‘target’ rows in Table 4) or the averaged ELMo top layer vectors of all words in the context sentence (‘averaged’ rows in Table 4).

For comparison, we also report the scores of the ‘averaged vectors’ representations with Continuous Skipgram (Mikolov et al., 2013) embedding models trained on the English or Russian Wikipedia dumps (‘SGNS’ rows): before the advent of contextualised models, this was one of the most widely used ways to ‘squeeze’ the meaning of a sentence into a fixed-size vector. Of course it does not mean that the meaning of a sentence always determines the senses all its words are used in. However, averaging representations of words in contexts as a proxy to the sense of one particular word is a long established tradition in WSD, starting at least from Schütze (1998). Also, since SGNS is a ‘static’ embedding model, it is of course not possible to use only target word vectors as features: they would be identical whatever the context is.

Simple logistic regression was used as a classification algorithm. We also tested a multi-layer perceptron (MLP) classifier with 200-neurons hidden layer, which yielded essentially the same results. This leads us to believe that our findings are not classifier-dependent.

Table 4 shows the results, together with the ran-
Figure 1: Word sense disambiguation performance on the **English** data across words (**ELMo** target models).

Figure 1: Word sense disambiguation performance on the **English** data across words (**ELMo** target models).

dom and most frequent sense (MFS) baselines for each dataset.

First, **ELMo** outperforms SGNS for both languages, which comes as no surprise. Second, the approach with averaging representations from all words in the sentence is not beneficial for WSD with **ELMo**: for English data, it clearly loses to a single target word representation, and for Russian there are no significant differences (and using a single target word is preferable from the computational point of view, since it does not require the averaging operation). Thus, below we discuss only the single target word usage mode of **ELMo**.

But the most important part is the comparison between using tokens or lemmas in the train and test data. For the ‘static’ SGNS embeddings, it does not significantly change the WSD scores for both languages. The same is true for English **ELMo** models, where differences are negligible and seem to be simple fluctuations. However, for Russian, **ELMo** (target) on lemmas outperforms **ELMo** on tokens, with small but significant improvement. The most plausible explanation for this is that (despite of purely character-based input of **ELMo**) the model does not have to learn idiosyncrasies of a particular language morphology. Instead, it can use its (limited) capacity to better learn lexical semantic structures, leading to better WSD performance. The box plots 1 and 2 illustrate the scores dispersion across words in the test sets for English and Russian correspondingly (orange lines are medians). In the next section 6 we analyse the results qualitatively.

### 6 Qualitative analysis

In this section we focus on the comparison of scores for the Russian dataset. The classifier for Russian had to choose between fewer classes (two or three), which made the scores higher and more consistent than for the English dataset. Overall, we see improvements in the scores for the majority of words, which proves that lemmatization for morphologically rich languages is beneficial.

We decided to analyse more closely those words for which the difference in the scores between lemma-based and token-based models was statistically significant. By ‘significant’ we mean that the scores differ by more that one standard deviation (the largest standard deviation value in the two sets was taken). The resulting list of targets words with significant difference in scores is given in Table 5.

We can see that among 18 words in the dataset only 3 exhibit significant improvement in their scores when moving from tokens to lemmas in the input data. It shows that even though the over-

<table>
<thead>
<tr>
<th>Word</th>
<th>Tokens</th>
<th>Lemmas</th>
<th>STD</th>
</tr>
</thead>
<tbody>
<tr>
<td>акция</td>
<td>0.876</td>
<td><strong>0.978</strong></td>
<td>0.050</td>
</tr>
<tr>
<td>крона</td>
<td><strong>0.978</strong></td>
<td>1.000</td>
<td>0.018</td>
</tr>
<tr>
<td>круп</td>
<td>0.927</td>
<td><strong>1.000</strong></td>
<td>0.070</td>
</tr>
<tr>
<td><strong>домино</strong></td>
<td><strong>0.910</strong></td>
<td>0.874</td>
<td>0.057</td>
</tr>
</tbody>
</table>

Table 5: F1 scores for target words from **RUSSE’18** with significant differences between lemma-based and token-based models.
all F1 scores for the Russian data have shown the plausibility of lemmatization, this improvement is mostly driven by a few words. It should be noted that these words’ scores feature very low standard deviation values (for other words, standard deviation values were above 0.1, making F1 differences insignificant). Such a behaviour can be caused by more consistent differentiation of context for various senses of these 3 words. For example, with the word кабачок ‘squash / small restaurant’, the contexts for both senses can be similar, since they are all related to food. This makes the WSD scores unstable. On the other hand, for акция ‘stock, share / event’, крона ‘crown (tree / coin)’ or круп ‘croup (horse body part / illness)’, their senses are not related, which resulted in more stable results and significant difference in the scores (see Table 5).

There is only one word in the RUSSE’18 dataset for which the score has strongly decreased when moving to lemma-based models: домино ‘domino (game / costume)’. In fact, the score difference here lies on the border of one standard deviation, so strictly speaking it is not really significant. However, the word still presents an interesting phenomenon.

Домино is the only target noun in the RUSSE’18 that has no inflected forms, since it is a borrowed word. This leaves no room for improvement when using lemma-based ELMo models: all tokens of this word are already identical. At the same time, some information about inflected word forms in the context can be useful, but it is lost during lemmatization, and this leads to the decreased score. Arguably, this means that lemmatization brings along both advantages and disadvantages for WSD with ELMo. For inflected words (which constitute the majority of Russian vocabulary) profits outweigh the losses, but for atypical non-changeable words it can be the opposite.

The scores for the excluded target words байка ‘tale / fleece’ and гвоздика ‘clove / small nail’ are given in Table 6 (recall that they were excluded because of being ambiguous only in some inflectional forms). For these words we can see a great improvement with lemma-based models. This, of course stems from the fact that these words in different senses have different lemmas. Therefore, the results are heavily dependent on the quality of lemmatization.

<table>
<thead>
<tr>
<th>Word</th>
<th>Tokens</th>
<th>Lemmas</th>
<th>STD</th>
</tr>
</thead>
<tbody>
<tr>
<td>байка</td>
<td>0.421</td>
<td>0.627</td>
<td>0.099</td>
</tr>
<tr>
<td>гвоздика</td>
<td>0.553</td>
<td>0.619</td>
<td>0.038</td>
</tr>
</tbody>
</table>

Table 6: F1 scores for the excluded target words from RUSSE’18.

7 Conclusion

We evaluated how the ability of ELMo contextualised word embedding models to disambiguate word senses depends on the nature of the training data. In particular, we compared the models trained on raw tokenized corpora and those trained on the corpora with word tokens replaced by their normal forms (lemmas). The models we trained are publicly available via the NLPL word embeddings repository6 (Fares et al., 2017).

In the majority of research papers on deep learning approaches to NLP, it is assumed that lemmatization is not necessary, especially when using powerful contextualised embeddings. Our experiments show that this is indeed true for languages with simple morphology (like English). However, for rich-morphology languages (like Russian), using lemmatized training data yields small but consistent improvements in the word sense disambiguation task. These improvements are not observed for rare words which lack inflected forms; this further supports our hypothesis that better WSD scores of lemma-based models are related to them better handling multiple word forms in morphology-rich languages.

Of course, lemmatization is by all means not a silver bullet. In other tasks, where inflectional properties of words are important, it can even hurt the performance. But this is true for any NLP systems, not only deep learning based ones.

The take-home message here is twofold: first, text pre-processing still matters for contemporary deep learning algorithms. Their impressive learning abilities do not always allow them to infer normalisation rules themselves, from simply optimising the language modelling task. Second, the nature of language at hand matters as well, and differences in this nature can result in different decisions being optimal or sub-optimal at the stage of deep learning models training. The simple truth ‘English is not representative of all languages on Earth’ still holds here.

6http://vectors.nlpl.eu/repository/
In the future, we plan to extend our work by including more languages into the analysis. Using Russian and English allowed us to hypothesise about the importance of morphological character of a language. But we only scratched the surface of the linguistic diversity. To verify this claim, it is necessary to analyse more strongly inflected languages like Russian as well as more weakly inflected (analytical) languages similar to English. This will help to find out if the inflection differences are important for training deep learning models across human languages in general.
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Abstract

The multilingual BERT model is trained on 104 languages and meant to serve as a universal language model and tool for encoding sentences. We explore how well the model performs on several languages across several tasks: a diagnostic classification probing the embeddings for a particular syntactic property, a cloze task testing the language modelling ability to fill in gaps in a sentence, and a natural language generation task testing for the ability to produce coherent text fitting a given context. We find that the currently available multilingual BERT model is clearly inferior to the monolingual counterparts, and cannot in many cases serve as a substitute for a well-trained monolingual model. We find that the English and German models perform well at generation, whereas the multilingual model is lacking, in particular, for Nordic languages.¹

1 Introduction

The language representation model BERT (Bidirectional Encoder Representations from Transformers) has been shown to achieve state-of-the-art performance when fine-tuned on a range of downstream tasks related to language understanding (Devlin et al., 2018), and recently also language generation. In addition to downstream applications, many recent studies have explored more directly how various types of linguistic information is captured in BERT’s representations.

However, all such studies we are aware of are conducted for English using the monolingual BERT model as the availability of pre-trained BERT models for other languages is extremely scarce. For the vast majority of languages, the only option is the multilingual BERT model trained jointly on 104 languages. In “coffee break” discussions, it is often mentioned that the multilingual BERT model lags behind the monolingual models in terms of quality and cannot serve as a drop-in replacement.

In this paper, we therefore set out to test the multilingual model on several tasks and several languages (primarily Nordic), to establish whether, and to what extent this is the case, as well as to establish at least an order-of-magnitude expectation of the performance of the present multilingual BERT model on these tasks and languages. It must be stressed that this paper deals with the particular multilingual model distributed by the BERT creators, rather than the more general question of comparison of the multilingual and monolingual training schedule. Studying those questions would necessitate training multilingual BERT models with resource requirements far beyond those at our disposal.

We put a particular focus on the natural language generation (NLG) task, which we hypothesize requires a deeper understanding of the language in question on the side of the model. We take English and German, for which monolingual versions of BERT are available, as reference languages, in order to compare how they perform in the mono- vs. multilingual settings. Furthermore, we perform experiments with the Nordic languages of Danish, Finnish, Norwegian (Bokmål and Nynorsk) and Swedish, with in-depth evaluations on Finnish and Swedish, as well as the abovementioned two reference languages.

2 Related Work

A BERT model is comprised of several layers of stacked Transformer networks (Vaswani et al.,...
2017), each providing representations of both the input sequence and its individual tokens. The model incorporates a tokenizer that splits an input sentence into words, or subword units for words or word forms that are relatively infrequent in the training data.

Several recent studies have explored how BERT captures linguistic information in English, and how it is distributed across layers. (Tenney et al., 2019; Jawahar et al., 2019; Clark et al., 2019) A particular line of inquiry has focused on how much hierarchical understanding of a language and knowledge of the syntactic structure is captured in the word representations of the monolingual English BERT model. In Goldberg (2019), the BERT models are shown to perform well on capturing several syntactic phenomena of the English language. The paper shows the model to favor the correct subject-verb agreement over the wrong one even if the input is crafted to mislead the model with agreement attractors, i.e. an intervening subordinate clause with opposite number of the subject. BERT is also shown to perform well on the agreement task even if tokens are randomly substituted from the same part-of-speech category, making the input semantically meaningless while preserving the syntactic structure.

Similarly, Ettinger (2019) evaluates the BERT model on several English psycholinguistic datasets, where the model is shown generally being able to distinguish a good completion from a bad one, while still failing in some more complex categories, for example being insensitive to negation.

Lin et al. (2019) uses a diagnostic classifier to study to which extent syntactic or positional information can be predicted from the English BERT embeddings, and how this information is carried through the different layers.

The multilingual BERT model is studied in the context of zero-shot cross-lingual transfer, where it is shown to perform competitively to other transfer models. (Pires et al., 2019; Wu and Dredze, 2019)

Text generation with BERT is introduced by Wang and Cho (2019), who demonstrate several different algorithms to generate language with a BERT model. They demonstrate that BERT even though not being trained on an explicit language generation objective, is capable of generating coherent, varied language.

<table>
<thead>
<tr>
<th>Language</th>
<th>BERT</th>
<th>Test acc</th>
<th>Baseline</th>
</tr>
</thead>
<tbody>
<tr>
<td>English</td>
<td>mono</td>
<td>86.03</td>
<td>54.93</td>
</tr>
<tr>
<td></td>
<td>multi</td>
<td>87.82</td>
<td>54.44</td>
</tr>
<tr>
<td>German</td>
<td>mono</td>
<td>97.27</td>
<td>69.61</td>
</tr>
<tr>
<td></td>
<td>multi</td>
<td>95.29</td>
<td>69.19</td>
</tr>
<tr>
<td>Danish</td>
<td>multi</td>
<td>89.96</td>
<td>53.25</td>
</tr>
<tr>
<td>Finnish</td>
<td>multi</td>
<td>93.20</td>
<td>50.54</td>
</tr>
<tr>
<td>Nor. (Bokmål)</td>
<td>multi</td>
<td>93.67</td>
<td>56.19</td>
</tr>
<tr>
<td>Nor. (Nynorsk)</td>
<td>multi</td>
<td>94.44</td>
<td>53.18</td>
</tr>
<tr>
<td>Swedish</td>
<td>multi</td>
<td>93.00</td>
<td>62.09</td>
</tr>
</tbody>
</table>

Table 1: Diagnostic classifier results. Auxiliary classification task accuracies and majority class baselines for all languages.

3 Experiments

We evaluate the BERT models on 6 languages, English, German, Swedish, Finnish, Danish, and Norwegian (Bokmål and Nynorsk), and three different tasks. In addition to automatic metrics, the generated output is manually evaluated for English, German, Swedish, and Finnish, the four languages that at least one of the authors is fluent in, and therefore comfortable evaluating. For English and German there are monolingual BERT models available, which we use as references to evaluate the performance of the multilingual BERT model.\(^2\) We further compare performance among these languages and the four Nordic languages in order to assess its utility for such relatively low-resource languages. In all evaluation tasks, we use data from the Universal Dependencies (UD) version 2.4 treebanks (Nivre et al., 2016, 2019) for the languages in question.\(^3\)

3.1 Diagnostic Classifier

As an initial experiment, we train a diagnostic classifier to predict whether an auxiliary is the main auxiliary of its sentence, in order to assess how well the BERT encodings represent elementary linguistic information including hierarchical understanding of a sentence. The task is inspired by Lin et al. (2019) who use it as one way of testing what kind of linguistic knowledge BERT

\(^2\)For multilingual and English monolingual experiments we used the official models by the original BERT authors, namely bert-base-multilingual-cased and bert-base-uncased. For German monolingual experiments we use the model provided by Deepset (bert-base-german-cased).

\(^3\)Treebanks are English-EWT, German-HDT (part a), Swedish-Talbanken, Finnish-TDT, Danish-DDT, Norwegian-Bokmaal, and Norwegian-Nynorsk.
is able to encode. Specifically, they use it as a proxy for assessing whether BERT has a hierarchical representation of sentences, as it is necessary information for differentiating between main and subordinate clause or coordinate clause auxiliaries.

All words marked with the part-of-speech tag AUX in the treebank data are taken as prediction candidates, where the target is a binary classification as to whether the auxiliary is dependent on the root token of the sentence or not. The input of the classifier is the final-layer BERT embedding for the auxiliary. In case the auxiliary token is tokenized into multiple subword units, each subword representation is fed as a separate instance, and thus classified independently. We expect each subword embedding to encode the relevant knowledge of both the whole word and its function in the sentence.

The classifier consists of 768 input units corresponding to the BERT base embedding size and a softmax layer. The model is trained separately for all languages and available BERT model configurations, using treebank training sections, and SGD optimizer for 50 epochs. For improved comparability, the train set size is capped for all languages to that of the smallest treebank (Swedish), for which we were able to extract 3031 training examples. The treebank test sets yield 1002–1217 examples, with the exception of Danish with 515 examples.

The results evaluated on the treebank test sets are listed in Table 1, where we measure subword classification accuracy. The majority class baseline frequencies are listed as reference; they tend to be relatively balanced, although somewhat tilted towards main auxiliaries. There is a notable 2 percentage point decrease for German with multilingual BERT, whereas English exhibits a 1.8 point increase. Comparison between languages is problematic, but we observe that all perform relatively well on the task.\footnote{The slight variation in baseline between models for the same language is likely influenced by differing tokenization.}

### 3.2 Cloze Test

Moving towards natural language generation, and to evaluate the BERT models with respect to their original training objective, we employ a cloze test, where words are randomly masked and predicted back. We mask a random 15% of words in each sentence, and, in case a word is composed of several subwords, all subwords are masked for an easier and more meaningful evaluation. All masked positions are predicted at once in the same manner as done in the BERT pretraining (i.e. no iterative prediction of one position per time step). As a source of sentences, we use the training sections of the treebanks, limited to sentences of 5–50 tokens in length.

The results are shown in Table 2, where we measure subword level prediction accuracy, i.e. how many times the model gives the highest confidence score for the original subword. Overall, we find that the multilingual model substantially lags behind the monolingual variants (at 15–34% vs. 44–45% accuracy), even though the performance at worst is far from trivial. We also observe a notable difference in performance of the multilingual model across the languages, being able to correctly predict between 15% and 34% of the masked subwords. English and German score highest also in the multilingual setting, whereas the Scandinavian languages perform somewhat worse, but similarly among themselves. Finnish stands out as the most challenging.

<table>
<thead>
<tr>
<th>Language</th>
<th>Mono</th>
<th>Multi</th>
</tr>
</thead>
<tbody>
<tr>
<td>English</td>
<td>45.92</td>
<td>33.94</td>
</tr>
<tr>
<td>German</td>
<td>43.93</td>
<td>28.10</td>
</tr>
<tr>
<td>Swedish</td>
<td>22.30</td>
<td></td>
</tr>
<tr>
<td>Finnish</td>
<td>14.56</td>
<td></td>
</tr>
<tr>
<td>Danish</td>
<td>25.07</td>
<td></td>
</tr>
<tr>
<td>Norwegian (Bokmål)</td>
<td>25.21</td>
<td></td>
</tr>
<tr>
<td>Norwegian (Nynorsk)</td>
<td>22.28</td>
<td></td>
</tr>
</tbody>
</table>

Table 2: Results for the cloze test in terms of subword predictions accuracy.
• **match**: A real word fitting the context both grammatically and semantically

• **mismatch**: A real word that does not fit the context

• **copy**: An unnatural repetition of a word appearing in the nearby context

• **gibberish**: Subwords do not form a real word, or the prediction forms a meaningless sequence of tokens (e.g. sequence of punctuation tokens)

An example prediction of each category is given in Figure 1 and the evaluation results are summarized in Table 3. These even further demonstrate the capability of the monolingual models, with 82–88% of the generated words fitting the context both syntactically and semantically, i.e. being an acceptable substitution for the masked word in the given context.

By contrast, the matches decrease for German and English, using the multilingual model, to 69% and 72% respectively. Finnish and Swedish perform significantly worse, with match rates at 42% and 56%. The evaluation is based on 50–100 sentences per language and model, and about 100–200 predicted words in each case.

The other categories display similar trends: the semantically or syntactically mismatching words increase for the multilingual model, and in particular the amount of gibberish surges for the Nordic languages. The fact that prediction in Finnish exhibits almost twice as much gibberish as in Swedish is likely influenced by the morphological richness of Finnish, resulting in words to generally be composed of more subword units and the likelihood of predicting non-existent words being higher. An interesting trend for the two Nordic languages, especially strongly seen in Finnish, is the predictions mostly falling into two distinct ends of the evaluation scale, 42% being perfectly acceptable substitutions, while 39% being gibberish. The likely explanation noticed during manual evaluation is the model being quite capable predicting natural output in the place of masked function words, while completely failing to predict anything reasonable for masked content words forming longer subword sequences.

Examples of the model predictions in this task are given in Figure 2 for English, German, Swedish and Finnish, generated using both monolingual and multilingual models.

4 Sentence Generation

To evaluate and compare the text generation abilities of the models, we employ the method recently introduced by Wang and Cho (2019) which enables BERT to be used for text generation. In particular, we use the Gibbs-sampling-based method, reported in the paper to give the best results. In this method, a sequence of [MASK] symbols is generated and BERT is used for a number of iterations to generate new subwords at random individual positions of this sequence until the maximum number of iterations (500 by default), or convergence are reached. This method is shown by Wang and Cho to produce varied output of good quality, even though not entirely competitive with the famous GPT-2 model (Radford et al., 2019). Most importantly for our objective, this method allows us to probe the model’s ability to generate longer sequences of the language and to compare the relative differences between the monolingual and multilingual pre-trained BERT models.

Note that some of the underlying assumptions of this paper were later corrected by the authors [http://tiny.cc/cho-correction](http://tiny.cc/cho-correction)
Figure 1: Example generation of each category used in the manual evaluation of Cloze task predictions. Examples are generated by the English multilingual model. The format of the masked words is [predicted∼gold]. Examples for other languages and models are shown in Figure 2.

<table>
<thead>
<tr>
<th>Lang</th>
<th>Model</th>
<th>Generation</th>
</tr>
</thead>
<tbody>
<tr>
<td>Eng</td>
<td>mono</td>
<td>regarding [the∼those] rumors about [people∼wolves] living in yellowstone prior to the official reintroduction?</td>
</tr>
<tr>
<td></td>
<td>multi</td>
<td>Regarding [the∼those] rumors about [thes∼wolves] living in Yellowstone prior to the official reintroduction?</td>
</tr>
<tr>
<td></td>
<td>mono</td>
<td>we [went∼got] to [work∼talking] and he got me set up and i [just∼test] drove with craig and i fell head over heels for this car [and∼all] i kept saying, ”[but∼was] i gotta have it [.~I]”</td>
</tr>
<tr>
<td></td>
<td>multi</td>
<td>We [went∼got] to [Crai<del>g</del>talking] and he got me set up and I [went∼test] drove with Craig and I fell head over heels for this car [and∼all] I kept saying, ”[And~was] I gotta have it [.~I]”</td>
</tr>
<tr>
<td></td>
<td>mono</td>
<td>”[Es∼Das] ist eine Revolution für die mobile Kommunikation”, meint [Professor∼Vizepräsident] Mike Zafirovski.</td>
</tr>
<tr>
<td>Fin</td>
<td>multi</td>
<td>Stokessa Gallagher [oli∼pelasi] enimmäkseen laiturina, joka ei ollut hänen [valiaa∼lemppipaikkojaan].</td>
</tr>
<tr>
<td></td>
<td>multi</td>
<td>Nykyhetki laajenee vauhdilla, joka [johtaa∼saa] tulevaisuuden kutistumaan lähes menneisyyden kaltaiseksi [. .ksi . . , <del>makrokääpiöksi] [joka</del>joka] vierittää kvarkkia alas leskenlehden terää salaiseen maailmaansa.</td>
</tr>
</tbody>
</table>

Figure 2: Example generations of the cloze prediction task for English, German, Finnish and Swedish. The format of the masked words is [predicted∼gold].
<table>
<thead>
<tr>
<th>Model</th>
<th>Judgement</th>
<th>Generated text in context</th>
</tr>
</thead>
<tbody>
<tr>
<td>Mono</td>
<td>on-topic</td>
<td>It came out better than I even imagined. <strong>how did this tattoo artist come up with the idea of a quality tattoo?</strong> I would highly recommend this shop to anyone looking to get a quality tattoo done.</td>
</tr>
<tr>
<td>Multi</td>
<td>copy</td>
<td>It came out better than I even imagined. <strong>this shop to anyone looking to get a quality tattoo done.</strong> I would highly recommend this shop to anyone looking to get a quality tattoo done.</td>
</tr>
<tr>
<td>Mono</td>
<td>on-topic</td>
<td>Halbleiter-Riese National hatte die zwei Jahre zuvor akquirierte Chipschmiede Cyrix kürzlich an den taiwanischen Chipsatzproduzenten VIA weiter verkauft. <strong>VIA ist die weltweit tätige Tochter von Cyrix (GM).</strong> 130-Nanometer-Chipfertigung läuft an</td>
</tr>
<tr>
<td>Multi</td>
<td>copy</td>
<td>Halbleiter-Riese National hatte die zwei Jahre zuvor akquirierte Chipschmiede Cyrix kürzlich an den taiwanischen Chipsatzproduzenten VIA weiter verkauft. <strong>128-Nanometer-Chipfertigung läuft an.</strong></td>
</tr>
<tr>
<td>Multi</td>
<td>on-topic</td>
<td>Keskuspankki sitoi Islannin kruunun kruuttin euroon kaksi päivää sitten, jolloin eurolla sai 131 kruunua. <strong>1900-luvun alkuvuonna eurolla sai 140 kruunua.</strong> Käytännössä tämä merkitsi vakavaa iskua Islannin taloudelle.</td>
</tr>
<tr>
<td>Multi</td>
<td>on-topic</td>
<td>I stadsmiljön utgör parker och grönområden en viktig del i våra dagar. <strong>Stallar i naturen utgör också en viktig del i våra dagar.</strong> Men naturen låg i omedelbar närhet, och stallar och ladugårdsar var långt in på 1800-talet vanliga i den agrara svenska småstaden</td>
</tr>
</tbody>
</table>

Figure 3: Example sentence generations (in bold) together with the manual quality judgements and the context provided in generation, for English, German, Finnish and Swedish.

For each language, we randomly sample 30 documents from the Universal Dependencies version 2.4 training data, and from each document we randomly select 2 sentences. For each of these sentences, we provide on input the preceding and following sentence as the left and right context for the model. Between these contexts, we use the parallel-sequential method of Wang and Cho to generate text which is as long, in terms of subword count, as the original sentence, restricting nevertheless to a minimum of 5 subwords and a maximum of 15 subwords. The maximum of 15 subwords was selected in preliminary experiments, as for considerably longer sequences, the model starts deviating from the seeded context and often fails to even stick to the language of the seed, owing to the fact that BERT is not trained to deal with long sequences of consecutive masked positions.

Subsequently, we manually evaluate the generated texts in context, and classify them into the following categories:

- **on-topic:** original, intelligible sentence or phrase without excessive errors, essentially fitting the context
- **off-topic:** original, intelligible sentence or phrase without excessive errors, not fitting the context
- **copy:** unoriginal text composed for the most part of verbatim copied sections of the context, often containing grammatical and flow errors
- **gibberish:** unintelligible sequence of words and characters, text with excessive grammatical and flow errors

The results of the evaluation are shown in Table 4. A comparison against an existing monolingual model is possible only for English and German. Both for English and German, there is a striking difference, where the monolingual models generate a substantially larger proportion of original on-topic text, compared to the multilingual model which, for the most part, copies sections of the context or produces gibberish. Especially for German, the monolingual model generates a subjectively very good output, with next to no copying and gibberish. For Finnish and Swedish, we...
can only report on the multilingual model, showing the same tendencies to copy or produce gibberish as for English and German. Overall, the results in Table 4 demonstrate that the multilingual model is clearly inferior to the monolingual counterparts and unsuitable for the generation task.

Figure 3 lists a few examples of generated sentences for the four languages and the available models. For English and German it illustrates the comparably worse performance of the multilingual model, as the generation is mostly copying from the context rather than creating original and fluent text that fits the context. For Finnish and Swedish, it shows cases where the generation has been able to fill in sentences that are correct and that to some extent relates to the context.

5 Discussion and Conclusions

In this paper, we set out to establish whether the multilingual BERT model, as distributed, is of sufficient quality to be considered an effective substitute for a dedicated, monolingual model for the given language. We tested the model on three tasks of increasing difficulty: a simple syntactic classification task, a cloze test, and full text generation. We found that the multilingual model notably lags behind the available monolingual models and the gap opens as the complexity of the task increases. While on the syntactic classification task, all models perform comparatively well, in the cloze test there is a notable difference. In the full text generation the multilingual model outputs are practically useless, while the monolingual models produce very good, and in the case of German rather impressive output. We can also observe major differences across languages in the multilingual model where, for instance, in the cloze test the model is considerably more likely to produce gibberish in Finnish than e.g. in German. It is not clear, however, to what extent this reflects the simple fact that Finnish has fewer “easy” functional words, providing for a harder task.

These results allow us to conclude that the current multilingual BERT model as distributed is not able to substitute a well-trained monolingual model in more challenging tasks. This, however, is unlikely due to the multilinguality of the model, rather, we believe it is due to the simple fact that each language is a mere 1/100th of the training data and training effort of the model. In other words, the model seems undertrained w.r.t. to individual languages. This is, for example, hinted at in the text generation task where the multilingual model mostly copies from the context or produces gibberish, while the monolingual models produce a considerably higher proportion of original text. Intuitively, this would fit a pattern where one would expect the model, as it is being trained, to first produce gibberish, then learn to understand and copy, and finally learn to generate.

The primary practical conclusion of this paper is that it is indeed necessary to invest the necessary computational effort to produce well-trained BERT models for other languages instead of relying on the present multilingual model as distributed. We also established baseline results on several tasks across several languages, allowing a better intuitive estimation of the applicability of the multilingual model in different situations.
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Abstract

Encoders that generate representations based on context have, in recent years, benefited from adaptations that allow for pre-training on large text corpora. Earlier work on evaluating fixed-length sentence representations has included the use of ‘probing’ tasks, that use diagnostic classifiers to attempt to quantify the extent to which these encoders capture specific linguistic phenomena. The principle of probing has also resulted in extended evaluations that include relatively newer word-level pre-trained encoders. We build on probing tasks established in the literature and comprehensively evaluate and analyse – from a typological perspective amongst others – multilingual variants of existing encoders on probing datasets constructed for 6 non-English languages. Specifically, we probe each layer of a multiple monolingual RNN-based ELMo models, the transformer-based BERT’s cased and uncased multilingual variants, and a variant of BERT that uses a cross-lingual modelling scheme (XLM).

1 Introduction

Recent trends in NLP have demonstrated the utility of pre-trained deep contextual representations in numerous downstream NLP tasks, where they have almost consistently resulted in significant performance improvements. Detailed evaluations have naturally followed: these have either been follow-up works to papers describing contextual representation systems, such as Peters et al. (2018b), or novel works evaluating a broad class of encoders on a broad variety of tasks (Perone et al., 2018). This paper is an example of the latter sort; we perform a comprehensive, large-scale evaluation of what linguistic phenomena these sequential encoders capture across a diverse set of languages. This has often been referred to in the literature as probing; we use this terminology throughout this work.

Briefly, our goals are to probe our encoders in a multilingual setting – i.e., we use a series of probing tasks to quantify what sort of linguistic information our encoders retain, and how this information varies across language, across encoder, and across task. As such, our experiments do not attempt to attain ‘state-of-the-art’ results; instead, we attempt to use a comparable experimental setting across each experiment, to quantify differences between settings rather than absolute results.

In Section 2, we describe prior work in multiple strands of research: specifically, on deep neural pre-training, on multilingualism in pre-training, and on evaluation. Section 3 describes both the linguistic features we probe our representations for, and how we generated our probing corpus. In Section 4, we describe and motivate our choice of encoders, as well as describe our infrastructural details. The bulk of our contribution is in Section 5, where we describe and analyse our results. Finally, we conclude with a discussion of the implications of these results and future work in Section 6.
2 Background

2.1 Deep pre-training

A watershed moment in NLP has been the recent innovation spree in deep pre-training; it has represented a considerable step up from shallow pre-training methods, that have been used in NLP since the introduction of contextual word embedding models such as word2vec (Mikolov et al., 2013). Whilst deep pre-training has been used in non-NLP, image-oriented tasks, where the standard paradigm is to pre-train deep convolutional networks on datasets like ImageNet (Russakovsky et al., 2014), and then fine-tune on task-specific data, their introduction to textual domains has been considerably slower, yet has been picking up rapidly in recent years.

An early paper in this theme was CoVe (McCann et al., 2017), that pre-trained contextual encoders on seq2seq machine translation models. Another earlier seminal work that addressed numerous technical issues with pre-training was Howard and Ruder’s ULMFiT (2018). Not long after, the principle of deep pre-training saw widespread adoption with ELMo (Peters et al., 2018a), that consisted of several innovations over CoVe: critically, the use of an unsupervised (albeit structured) task – language modelling – for pre-training, and the use of a linear combination of all encoder layers, instead of just the top layer. Architecturally, ELMo used two-layer bidirectional LSTMs along with character-level convolutions, to model word probabilities given the history.

With deep pre-training having been established as a valid strategy in NLP, alternative models with different underlying architectures were proposed. The OpenAI GPT (Radford et al., 2018) was one such model; instead of LSTMs, it used the decoder of an attention-based transformer (Vaswani et al., 2017) as its underlying encoder – the justification being that using the transformer’s encoder would lead to each token having access to succeeding tokens. The GPT also achieved (then) state-of-the-art results by plugging generated fixed-length vectors into downstream classifiers.

Another system that represented a significant innovation was BERT (Devlin et al., 2018). BERT introduced a language modelling variant, dubbed *masked* language modelling, that allowed them to use transformer encoders as their underlying encoding mechanism.

2.2 Multilingual pre-training

Multilingual variants of pre-trained encoders that provide contextual representations for non-English languages have also been studied; there is, however, some diversity in precisely how they are generated.

Che et al. (2018) provide ELMo models (Fares et al., 2017) for 44 languages; all of these were trained on data provided as part of the CoNLL 2018 shared task on dependency parsing Universal Dependencies treebanks (Zeman et al., 2018). This makes ‘multilingual’ a bit of a misnomer: whilst this is the most obvious approach to multilingual *support*, these models are all *monolingual*. This also leads to other issues downstream, such as a complete inability to deal with true multilingual phenomena like code-switching. Throughout this text, however, when not specifically referring to ELMo, our use of the term ‘multilingual’ is inclusive of ELMo’s quasi-multilingualism.

This is contrasted with BERT’s approach to (true) multilingualism, which trains a single model that can handle all languages. The authors use WordPiece, a variant of BPE (Sennrich et al., 2016), for tokenisation, using a 110K-size vocabulary, and proceed to train a single gigantic model; they perform exponentially smoothed weighting of their data to avoid biasing their model towards better-resourced languages.

Finally, XLM (Lample and Conneau, 2019) is another cross-lingual encoder based on BERT that implements a number of modifications. Along with BERT’s masked language modeling or Cloze task-based modelling (Devlin et al., 2018; Taylor, 1953), XLM training uses another similar objective during training that the authors call translation language modeling. Here, two parallel sentences are concatenated and words masked in both source and target sentences words are predicted using context from both. The authors here also use their own implementation of BPE – FastBPE, for which they provide a vocabulary of around 120K entries. This vocabulary is shared across all of the languages and thus improves the alignment of embedded spaces, as shown in Lample et al. (2017).

2.3 On evaluation

Evaluation of contextual representations goes beyond merely deep representations; not too far in the past, work on evaluating shallow sentence representations was encouraged by the release of
the SentEval toolkit (Conneau and Kiela, 2018), which provided an easy-to-use framework that sentence representations could be ‘plugged’ into, for rapid downstream evaluation on numerous tasks: these include several classification tasks, textual entailment and similarity tasks, a paraphrase detection task, and caption/image retrieval tasks. Relevant to our paper is Conneau et al.’s (2018a) set of ‘probing tasks’, a variant on the theme of diagnostic classification (Hupkes et al., 2017; Belinkov et al., 2017; Adi et al., 2016; Shi et al., 2016), that would attempt to quantify precisely what sort of linguistic information was being retained by sentence representations. Based in part on Shi et al. (2016), Conneau et al. (2018a) focus on evaluating representations for English; they provide Spearman correlations between the performance of a particular representation mechanism on being probed for specific linguistic properties, and the downstream performance on a variety of NLP tasks. Along similar lines, and contemporaneously with this work, Liu et al. (2019) probe similar deep pre-trained to the ones we do, on a set of ‘sixteen diverse probing tasks’. (Tenney et al., 2018) probe deep pre-trained encoders for sentence structure.

On a different note, Saphra and Lopez (2018) present a CCA-based method to compare representation learning dynamics across time and models, without explicitly requiring annotated corpora.

A visible limitation of the datasets provided by these probing tasks is that most of them were created with the idea of evaluating representations built for English language data. Within the realm of evaluating multilingual sentence representations, Conneau et al. (2018b) describe the XNLI dataset, a set of translations of the development and test portions of the multi-genre MultiNLI inference dataset (Williams et al., 2018). This, in a sense, is an extension of a predominantly monolingual task to the multilingual domain; the authors evaluate sentence representations derived by mapping non-English representations to an English representation space.

2.4 BERTology

Relevant to the probing theme of this paper is the sudden recent growth in papers studying precisely what is retained with the internal representations of pre-trained encoders like BERT. These include, for instance, analyses of BERT’s attentions heads, such as Michel et al. (2019), where the authors prune heads, often reducing certain layers to single heads, without a significant drop in performance in certain scenarios. Clark et al. (2019) provide a per-head analysis and attempt to quantify what information each head retains; they discover that specific aspects of syntax are well-encoded per head, and find heads that correspond to certain linguistic properties, such as heads that attend to direct objects of verbs. Other papers provide analyses of BERT’s layers, such as Tenney et al. (2019), who discover that BERT’s layers roughly correspond to the notion of the classical ‘NLP pipeline’, with lower level tasks such as tagging lower down the layer hierarchy. Hewitt and Manning (2019) define a structural probe over BERT representations, that extracts notions of syntax that correspond strongly to linguistic notions of dependency syntax.

3 Corpora

3.1 Probing

Our data consists of training, development and test splits for 9 linguistic tasks, that can broadly be grouped into surface, syntactic and semantic tasks. These are the same as the ones described in Conneau et al. (2018a), with minor modifications. Due to the differences in corpus domain, we alter some of their word-frequency parameters. We also exclude the top constituent (TopConst) task; we noticed that Wikipedia tended to have far less diversity in sentence structure than the original Toronto Books corpus, due to the more encyclopaedic style of writing. A brief description of the tasks follows, although we urge the reader to refer to the original paper for more detailed descriptions.

1. Sentence length: In SentLen, sentences are divided into multiple bins based on their length; the job of the classifier is to predict the appropriate bin, creating a 6-way classification task.

2. Word count: In WC, we sample sentences that feature exactly one amongst a thousand mid-frequency words, and train the classifier to predict the word: this is the most ‘difficult’ task, in that it has the most possible classes.

3. Tree depth: The TreeDepth task simply asks the representation to predict the depth of the sentence’s syntax tree. Unlike the original
paper, we use the depth of the dependency tree instead of the constituency tree.

4. Bigram shift: In BiShift, for half the sentences in the dataset, the order of words in a randomly sampled bigram is reversed. The classifier learns to predict whether or not the sentence contains a reversal.

5. Subject number: The SubjNum task asks the classifier to predict the number of the subject of the head verb of the sentence. Only sentences with exactly one subject (annotated with the *nsubj* relation) attached to the root verb were considered.

6. Object number: ObjNum, similar to the subject number task, was annotated with the number of the direct object of the head verb (annotated with the *obj* relation).

7. Coordination inversion: In CoordInv, two main clauses joined by a coordinating conjunction have their orders reversed, with a probability of one in two. Only sentences with exactly two top-level conjuncts are considered.

8. (Semantic) odd man out: SOMO, one of the more difficult tasks in the collection, replaces a randomly sampled word with another word with comparable corpus bigram frequencies.

9. Tense prediction: The Tense prediction asks the classifier to predict the tense of the main verb: we compare the past and present tenses.

3.2 Data

Languages

Our choice of languages was motivated by three factors: i) the availability of a Wikipedia large enough to extract data from; ii) the availability of a reasonable dependency parsing model, and iii) typological diversity. The former, in particular, was a bit of a restriction, since not all sentences were valid candidates for extraction per task. Our final set of languages include an additional corpus for English, as well as French, German, Spanish, Russian, Turkish and Finnish. Whilst not nearly representative of the diversity of world languages, this selection includes morphologically agglutinative, fusional and (relatively) isolating languages, and it includes two scripts, Latin and Cyrillic.

The languages also represent three families (Indo-European, Turkic and Uralic).

We build our probing datasets using the relevant language’s Wikipedia dump as a corpus. Our motivation for doing so was that it a freely available corpus for numerous languages, large enough to extract the sizeable corpora that we need. Specifically, we use Wikipedia dumps (dated 2019-02-01), which we process using the WikiExtractor utility.

Preprocessing

We use the Punkt tokeniser (Kiss and Strunk, 2006) to segment our Wikipedia dumps into discrete sentences. For Russian, which lacked a Punkt tokenisation model, we used the UD-Pipe (Straka and Straková, 2017) toolkit to perform segmentation.

Having segmented our data, we used the Moses (Koehn et al., 2007) tokeniser for the appropriate language, falling back to English tokenisation when unavailable.

Next, we obtained dependency parses for our sentences, again using the UD-Pipe toolkit’s pre-trained models, trained on Universal Dependencies treebanks (Nivre et al., 2015). We then processed these dependency parsed corpora to extract the appropriate sentences; while in principle, each task was meant to have 120K sentences, with 100K/10K/10K training/validation/test splits, often, for the rarer linguistic phenomena, we ran out of source data, in particular with Turkish and Finnish, although to a smaller extent with Russian as well. In these situations, we ensured an equivalent split ratio.

Our use of non-gold-standard dependency parses implies inaccuracies that, in principle, would propagate to our training data. A valid counterargument, however, is that we do not rely on complete parse accuracies for all our tasks; several tasks do not require dependency or POS annotation, and the ones that do rely on a fixed subset of dependency relations, such as *nsubj* or *obj*. Having said that, we do acknowledge the divergences in parsing performance across language; unfortunately, given the substantial corpus sizes these experiments require, we could not use gold-standard parsed corpora.

1https://github.com/attardi/wikiextractor/
4 Implementation

4.1 Encoders

We probe several popular pre-trained encoders (or, specifically, their multilingual variants). These include:

**ELMo, monolingual** We use Che et al.’s (2018) pre-trained monolingual ELMo models for each of our languages. Training was similar to the original English language ELMo, but allows for Unicode, and uses a sample softmax (Jean et al., 2014) to deal with large vocabularies. We probed four variants of each ELMo model - the character embeddings layer, the two LSTM layers, and an average of all three. For obtaining a fixed-length sentence representation, we use average pooling over the sequence of hidden states.

**BERT** We use the two multilingual variants - cased and uncased. Both variants have 12 layers, 768 hidden units, 12 heads and 110M parameters; the former includes 104 languages and fixes normalisation issues, whilst the latter includes 102 languages. For further classification, we use the first hidden state, represented by the \([\text{CLS}]\) token.

**XLM** We probe only one variant of this encoder - i.e., the models fine-tuned on XNLI (Conneau et al., 2018b) data. Due to there being no XNLI data for Finnish, we do not probe our Finnish dataset with XLM. Unlike BERT, XLM uses 1024 hidden units and 8 heads.

Unfortunately, all our encoders did include Wikipedia dumps in their training data. Given that pretrained encoders tend to use as much easily accessible data as possible in pre-training, however, it is difficult to avoid using a completely unseen corpus for probing task extraction.

4.2 Implementation

Our probing procedure for each of our languages and encoders is relatively similar: we use a multilayer perceptron based classifier to assign the appropriate class label to each input sentence. During training, the encoders remain static, with all learning restricted to the classifier. In an attempt to avoid excessively complex classifiers, and to ensure consistency across tasks and languages, we use predetermined fixed hyperparameters – specifically, a sigmoid activation function, on top of a size 50 dense layer. We use a training batch size of 32, optimised using Adam (Kingma and Ba, 2014), and train for 10 epochs, allowing for early stopping.

We implement our system using the AllenNLP toolkit (Gardner et al., 2018), which crucially provides the ability to use the appropriate tokenisation schema, along with the appropriate vocabulary, for each encoder. Training and evaluation were carried out on NVIDIA RTX 2080 Ti GPUs, with 10GiB GPU memory.

5 Results

Due to our large experiment space, there are several dimensions along which our results can be analysed and discussed. For ease of analysis, all our figures are presented as heatmaps.

We have presented our results in two ways, for easy visualisation. The first of these is dividing them up by task, as in Figure 1. We present an alternative set of results for three of our encoders, in Figure 2.

5.1 Encoder

An observation that instantly stands out is the significant difference in performance on WC: consistently, across every language, all our transformer-based architectures see results very close to 0. Further, whilst not instantly visible in Figure 2, a quick look at Figure 1 shows that the same appears to hold (albeit to a lesser extent) for SentLen, TreeDepth and BiShift, all of which are either surface or syntactic phenomena. This appears to heavily imply that recurrent, sequential processing appears to retain lower level linguistic phenomena better than self-attentive mechanisms (that do not see the same drop in informativity for semantic tasks). This is perhaps a bit easy to justify with SentLen, which is a phenomenon that is directly proportional to recurrence depth.

The next phenomenon of interest is the difference between each of ELMo’s layers. Interestingly, these do not appear to be as drastic as one would imagine, given the differences in performance on downstream tasks. The difference between raw word representations and actual contextual representations is fairly noticeable, particularly on the strongly syntactic BiShift. However, the differences between higher layers is rela-
Figure 1: Detailed results per task, per language per encoder. Each task’s result heatmap has its own scale. All results mentioned in this paper refer to classification accuracies in [0.0, 1.0]. Henceforth, ‘co’ refers to probing results on Conneau et al.’s (2018a) original corpus.

resultively murkier, and whilst the average of the three does appear to represent some phenomena better (such as CoordInv), it isn’t clear that this difference is meaningful. Notably, SentLen appears to be poorly represented in higher layers, which ties in with other analyses of ELMo (Peters et al., 2018b), that imply that higher layers are likelier to learn more semantic features.

BERT’s cased variant appears to retain information slightly better than the uncased one, which is in line with the authors’ descriptions of their own models.

Finally, and perhaps most interestingly, we turn our attention towards XLM. Despite being based on BERT (and indeed showing similar patterns in performance), XLM appears to perform a lot worse than all our other encoders on virtually every task. It is not immediately clear why: however, given that this drop in performance is visible in every language, our conjecture is that due to the translation-based modelling employed by XLM, the encoder does indeed succeed at learning language-independent representations, or ‘universal’ representations. However, this universality comes at a cost: in an attempt to adequately represent a variety of typologically diverse languages, XLM appears to lose its ability to retain specific linguistic phenomena pertaining to specific languages; in a sense, it is incapable of building a representation for a language that adequately captures a specific phenomenon in that language and no other. This follows intuitively from the method used training on the TLM objective: the authors concatenate aligned parallel sentences and predict masked words in the source and the target sentence, using context from both sentences at the same time to predict each masked word. This is likely to have had a detrimental effect on XLM’s ability to retain characteristics specific to each language. In Figure 3, we show the relative performance of BERT and XLM per probing task. There is a clear trend towards BERT’s enhanced retention of linguistic features being less prominent for the more semantic tasks, which fits our hypothesis, as semantics are likelier to hold cross-linguistically.
A point to be made here is that despite SubjNum, ObjNum and Tense being classified as semantic tasks, it isn’t clear that they are truly being probed for semantic information: all three phenomena tend to be visible with morphological marking. This gives us an alternative justification for XLM’s relative improvement in retention: XLM is likely capable of storing each language’s individual morphological information in different internal subspaces de, as each language is likely to reflect morphology purely orthographically, and in mutually exclusive ways.

Our observations on the differences between encoders are also easily visible in Figure 4, where multiple ‘belts’ of varying performances emerge.

5.2 Language
To motivate one of the main focuses of this paper – our analysis of our results along linguistic lines – we present Figure 5, which displays what one might call the net ‘informativity’ of an encoder, i.e. an average of how much information each encoder retains averaged over tasks. The most noticeable effect here is the drop in informativity for Russian and Turkish. While this is perhaps understandable for Turkish – which has smaller probing corpora, and a less reliable Wikipedia than the other languages – Russian’s opaqueness cannot be
as easily explained away, particularly when con-
trasted with Finnish, which tends to have fewer re-
sources.

We further introduce Figure 6, which displays
the averaged results of three systems – ELMo’s
multilayer variant, BERT’s cased variant and (ab-
sent for Finnish) XLM. Most linguistic differences
appear to be clustered in the semantic part of this
heatmap. There are numerous possible factors that
could explain these divergences, not the least of
which is the actual probing corpus itself; however,
we attempt to provide a justification, from a typo-
logical perspective, for some of these results.

When averaged across encoders, the Tense task
stands out as fairly easy to probe for all languages.
It thus seems that information about verbal tempo-
ral properties is retained in the sentence represen-
tation. For the tasks of subject and object number,
however, we observe clear differences between the
languages. Here, French and Spanish appear to
be somewhat easier to probe than other languages.
We hypothesise that this is due to both languages
marking nominal number, not just with verb agree-
ment, but also with plural articles, resulting in rep-
resentations that are more informative regarding
number. Contrast this with English and German,
which either do not have plural articles, or have
plural articles that morphologically overlap with
non-plural forms, or with Russian, that tends to
avoid articles in general.

Other interesting observations are German’s rela-
tive ability at retaining information on CoordInv
and Tense, as well as Finnish’s extraordinarily
high performance on Tense. Further, SentLen ap-
ppears to be retained better, counter-intuitively, in
Russian, Turkish and Finnish; a brief look at Fig-

5.3 Task

From a monolingual perspective, most of what
needs to be said regarding the choice of probing
tasks has already been said in the original (Con-
neau et al., 2018a). There are however several dif-
fferences, induced both by our modifications to the
original framework, and by our corpus’s multilin-
gualism.

The first of these is the apparently consistent
differences in performance on certain tasks which
include, amongst others, CoordInv, where our
variant appears to be more easily retained than the
original. This can be explained away by minor is-
ues we faced during implementation, using de-
pendency trees instead of constituency trees. Due
to more complicated representation of conjuncts in
UD-style dependency trees, some of our sentences
had issues with using the appropriate casing after
swapping conjuncts, as well as ensuring consistent
punctuation. While we attempted to avoid these by
writing filtering rules, these were imperfect, and it is likely that stray punctuation and the like might have informed our representations about the conjuncts being swapped, in some instances.

Another task with minor differences is our implementation of SOMO; we attribute this to not being able to accurately reproduce Conneau et al.’s (2018a) modified corpus-frequency range (40-400) to adequately fit all our corpora.

We note that there do not appear to be significant differences in the TreeDepth task, despite our using dependency trees instead of constituency, and despite our tree depth/sentence length decorrelation procedure being markedly simpler.

6 Discussion

6.1 Implications

Having elaborated our results, it becomes crucial to contextualise their importance. ‘Probing’ an encoder, or more correctly, using diagnostic classifiers to attempt to quantify what information an encoder stores, appears to be a reasonable approach to qualifying this information. However, there has been some critique of this approach. To paraphrase Saphra and Lopez (2018), the architecture of a diagnostic classifier does affect the performance of a probing task; further, lower layers of encoders may represent information in ways designed to be picked up on by their own higher layers; this might prove difficult for simple classifiers to truly probe.

This is an excellent critique of the principle using absolute probing performance, or absolute numbers representing performance on an abstract insight task, as a yardstick. Critically, this work is focussed, both practically and in principle, on elucidating relative results, in a wide space of languages and encoders. The relative underparameterisation of the classifier and the use of one constant set of hyperparameters across experiments is an attempt to minimise the relative interference of the classifier. i.e., our goal is to keep the classifier’s interference – its lens – as consistent as possible.

6.2 Future work

One potential strand of research relates directly to the tasks themselves: our choice of tasks was fairly restrictive, and does not include many tasks that are truly semantic, which does not provide us with enough information to draw conclusions similar to Liu et al. (2019), which is that pretrained models encode stronger syntax than semantics. An obvious goal, therefore, is the more careful design of tasks, particularly within a multilingual context: the tasks proposed by Liu et al. (2019) and Tenney et al. (2018) are not strictly easy to motivate cross-linguistically due to the burden of annotation. This could include more semantic-level probing by means of existing cross-lingual semantic resources, such as the Parallel Meaning Bank (Abzianidze et al., 2017).
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Abstract

Due to the differences between reviews in different product categories, creating a general model for cross-domain sentiment classification can be a difficult task. This paper proposes an architecture that incorporates domain knowledge into a neural sentiment classification model. In addition to providing a cross-domain model, this also provides a quantifiable representation of the domains as numeric vectors. We show that it is possible to cluster the domain vectors and provide qualitative insights into the inter-domain relations. We also a) present a new data set for sentiment classification that includes a domain parameter and preprocessed data points, and b) perform an ablation study in order to determine whether some word groups impact performance.

1 Introduction

In recent years the amount of text data has been growing exponentially. With the growth of social media and the success of e-commerce, large websites such as Amazon have developed great interest in online user reviews, which the users are able to write about every product. The task of classifying review sentiments poses little challenge for humans. However, with large amount of data comes the necessity of automating such tedious classification tasks, which proves to be a challenge that needs careful development and consideration.

This challenge arises because reviewers use different registers when writing reviews across product domains. Consequently, machines are not well equipped to catch those differences. The differences are easy to detect when users reference domain-specific words or other products in the same category. This belongs to a domain-specific knowledge that a neural network needs to learn in order to fully understand the differences and the similarities within the context of the reviews. Thus, for a classifier to perform well at this task, it may be important to include a way for it to represent these domains.

In this paper, we propose a novel, yet effective way of representing domains in sentiment classification. Using this representation we will show that it is possible to visualize relations between domains. This will allow clustering of similar product categories in the feature space of the domain representations. We also attempt to evaluate whether these groupings are similar to those made by humans.

Implementing the domain representations as a vector embedding provides a simple and elegant solution compared to previous solutions like Peng et al. (2018) and Liu et al. (2018). The aim of this paper is to de-
develop a cross-domain sentiment classification model achieving comparable performance to those of existing methods, with the added benefit of insights into the inter-domain relations. Additionally we have developed a small but interesting data set building on top of McAuley et al. (2015). Our main contribution being balancing and preprocessing the data, as well as adding the domain in an easy to parse way. The data set is available at https://static.nfz.dk/data.zip.

2 Related Work

Sentiment classification is a well-established and researched field within natural language processing. Pang et al. (2002) tested three machine learning algorithms for performing sentiment classification on sampled movie review data. Go et al. (2009) also tested three machine learning algorithms. However, they wanted to test the performance on documents that include emoticons which are sampled from Twitter data.

Including domain knowledge in models is nothing new either. Alumäe (2013) has used domain information to train a language model that responds differently in different domains. Tilk and Alumäe (2014) presented a Recurrent Neural Language model used for training an Automatic Speech Recognition system. Ammar et al. (2016) presented a multilingual model for parsing sentences, in which languages are encoded in their own variable.

Peng et al. (2018) presented a method for performing cross-domain sentiment classification on sparse labeled domains using domain adaption. The paper proposes a co-learned model which uses target specific features and domain invariant features to classify sentiment. Performing multi-domain classification has received little attention within Natural Language Processing. Nam and Han (2016) used multi-domain classification for visual tracking. More recently Jia et al. (2019) performed cross-domain NER by using a parameter generation network to learn domain and task correlations. They did this in an unsupervised setting and achieved state-of-the-art results among the supervised counterparts.

Li and Zong (2008) proposed two different ways of performing multi-domain sentiment classification. One was combining the domains at the feature level and the other was combining it at the classifier level. When combining at the classifier level, one could also think of using a multiple classifier system (MCS). Li et al. (2011) proposed using an MCS for performing multi-domain sentiment classification. Here they applied both fixed and trained rules for combining the output of the classifiers. Liu et al. (2018) proposed that multi-domain sentiment classification can be done for both abundant and sparse labeled domains, using domain specific representations. They produced domain general representations using a Bi-LSTM and learning domain descriptors using an attention network. Moreover, they trained a separate domain classifier using the domain general representations. The whole model was trained using a minimax game.

The model proposed in this paper uses a structure similar to the latter but distinguishes itself by being simpler, allowing for faster training or training on more modest hardware. The proposed architecture excludes the domain classifier and approaches the task of learning domain specific features using vector embeddings. In addition, great emphasis is put on the embedded vectors produced during training and what they can tell us about the relations of the domains.

3 Methodology

The proposed model is composed of three blocks, as shown in Figure 1.
• Domain encoder $E_d(d)$
• Review encoder $E_r(r)$
• Sentiment classifier $F(x)$

Two of the blocks, $E_d(d)$ and $E_r(r)$, work as encoders, encoding the incoming data and making it usable for the final classifier. The classifier is a simple feed forward neural network that uses the encoded data to classify the review as either positive or negative. The blocks are described in more details in Sections 3.2 to 3.4.

3.1 Data set generation

The data used in this paper has been collected from Amazon (McAuley et al., 2015). All of the collected reviews are in English.

12 domains were selected and 200,000 reviews were sampled from each (100,000 positives and 100,000 negatives). The reviews were sampled at random. In total, 2.4 million reviews were collected from the 12 domains (See Table 1). The data set is structured such that each data point consists of the following four attributes: $y$, review, topic, length.

Here $y$ corresponds to the correct sentiment label, review is the tokenized review which is also segmented into sentences, topic is the domain label and length denotes the number of sentences in the review.

<table>
<thead>
<tr>
<th>Category</th>
<th>Negative</th>
<th>Positive</th>
<th>Total</th>
</tr>
</thead>
<tbody>
<tr>
<td>Automotive</td>
<td>100K</td>
<td>100K</td>
<td>200K</td>
</tr>
<tr>
<td>Baby</td>
<td>100K</td>
<td>100K</td>
<td>200K</td>
</tr>
<tr>
<td>Beauty</td>
<td>100K</td>
<td>100K</td>
<td>200K</td>
</tr>
<tr>
<td>CD’s and Vinyl</td>
<td>100K</td>
<td>100K</td>
<td>200K</td>
</tr>
<tr>
<td>Cell Phones</td>
<td>100K</td>
<td>100K</td>
<td>200K</td>
</tr>
<tr>
<td>Electronics</td>
<td>100K</td>
<td>100K</td>
<td>200K</td>
</tr>
<tr>
<td>Personal Care</td>
<td>100K</td>
<td>100K</td>
<td>200K</td>
</tr>
<tr>
<td>Movies and TV</td>
<td>100K</td>
<td>100K</td>
<td>200K</td>
</tr>
<tr>
<td>Office Products</td>
<td>100K</td>
<td>100K</td>
<td>200K</td>
</tr>
<tr>
<td>Sports</td>
<td>100K</td>
<td>100K</td>
<td>200K</td>
</tr>
<tr>
<td>Toys and Games</td>
<td>100K</td>
<td>100K</td>
<td>200K</td>
</tr>
<tr>
<td>Video Games</td>
<td>100K</td>
<td>100K</td>
<td>200K</td>
</tr>
</tbody>
</table>

Table 1: List of domains sampled from (McAuley et al., 2015)

First and foremost, we concatenate each review text onto its summary text, effectively treating the summary text as the first sentence. This is done to use all of the data available.
When the review and summary have been concatenated, we segment the text into sentences using a sentence segmenter from NLTK. The segmenter is trained on the full data set in order to fit the style and abbreviations used in the reviews. This enables identification of a part-of-speech (POS) tag for each word using a pre-trained POS tagger. The POS tagger is from NLTK and uses the Penn Treebank tagset. Using these tags it is possible to create new data sets with certain word groups ablated. Each sentence is subsequently tokenized into words with the exception of digits and some punctuation. The sentence split is not used in this model but is available in the data set for future research.

<table>
<thead>
<tr>
<th>Data set</th>
<th>Unique tokens</th>
</tr>
</thead>
<tbody>
<tr>
<td>Full data set</td>
<td>27,112</td>
</tr>
<tr>
<td>Ablated adjectives</td>
<td>24,225</td>
</tr>
<tr>
<td>Ablated stop words</td>
<td>26,962</td>
</tr>
</tbody>
</table>

Table 2: Vocab sizes of the constructed data sets

Lastly, we choose to only include words that occur more than 100 times in the vocabulary and represent the discarded tokens with an <UNK> token. This is done purely to limit the size of the vocabulary. The vocabulary size for each of the three data sets can be seen in Table 2. The three vocabularies mentioned here are the full set with all word groups: the set where adjectives have been removed and the set where stop words have been removed. The stop word list used is from NLTK.

3.2 Domain Encoder

The Domain Encoder takes one of the 12 domains presented in Table 1 and encodes it into its own internal representation. The idea behind this architecture is to make the model learn its own representations for each domain (Mikolov et al., 2013) and how they relate to each other. There are several ways of implementing this representation, but the choice to use vector embeddings was made because it is simple and because they are easy to interpret compared to some of the more abstract methods of representation. Each domain is represented by a 50-dimensional vector that is learned during training. A 50-dimensional vector is chosen to match the size of the pre-trained word vectors in the Review Encoder (Section 3.3). The domain representations are randomly initialized using a uniform distribution.

3.3 Review Encoder

This encoder takes a vector of variable length for the input layer, meaning that the layer adapts itself continuously according to the sentence given as input. We set a threshold to 500 tokens, effectively truncating sequences longer than this. Each token in the sequence is represented by pre-trained GloVe embeddings (Pennington et al., 2014). The output of the Review Encoder is an LSTM layer with 64 neurons (Hochreiter and Schmidhuber, 1997).

3.4 Sentiment Classifier

The two previous outputs (from the Domain Encoder and the Review Encoder) are concatenated together, resulting in a vector of length 114 as input for the Sentiment Classifier. The Sentiment Classifier is a standard feed forward neural network, where the first hidden layer consists of 128 neurons, which is followed by a second hidden layer consisting of 64 neurons. Finally, we have a single neuron which outputs the probability of the sentence being positive. The probability is rounded to the nearest integer, where 1 is considered positive and 0 is negative.
3.5 Hyper Parameters

The model’s hyper parameters are tuned using random search. The implementation is provided by an open source project (Autonomio, 2019).

The data set used for the hyper parameter tuning consists of 150,000 samples, which were sampled from the full training set. From this, 50,000 samples are sampled for validation and the remaining 100,000 samples are used for training. This split is performed 5 times resulting in 5 different validation/train splits. When sampling we make sure the resulting data sets are balanced between the sentiment labels. For each run, one of the splits is selected at random in order not to fit to a specific data set. We evaluate each set of parameters based on the accuracy score achieved by the model on the sampled validation set.

3.6 Experiments

We analyze the relevance that the domain embedding has in our model by testing our model twice, once with the Domain Encoder and once without. These two experiments are run 4 times and the mean is reported. Furthermore, we test the proposed architecture by ablating adjectives and stop words separately. In total we conduct 4 different experiments on the model. We split the data set such that we have around 2 million reviews for training, 200,000 for validation and 200,000 as a hidden test set. In all four cases we run 10 epochs of training while validating in between epochs. Finally, we evaluate on the hidden test set.

The experiments are executed on a machine with an NVIDIA Tesla T4 GPU, 8 CPUs, 16GB of RAM, Keras 2.2.4 and TensorFlow 1.13.1.

4 Results

In this section the results of our experiments will be presented.

4.1 Domain Encoder

In this section, we will outline the performance of the model with and without the domain encoder.

<table>
<thead>
<tr>
<th>Model</th>
<th>Accuracy</th>
<th>Recall</th>
<th>Precision</th>
<th>F1</th>
</tr>
</thead>
<tbody>
<tr>
<td>W/ domains</td>
<td>0.8910</td>
<td>0.8914</td>
<td>0.8992</td>
<td>0.8953</td>
</tr>
<tr>
<td>W/o domains</td>
<td>0.8929</td>
<td>0.9143</td>
<td>0.8752</td>
<td>0.8943</td>
</tr>
</tbody>
</table>

Table 3: Model performance with and without the domain encoder

The performance impact of the domain encoder is outlined in Table 3. The results in the table are mean accuracy, recall, precision and F1 for 4 runs of 10 epochs for both configurations. As can be seen, the inclusion of the domain encoder does not seem to significantly impact performance, with the exception of slightly slower convergence as visualized in Figure 2. The shaded areas around the curves denote mean ± 1 standard deviation.

The model with the domain encoder has a smoother learning curve (fewer jumps) during the first couple of epochs. The spike in standard deviation around epoch 5 is caused by a single outlier run.

The accuracy and recall with the domain encoder are slightly worse, whereas the precision is slightly improved. Moreover, when looking at the F1 score we see a slight favor for using the domain encoder. This, in combination with the small differences, makes it hard to determine if performance is impacted either way. This will be discussed further in section 5.

4.2 Ablation Studies

During our research, we wanted to study the impact of ablating certain features of the re-
view data. We wanted to do this to understand which word groups are particularly important for performing sentiment classification across multiple domains.

We hypothesized that adjectives and stop words were two important feature groups for determining sentiment and thus performed an ablation study on these.

The hypothesis for the stop words was based on the knowledge that the list of stop words used contains many negations such as 'not', which will distort the data. The reason for choosing adjectives was that certain descriptors of products might be negative or positive and that we may therefore see an impact in performance once those have been removed.

The domain encoder is included during the ablation experiments. The performance of a model in each of the studies plus a baseline, which is a model using all features of the data, can be found in tabular form in Table 4. These performance metrics are calculated on an unseen test set after training each model. For comparison the model without domain encoder is included as well.

<table>
<thead>
<tr>
<th>Model</th>
<th>Loss</th>
<th>Accuracy</th>
</tr>
</thead>
<tbody>
<tr>
<td>Using all features</td>
<td>0.2940</td>
<td>0.8910</td>
</tr>
<tr>
<td>Ablating stop words</td>
<td>0.4015</td>
<td>0.8185</td>
</tr>
<tr>
<td>Ablating adjectives</td>
<td>0.3803</td>
<td>0.8605</td>
</tr>
<tr>
<td>Without domain encoder</td>
<td>0.2943</td>
<td>0.8929</td>
</tr>
</tbody>
</table>

Table 4: Final performance on hidden test set in ablation studies
To further investigate these results, confusion matrices have been produced. They can be seen in Figure 3.

4.3 Domain Representations

The learned domain representations are extracted from the model and reduced in dimensionality using the PCA algorithm. To interpret the similarities between the representations, we employ hierarchical clustering analysis using ward linkage. In Figure 4 the result of the clustering analysis is displayed in a dendrogram.

5 Discussion

In this section, the implications of Section 4 will be discussed.

5.1 Domain Encoder

As discussed in Section 4.1, the performance does not seem to be greatly impacted by the addition of the domain encoder. In this section, we will attempt to highlight a few interesting observations about the architecture that could be potential points of further research.

Table 5 shows that the difference in accuracy is small. The accuracy after adding the domain encoder is slightly worse for almost all classes, but there does not appear to be a large inter-class difference in performance impact.

In Figure 5, we see the standard deviation of accuracy during training. The lower this value, the more consistent the model performs across runs.

What we see here is that the model with the domain encoder has a lower standard deviation initially. This suggests that the model is more consistent. Here we can also study the impact of the outlier observed in Section 4.1. We see clearly that the outlier has a large impact and that the rest of the runs are much more in agreement.

<table>
<thead>
<tr>
<th>Domain</th>
<th>W/ domains</th>
<th>W/o domains</th>
</tr>
</thead>
<tbody>
<tr>
<td>Automotive</td>
<td>0.8945</td>
<td>0.8957</td>
</tr>
<tr>
<td>Baby</td>
<td>0.9140</td>
<td>0.9140</td>
</tr>
<tr>
<td>Beauty</td>
<td>0.9041</td>
<td>0.9046</td>
</tr>
<tr>
<td>CD’s and Vinyl</td>
<td>0.8534</td>
<td>0.8564</td>
</tr>
<tr>
<td>Cell Phones</td>
<td>0.9053</td>
<td>0.9079</td>
</tr>
<tr>
<td>Electronics</td>
<td>0.9024</td>
<td>0.9051</td>
</tr>
<tr>
<td>Personal Care</td>
<td>0.8931</td>
<td>0.8940</td>
</tr>
<tr>
<td>Movies and TV</td>
<td>0.8602</td>
<td>0.8635</td>
</tr>
<tr>
<td>Office Products</td>
<td>0.9013</td>
<td>0.9029</td>
</tr>
<tr>
<td>Sports</td>
<td>0.8943</td>
<td>0.8969</td>
</tr>
<tr>
<td>Toys and Games</td>
<td>0.8945</td>
<td>0.8941</td>
</tr>
<tr>
<td>Video Games</td>
<td>0.8792</td>
<td>0.8816</td>
</tr>
</tbody>
</table>

Table 5: Per domain accuracy performance with and without the domain encoder

Based on these results it could be argued that stability is increased, but without ensuring that the outlier observed is as rare as we assume, this cannot be concluded with any certainty. In addition, this stability seems to be inconsequential in this case as convergence is reached around the same time anyway.

5.2 Ablation Studies

Since we are developing a new model, and subsequently a new data set, we want to investigate whether or not all features (word groups in this case) of the data are important for sentiment classification across domains. In the case of this research, we theorized that both stop words and adjectives would be important for the performance. The aim of this part of the study is to verify some assumptions about the data set.

As shown in Table 4, the feature with the largest impact on performance is stop words. Negations are part of our stop word list. Therefore the distinction between classes will become less obvious for a model to see. The confusion matrix in Figure 3c shows that when stop words are removed the model predicts that positive samples are negative. In
fact, it predicts that 32% of all positive samples in the test set are negative. This is a major flaw with this model, as it predicts negative samples very well.

In Table 4, we see that ablating adjectives has less impact than ablating stop words. Also when looking at Figure 3b we see that ablating adjectives decreases overall performance thus not penalizing one class over the other.

These observations lead us to believe that our initial hypothesis of certain adjectives being used as a polarity marker, seems to not hold. However, the overall performance without adjectives is worse than with, so there might be some specific words that could be found during further research.

5.3 Domain Representations

As mentioned in Section 4.3, we use Hierarchical Cluster Analysis (HCA) to get insights into the similarities of the domain representations.

Doing this we get statistical insights into the similarities between the generated domain representations. These insights are presented in the dendrogram in Figure 4. The clustering provides us with three groups of domains that it finds the most similar. These three are the “green” (group 1), “red” (group 2) and “light blue” (group 3) groups.

Group 1 consists of digital media con-
tent domains: “Movies and TV”, “CD’s and Vinyls” and “Video Games”. It seems reasonable from a human point of view that these domains would be closely related. However, as can be seen in Figure 4, “Video Games” is the most distant domain in Group 1, merging with the others late in the clustering process.

Group 2 consists mainly of consumer electronics, with the odd one out being cars. It makes sense that cars is the least close of the bunch, but with the recent trend of adding a lot of electronics to cars, it is certainly not unreasonable that automotive reviews would share a lot of language with consumer electronics. Moreover, a lot of accessories, such as phone holders and chargers, are sold in the automotive category, leading to higher similarity.

Group 3 is definitely the most diverse of the three, containing seemingly unrelated domains like “Beauty” and “Toys and Games”. What the results suggest is that these categories may share some language characteristics at least in the context of determining the sentiment of the reviews. As we see though, the category of “Toys and Games” is less similar to any of the other domains within the group than the rest of the domains are to each other. However, it is more similar to the domains within its own group than to domains in other groups. We also see that the similarity between the two inner clusters of group 3 is small.

6 Conclusion

In the present work we have presented a model which represents domains as vectors and a way of understanding how the classifier is discriminating between different domains. The results seem to suggest that the model accurately captures the inter-domain relationships.

The model achieves performance comparable to that of a model without the proposed domain encoder, with hints at possible stability gains early in training.

Moreover, we find that stop words is an important feature group when performing sentiment classification. This is especially true when comparing to the importance of adjectives. While the performance does take a hit by removing the adjectives, it is not nearly as bad as with the stop words.

The convergence characteristics of the model would be an interesting point of further research. Moreover, looking into the use of the domain embeddings as a way of doing domain adaptation would also be a logical next step for this model.
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Abstract

This paper discusses methods to improve the performance of text classification on data that is difficult to classify due to a large number of unbalanced classes with noisy examples. A variety of features are tested, in combination with three different neural-network-based methods with increasing complexity. The classifiers are applied to a songtext–artist dataset which is large, unbalanced and noisy. We come to the conclusion that substantial improvement can be obtained by removing unbalancedness and sparsity from the data. This fulfills a classification task unsatisfactorily—however, with contemporary methods, it is a practical step towards fairly satisfactory results.

1 Introduction

Text classification tasks are omnipresent in natural language processing (NLP). Various classifiers may perform better or worse, depending on the data they are given (eg. Uysal and Gunal, 2014). However, there is data where one would expect to find a correlation between (vectorised) texts and classes, but the expectation is not met and the classifiers achieve poor results. One example for such data are songtexts with the corresponding artists being classes. A classification task on this data is especially hard due to multiple handicaps:

First, the number of classes is extraordinarily high (compared to usual text classification tasks). Second, the number of samples for a class varies between a handful and more than a hundred. And third, songtexts are structurally and stylistically more diverse than, e.g., newspaper texts, as they may be organized in blocks of choruses and verses, exhibit rhyme, make use of slang language etc. (cf. Mayer et al., 2008). In addition, we try to predict something latent, since there is no direct mapping between artists and their songtexts. A lot of the texts are not written by the singers themselves, but by professional songwriters (Smith et al., 2019, p. 5). Hence the correlation that a classifier should capture is between songtexts that the writers think to fit a specific artist and the artist. All these points make the task difficult; still, it is a task needed for nowadays’ NLP systems, e.g., in a framework that suggests new artists to a listener based on the songtexts s/he likes. Thus, to tackle the challenges given is a helpful step for any task in the field of NLP that might come with similarly difficult data.

For the artist classification, we investigate three neural-network-based methods: a one-layer perceptron, a two-layer Doc2Vec model and a multi-layer perceptron. (A detailed description of the models shall follow in section 2.) Besides the model, the representation of the instances in a feature space is important for classification, thus we also aim to find expressive features for the particular domain of songtexts. (See section 4 for a list of our features.)¹

2 Methods

The following sections shall provide an overview of our classifiers in order of increasing complexity.

2.1 Perceptron

A perceptron is a very simple type of neural network that was first described in Rosenblatt (1958). It contains only one layer, which is at the same time the input and output layer. The input is a feature vector \( \vec{x} \) extracted from a data sample \( x \). Every possible class \( y \in Y \) is associated with a weight vector \( \vec{w}_y \). A given sample \( x \) is classified as \( \hat{y}_x \) as follows:

¹The code will be made available at https://github.com/ebaharilikult/DL4NLP.
\[ \hat{y}_x = \arg \max_{y \in Y} \vec{x} \cdot \vec{w}_y \]  

(1)

During training, every training sample is classified using the perceptron. If the classification is incorrect, the weights of the incorrectly predicted class are decreased, whereas the weights of the class that would have been correct are reinforced.

Additions to this basic system include shuffling of the training data, batch learning and a dynamic learning rate. The shuffling of the training data across multiple epochs shall prevent the order of the samples from having an effect on the learning process. Batch learning generally improves the performance of a perceptron (e.g. McDonald et al., 2010); hereby all updates are jointly performed after each epoch instead of each sample. This removes a strong preference for the last seen class if the information in the features of multiple samples overlaps greatly. A dynamic learning rate improves the convergence of the weights. It gives updates that happen later during training less impact and allows a closer approximation to optimal weights.

2.2 Doc2Vec

Doc2Vec (Le and Mikolov, 2014) is a two-layer neural network model which learns vector representations of documents, so-called paragraph vectors. It is an extension of Word2Vec (Mikolov et al., 2013) which learns vector representations of words. Thereby, context words, represented as concatenated one-hot vectors, serve as input and are used to predict one target word. After training, the weight matrix of the hidden layer becomes the word matrix, containing the well-known Word2Vec word embeddings.

The extension in Doc2Vec is that a unique document/paragraph id is appended to each input n-gram, as if it was a context word. Since paragraph ids have to be different from all words in the vocabulary, the weight matrix can be separated into the word matrix and the paragraph matrix, the latter containing document embeddings.²

In a document classification task, labels instead of paragraph ids are used. By doing so, the Doc2Vec model learns vectors of each label instead of each document. If one wants to predict the label of an unseen document, a vector representation for this document needs to be inferred first. Therefore, a new column/row is added to the paragraph matrix. Then the n-grams of the document are iteratively fed to the network (as in training). However, the word matrix as well as the weight matrix of the output layer are kept fixed, and so only the paragraph matrix is updated. The resulting paragraph vector for the unseen document is finally compared to the paragraph vectors representing labels; and the label of the most similar vector is returned as the prediction.

2.3 MLP

A multi-layer perceptron (Beale and Jackson, 1990), also referred to as feed forward neural network, is a deep neural network consisting of multiple hidden layers with neurons which are fully connected with the neurons of the next layer, and an output layer with as many neurons as classes. The number of layers and the number of neurons in each hidden layer depends on the classification tasks and are therefore hyperparameters. For multiclass classification, the softmax function is used in the output layer. During training, the backpropagation learning algorithm (Rumelhart et al., 1985) based on the gradient descent algorithm, updates the weights and reduces the error of the chosen cost function, such as mean squared error or cross-entropy.

To prevent overfitting in neural networks, dropout (Srivastava et al., 2014) is commonly used. It omits hidden neurons with a certain probability to generalise more during training and thus enhances the model.³

3 Data

We use a dataset of 57,647 English songtexts with their corresponding artist and title, which has been downloaded from Kaggle. The data was shuffled uniformly and 10% were held out for validation and test set, respectively.

There are 643 unique artists in the data. Table 1 shows the distribution of artists and songtexts for ³It should be noted here that advanced deep learning models such as CNNs and RNNs exist and have been successfully used in text classification tasks (Lee and Dernoncourt, 2016), but have not been used in the context of this work and are therefore not explained in detail.

²The described version of Word2Vec and Doc2Vec is commonly referred to as “continuous bag of words” (DBOW) model. If the input and output are swapped, i.e. a single word (Word2Vec) or document (Doc2Vec) is used to predict several context words, the architecture is called “skip-gram” (SG) or “distributed memory” (DM) model, respectively.

³https://www.kaggle.com/mousehead/songlyrics
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<table>
<thead>
<tr>
<th>Dataset</th>
<th>Artists</th>
<th>Songs</th>
<th>Avg. songs</th>
</tr>
</thead>
<tbody>
<tr>
<td>Training</td>
<td>642</td>
<td>46,120</td>
<td>71.8 (44.0)</td>
</tr>
<tr>
<td>Validation</td>
<td>612</td>
<td>5,765</td>
<td>9.4 (5.7)</td>
</tr>
<tr>
<td>Test</td>
<td>618</td>
<td>5,765</td>
<td>9.3 (6.0)</td>
</tr>
</tbody>
</table>

Table 1: Number of unique artists (classes), number of songtexts and average number of songtexts per artist (standard deviation in parentheses) for each dataset.

Figure 1: A histogram showing the distribution of songtexts in the training set.

Within a token, all non-initial letters are lower-cased and sequences of repeating letters are shortened to a maximum of three. To further reduce noise, punctuation is removed. The texts are tagged with parts-of-speech (POS) using the Apache OpenNLP maximum entropy tagger.

Stylometric features Generic information about the text, i.e. the number of lines, the number of tokens, the number of tokens that appear only once, the number of types and the average number of tokens per line.

Rhyme feature Number of unique line endings (in terms of the last two letters), normalised by the number of lines. This should serve as a simple measure for how well the lines rhyme.

Word count vectors Every unique word in the training corpus is assigned a unique dimension. In each dimension, the number of occurrences of the word in the sample are denoted. Term-frequency (tf) weighting is implemented, but can be switched on and off. As a minimal variant, only nouns can be taken into account; in this case we speak of noun count vectors.

POS count vectors The same as word count vectors after replacing all words with their POS tag.

Word2Vec embeddings 300-dimensional embeddings created from the Google news corpus. The embedding of a text is hereby defined as the average of the embeddings of all the words in the text. As a minimal variant, only nouns can be taken into account.

Bias A feature with a constant value of 1 (to avoid zero vectors as feature vectors).

5 Experiments

This section lists the concrete parameter settings of the methods described in section 2. Since our models can only predict classes which have been encountered during training, only the 612 artists occurring in all subsets are kept for all evaluations. For another series of experiments, only the 40 unique artists with more songs than 140 in the training set are kept to reduce the impact of unbalancedness and sparsity (numbers in Table 2).

4 Feature Extraction

For both the (single-layer) perceptron and the multi-layer perceptron we use the same preprocessing and features which are described below. (The Doc2Vec model uses its own integrated tokeniser and Word2Vec-based features.)

The songtexts are tokenised by whitespace.

Besides the issues caused by the distribution of songtexts per artist, the quality of the texts is less than perfect. Nonsense words and sequences, such as *tu ru tu tu tu tu*, as well as spelling variations, such as *Yeeaah, Hey-A-Hey* and *aaaaaaalllllright!*, are very common.
<table>
<thead>
<tr>
<th>Dataset</th>
<th>Artists</th>
<th>Songs</th>
<th>Avg. songs</th>
</tr>
</thead>
<tbody>
<tr>
<td>Training</td>
<td>40</td>
<td>5,847</td>
<td>146.2 (4.6)</td>
</tr>
<tr>
<td>Validation</td>
<td>40</td>
<td>646</td>
<td>16.2 (3.6)</td>
</tr>
<tr>
<td>Test</td>
<td>40</td>
<td>714</td>
<td>17.9 (5.0)</td>
</tr>
</tbody>
</table>

Table 2: Number of unique artists (classes), number of songtexts and average number of songtexts per artist (standard deviation in parentheses) for each dataset, keeping only the 40 unique artists with more songs than 140 in the training set.

5.1 Experimental Settings

**Perceptron** We train and test two versions of the perceptron. The minimal version (Perceptron) only uses noun count vectors without tf-weighting and the bias. The maximal version (Perceptron+) uses all features. All add-ons described in section 2.1 (shuffling, batch learning, dynamic learning rate) are used for both versions since they led to an increasing performance on the validation set in preliminary tests. For the decay of the learning rate, a linear decrease starting from 1 and ending at $\frac{1}{\text{number of epochs}}$ is chosen.

**Doc2Vec** For the Doc2Vec implementation, we use deeplearning4j\(^7\) version 0.9. The hyper-parameters are a minimum word frequency of 10, a hidden layer size of 300, a maximum window size of 8, and a learning rate starting at 0.025 and decreasing to 0.001. Tokenisation is performed by the incorporated UIMA tokeniser. The model is trained for 100 epochs with batch learning.\(^8\)

**MLP** The implementation of MLP and MLP+ is done with Keras (Chollet et al., 2015). MLP+ uses all feature groups from section 4 and one bias feature for every group. The MLP+ model is shown in Figure 2. Each feature group uses multiple stacked layers that are then merged with a concatenation layer. The sizes of the dense layers are manually selected by trial and error. Several dropout layers with a constant probability of 0.2 are included. In contrast, MLP uses only the noun count vectors (as Perceptron) and thus only one input branch.

For both models, Adadelta, an optimisation function with adaptive learning rate, a batch size of 32 and categorical cross-entropy as the loss function are used. For the activation functions, rectified linear units are used in the hidden layer and softmax in the output layer. The model trains for 250 epochs and stores the weights that led to the best accuracy on the validation set through a checkpoint mechanism.

5.2 Evaluation measures

Given a (test) set $X$, each sample $x \in X$ has a class $y_x$ and a prediction $\hat{y}_x$. Based on the predictions, we can calculate class-wise precision ($P$), recall ($R$) and $F$-score as follows:

$$P(y) = \frac{|\{x \in X \mid y_x = y \land y_x = \hat{y}_x\}|}{|\{x \in X \mid \hat{y}_x = y\}|}$$

(2)
\( R(y) = \frac{| \{ x \in X \mid y_x = y \land y_x = \hat{y}_x \} |}{| \{ x \in X \mid y_x = y \} |} \) (3)

\[ F(y) = \frac{2 \cdot P(y) \cdot R(y)}{P(y) + R(y)} \] (4)

The macro-averaged \( F \)-score of all classes is the average of the class-wise \( F \)-scores:

\[ F_{macro} = \frac{1}{|Y|} \cdot \sum_{y \in Y} F(y) \] (5)

For the overall precision and recall, the nominators and denominators are summed up for all \( y \in Y \), resulting in:

\[ P = R = \frac{| \{ x \in X \mid y_x = \hat{y}_x \} |}{| \{ x \in X \} |} \] (6)

And the formula for the micro-averaged \( F \)-score:

\[ F_{micro} = \frac{2 \cdot P \cdot R}{P + R} = P = R \] (7)

The identity of overall \( P \) and \( R \) causes their identity with \( F_{micro} \). This measure is identical with the overall accuracy (correct predictions divided by all predictions). Since \( F_{macro} \) gives every class the same weight, but we deal with an unbalanced dataset, we choose \( F_{micro} \) as evaluation measure and only show \( F_{macro} \) in some graphs for comparison.

5.3 Results

Table 3 shows the micro-averaged \( F \)-score for all models. MLP+ performs best, followed by Perceptron and Doc2Vec. The use of additional features significantly decreases the performance of the perceptron (Perceptron+), but increases it for the multi-layer network (MLP+). This observation is discussed in section 5.4.

Figures 3–5 show the performance of Perceptron, Doc2Vec and MLP+ in dependence of the number of training epochs. The Perceptron (Figure 4) shows a generally increasing learning curve, i.e. more epochs lead to better results. Peaks like the one after the 51st epoch are ignored since the model uses a fixed number of 100 training epochs. Doc2Vec (Figure 5) reaches its best performance with 20 epochs and does not show any learning progress after that, even if trained for 100 epochs. The MLP+ model (Figure 3) exhibits increasing performance until around 100 training epochs and then reaches a plateau. Since the model uses that number of epochs which works best on the validation set (i.e. 105), it misses the best performance at the 109th epoch but gets a final score close to it.

5.4 Error Analysis

In this section, we shall focus on the confusion matrices produced by our three main models which are depicted in Figure 6 and to be read as follows: The x-axis and the y-axis represent artists in the same order (labels are omitted due to legibility). Each cell indicates how often the artist on the x-axis was classified as the artist on the y-axis (darker colours are higher numbers). The cells on the main diagonal correspond to the cases where a class was classified correctly hence a visible diagonal correlates with good results. Darker cells outside of the diagonal are significant misclassifications and might be interesting to look into.

As is clearly visible in Figure 6 (a), something is wrong with the predictions of the Doc2Vec model. There are hints of a diagonal showing at the top-left—however, there are entire columns of dark colour. This means that there are classes that are almost always predicted, no matter which class a sample actually belongs to. Interestingly, we ob-
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Table 3: Micro-averaged F-score for each model on the test set after training (final) and during training (best), together with the corresponding training epochs. Lower part: only artists with more songs than (MST) 140 are kept in the training and the test set.

<table>
<thead>
<tr>
<th>Model</th>
<th>MST</th>
<th>final F-ep.</th>
<th>best F-ep.</th>
</tr>
</thead>
<tbody>
<tr>
<td>Perceptron</td>
<td>0</td>
<td>.066</td>
<td>100</td>
</tr>
<tr>
<td>Perceptron+</td>
<td>0</td>
<td>.003</td>
<td>100</td>
</tr>
<tr>
<td>Doc2Vec</td>
<td>0</td>
<td>.032</td>
<td>100</td>
</tr>
<tr>
<td>MLP</td>
<td>0</td>
<td>.023</td>
<td>97</td>
</tr>
<tr>
<td>MLP+</td>
<td>0</td>
<td>.079</td>
<td>97</td>
</tr>
<tr>
<td>Perceptron</td>
<td>140</td>
<td>.146</td>
<td>100</td>
</tr>
<tr>
<td>Perceptron+</td>
<td>140</td>
<td>.021</td>
<td>100</td>
</tr>
<tr>
<td>Doc2Vec</td>
<td>140</td>
<td>.101</td>
<td>100</td>
</tr>
<tr>
<td>MLP</td>
<td>140</td>
<td>.050</td>
<td>201</td>
</tr>
<tr>
<td>MLP+</td>
<td>140</td>
<td>.182</td>
<td>105</td>
</tr>
</tbody>
</table>
```
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\(^9\) Such mis-classifications will be denoted as outliers in the following, since we are talking about the correlation of the axes here.
served the same behaviour with our perceptron implementation in preliminary tests which changed when we started using batch learning. However, our Doc2Vec implementation already uses batch learning and mini-batch learning did not improve the performance in postliminary tests.

Figure 6 (b) shows that the perceptron performs well on most classes. However, there are very few classes where it actually recognises (almost) all of the samples. There are three major outliers and many outliers overall. This explains the rather low scores the model achieves, even though the diagonal is clearly visible. Looking at the three big outliers and engineering new features specifically for those could improve the performance. However, the informativeness of features can behave differently from what one might expect. Additional stylometric features that were specifically designed for the task lead to significantly worse results than the simple noun count vectors (Perceptron+ vs. Perceptron). However, this does not tell anything about the perceptron’s performance when using other feature combinations.

The error distribution of the multi-layer perceptron is displayed in Figure 6 (c). Compared to the perceptron, most of the classes are predicted much better and there are less outliers overall. However, there are more major outliers which explains the still rather low performance. In further contrast to the perceptron, the use of all features leads to a performance increase (MLP+ vs. MLP). This is probably the case because the multi-layer percep-
perceptron can learn individual weights for the different feature groups through multiple branches and layers much better than the single-layer perceptron.

6 Summary & Conclusion

Songtext–artist classification is an example of multiclass text classification on unbalanced, sparse and noisy data. Three neural network models have been investigated on this specific task. 1) A single-layer perceptron which can be used for all kinds of classification on vectorised data. 2) Doc2Vec which is a contemporary tool for text classification. And 3) an extended multi-layer perceptron which we designed specifically for this task. While the third and most complex model achieves the best results, it becomes also visible that the choice of features has a significant effect on the classification performance. Here, too, the multi-layer network with its advanced combination of different, stylometric as well as count/embedding-based, feature groups outperforms the other models.

We come to the conclusion that a vast number of and unbalanced classes as well as sparse and not directly correlated data do not allow for a perfect performance. Thus, given a text classification task where the data is as difficult, it makes sense to reduce the data to something that is manageable and meaningful. Sparse classes in a noisy sample space are little more than guesswork which might confuse the classifier and decrease the performance on more important classes. While it is somewhat obvious that removing difficult cases from the data improves the overall results, it is not something that one would usually do in a real-world application. We argue, that it can be a practical step to approach such a classification task, for elaborating the complexity of the classifier and engineering good features.

7 Future Work

A general clustering-based topic model encoded in new features could potentially improve the performance of songtext classifiers. Looking at our multi-layer perceptron, new features seem to be a good way to handle such difficult data. Other network architectures such as CNNs and RNNs can be considered worth a look as well since they improved (noisy) text classification in previous studies (e.g. Lai et al., 2015; Apostolova and Kreek, 2018).

Another way of dealing with imbalanced data is to apply oversampling to raise the number of samples for sparse classes, or undersampling to reduce the number of samples for frequent classes.
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