©2019 The Association for Computational Linguistics

Order copies of this and other ACL proceedings from:

Association for Computational Linguistics (ACL)
209 N. Eighth Street
Stroudsburg, PA 18360
USA
Tel: +1-570-476-8006
Fax: +1-570-476-0860
acl@aclweb.org

Introduction

Natural Language Processing (NLP) is pervasive in the technologies people use to curate, consume and create information on a daily basis. Moreover, it is increasingly found in decision-support systems in finance and healthcare, where it can have a powerful impact on peoples’ lives and society as a whole. Unfortunately, far from the objective and calculating algorithms of popular perception, machine learned models for NLP can include subtle biases drawn from the data used to build them and the builders themselves. Gender-based stereotypes and discrimination are problems that human societies have long struggled with, and it is the community’s responsibility to ensure fair and ethical progress. The increasing volume of work in the last few years is a strong signal that researchers and engineers in academia and industry do care about fairer NLP.

This volume contains the proceedings of the First Workshop on Gender Bias in Natural Language Processing held in conjunction with the 57th Annual Meeting of the Association for Computational Linguistics in Florence. The workshop received 19 submissions of technical papers (8 long papers, 11 short papers), of which 13 were accepted (5 long, 8 short), for an acceptance rate of 68%. We have to thank the high-quality selection of research works thanks to the Program Committee members which provided extremely valuable reviews. The accepted papers cover a diverse range of topics related to the analysis, measurement and mitigation of gender bias in NLP. Many of the papers investigate how automatically learned vector space representations of words are affected by gender bias, but the programme also features papers on NLP applications such as machine translation, sentiment analysis and text classification. In addition to the technical papers, the workshop also included a very popular shared task on gender-fair coreference resolution, which attracted submissions from 263 participants. Many of them achieved excellent performance. Of the 11 submitted system description papers, 10 were accepted for publication. We are very grateful to Google for providing a generous prize pool of 25,000 USD for the shared task, and to the Kaggle team for their great help with the organisation of the shared task.

Finally, the workshop counts on two impressive keynote speakers: Melvin Johnson and Pascale Fung, who will provide insights in gender-specific translations in the Google system and the gender roles in the artificial intelligence world, respectively.

We are very excited about the interest that this workshop has generated and we look forward to a lively discussion about how to tackle bias problems in NLP applications when we meet in Florence!
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