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Abstract

While much data within a patient’s electronic health record (EHR) is coded, crucial information concerning the patient’s care and management remain buried in unstructured clinical notes, making it difficult and time-consuming for physicians to review during their usual clinical workflow. In this paper, we present our clinical note processing pipeline, which extends beyond basic medical natural language processing (NLP) with concept recognition and relation detection to also include components specific to EHR data, such as structured data associated with the encounter, sentence-level clinical aspects, and structures of the clinical notes. We report on the use of this pipeline in a disease-specific extractive text summarization task on clinical notes, focusing primarily on progress notes by physicians and nurse practitioners. We show how the addition of EHR-specific components to the pipeline resulted in an improvement in our overall system performance and discuss the potential impact of EHR-specific components on other higher-level clinical NLP tasks.

1 Introduction

EHRs are a longitudinal record of the patient’s health information consisting of structured (e.g. vitals, medications, labs, procedures) and unstructured (e.g. progress notes, discharge summaries, diagnostic test reports) information. Clinical notes within EHRs are traditionally a rich source of data where detailed information about the patient’s medical history and clinical care process is documented. However, physicians at the point of care are mostly unable to review much of this unstructured information due to the abundance of notes within a patient EHR and the time constraint inherent in the clinical setting. Also, the move from paper records to EHRs have unintentionally resulted in issues of note bloat, where use of templates and copy-paste have introduced unnecessary or redundant data into clinical notes, worsening the problem of information overload and making it more difficult for physicians to identify key clinical data with potentially negative consequences (Shoolin et al., 2013; Vogel, 2013).

In the clinical care process, what is considered key clinical data within a clinical document depends greatly on the user and their task; what is important for a physician to know while diagnosing a patient is different from what is important for a social worker to know when arranging post-discharge home care. Building off the idea of a problem-oriented medical record introduced by Dr. Lawrence Weed (1968), we decided to approach this problem of information overload within EHRs from a disease-specific perspective. We propose an automated summarization system that produces an extractive summary for each note containing only the most important information relevant for managing a patient’s hypertension or diabetes mellitus at the point of care.

There are multiple challenges in generating a disease-specific extractive summary on clinical text. First of all, the abundance of domain-specific terminology and presence of non-standard abbreviations and misspellings make machine comprehension of clinical text a much more complex task (Demner-Fushman et al., 2009). Secondly, the use of temporal narratives with reference to multiple diseases and the inherent interrelatedness of different diseases and other clinical concepts makes it difficult to determine what is “disease-specific” in the context of our summary. Moreover, the heavy use of templates, copy-paste, and imported data within clinical notes (Shoolin et al., 2013; Vogel, 2013) suggests that medical NLP at the concept level is insufficient for differentiation between “important” and “unimportant” information. Last of all, due to the regulations surround-
ing use and sharing of protected health information, and the need for expert annotation, clinical NLP systems typically only have access to a limited amount of labeled data. To address these concerns, we leverage individual components, trained on separate labeled datasets, that target lower level clinical NLP tasks such as identifying note structure and specific clinical events of interest, and chain these individual components together into a pipeline that automatically generates disease-specific summaries from clinical notes.

2 Related Work

EHR summarization efforts have mostly focused on extraction of clinical variables or visualization of structured and unstructured elements in the EHR as a longitudinal data display (Pivovarov and Elhadad, 2015), with the objective being to present an overview of the entire longitudinal patient record. Savova et al. (2010) built cTAKES, an open-source NLP system for information extraction from unstructured clinical text. Rogers et al. (2006) developed the CLEF chronicle, which uses a semantic network of concepts and interrelations to represent events in a patient’s medical history, that could serve as a building block for future summarization efforts. CLAMP (Soysal et al., 2017) allows users to more efficiently build customized NLP pipelines and reported good performance on named entity recognition and concept encoding in their evaluation.

Some researchers approached EHR note summarization from a problem identification perspective. Cao et al. (2004) summarized discharge summaries as problem lists. Van Vleck and Elhadad (2010) identified a list of problems relevant to a physician seeing a new patient for a given set of clinical notes. Our work differs from previous published research in that our summarization system is (1) targeted toward a single clinical encounter represented by a note, (2) specific to the management of a given disease: hypertension and diabetes mellitus, (3) generates a human readable textual summary as opposed to a list of clinical variables, and (4) extends beyond basic medical NLP with concept recognition and relation detection to also include components specific to EHR data.

3 Method

The ultimate goal of the system is to generate a cohesive summary of a patient, similar to a summary written by an attending physician after reviewing the patient’s chart. Such a system requires text summary from individual notes, reconciliation between structured data and unstructured narratives, temporal alignment of the clinical events, and natural language generation to produce the final abstractive summary. This paper focuses entirely on extracting informative sentences rather than cohesive sentences from a single clinical note. The output of the work presented here can be used as the input for downstream components to generate cohesive summaries across the longitudinal patient record.

3.1 Dataset

Our dataset consists of patient EHRs within a large ambulatory multi-specialty medical group in the US that contain a known diagnosis of hypertension and/or diabetes mellitus based on their structured encounter diagnosis list. We selected notes within these patient EHRs authored by physicians or nurse practitioners and manually reviewed approximately half of the selected notes to ensure that at least one of our diseases of interest, hypertension or diabetes mellitus, was addressed at the visit documented in that note. We made the decision to focus on physician and nurse practitioner notes because those providers are the primary decision-maker in the patients’ clinical care management. Manual review was performed on approximately half of the notes to ensure a sufficient number of positive examples from the ground truth generation effort. The resulting corpus consisted of 3,453 outpatient clinical notes over 762 patients, with an average length of 138 sentences per note.

The corpus was annotated by 12 internal medicine or family medicine physicians over the course of 6 months. Physicians were asked to review each note and annotate information relevant to the physicians’ decision-making for management of the patient’s hypertension or diabetes mellitus, with the understanding that the annotated information would be presented together as a disease-focused summary of the note. Examples of relevant information included in the summary are statements about the current problem status, any signs or symptoms experienced by the patient, desirable and undesirable effects of current treat-
3.2 Extractive Summarization

Current approaches of document summarization in the clinical domain have largely been extractive rather than abstractive, so the original text as written by the physicians are preserved.

Given a clinical note consisting of a sequence of sentences, \( N = \{s_1, s_2, \ldots, s_n\} \) a sentence level, single document, extractive summarization task can be defined as to create a summary \( NS \) by selecting \( m \) sentences (\( m \leq n \)) from \( N \). One of the simplest approaches is to model the task as a supervised binary classification problem, where we find a model with model parameters \( \theta \) that maximize the likelihood

\[
P(Y | N, \theta) = \prod_{i=1}^{n} p(y_i | s_i, \theta)
\]

where \( Y = \{y_1, y_2, \ldots, y_n\} \) and \( y_i \in \{0, 1\} \).

It is obvious that in (1) each sentence is classified solely on the information contained in the sentence itself. This rudimentary approach works reasonably well for many sentence classification tasks, provided the majority of the sentences are self-contained. For clinical notes, sentences are often short and the meaning depend heavily on the context. One way to address this is to model the problem as a sequence labeling task, where additional information at the document level is also considered,

\[
P(Y | N, \theta) = \prod_{i=1}^{n} p(y_i | s_i, N, \theta)
\]

A simple example of sequence model is a linear-chain CRF (Lafferty et al., 2001), which takes the previously labeled sentence(s) into consideration when predicting the label of the current sentence. Recent advances in deep neural network based approaches have shown great promises in analyzing several types of EHR data (Shickel et al., 2018), but their application in extractive note summarization is largely unexplored (Alsentzer and Kim, 2018).

In this paper, we start by creating the baseline using the 3 approaches discussed above, i.e., a linear SVM for sentence classification, a linear chain CRF in which each note is modeled as a sequence, and a simple CNN-rand (Kim, 2014) for our summarization task. All 3 models used only the note...
text as features: bag of n-grams for the SVM and the CRF, and randomly initialized word embeddings (updated during training) for CNN-rand. We report the F-scores for each of these models in the “Results” section.

3.3 Clinical Note Processing Pipeline

Each clinical note is ingested by a basic NLP processing layer that performs the standard NLP tasks including tokenization, lemmatization, sentence segmentation, POS tagging, and parsing, followed by a medical concept recognition component, where key medical concepts such as labs, procedures, medications, signs and symptoms, and diseases are identified. Our system used an English Slot Grammar (ESG) parser (McCord, 1990) followed by a proprietary medical concept annotator that maps terms into unified medical language system (UMLS) concepts (Bodenreider, 2004). This entity linking pipeline is similar to MetaMap (Aronson and Lang, 2010) but was optimized to process clinical notes, where sentences are not always well structured and disambiguation plays an important role. These foundational NLP analytics, although crucial to the success of downstream components and remain an active research area, have become commodity in the recent years, for instance, CLAMP (Soysal et al., 2017), Amazon Comprehend Medical, (Amazon, 2019), and IBM Natural Language Understanding (IBM, 2019) and is not of interest in this paper.

We separate the components in the next layer into 3 categories based on how the analytics are developed, namely, heuristics and rules, assertions framework, and deep-learning framework (Figure 2). When labeled data is easier to obtain, data-driven approaches, such as deep neural network architectures, often outperform other methods due to their ability to effectively learn representations as well as model parameters. For instance, for adverse drug events (ADEs), we use an existing labeled dataset from the MADE1.0\(^1\) NLP challenge to train a BiLSTM-CRF model with attention (Dandala et al., 2018). On the other hand, ground truth for extractive summarization requires human experts to read the entire note and is harder to acquire. With limited ground truth, we have learned that a hybrid system combining heuristics, less expressive models (e.g. linear SVM), and outputs from deep-learning based components as features generates better results than trying to train an end-to-end pure neural network based system. In the “Results” section, we will give one example from each category that has significant contribution to the overall system.

3.4 Evaluation

Evaluating a text summary is challenging. Generally, the ways of evaluating the performance of automatically generated summarizations can be categorized into intrinsic and extrinsic evaluation methods (Steinberger and Jezek, 2009). Intrinsic evaluation directly compares the generated summary to the ground truth summary. For example, co-selection measures calculate the precision, recall, and F-score at the sentence level; and content-based measures such as ROUGE (Lin, 2004) compares at word level using n-gram and/or longest common subsequence. Intrinsic evaluation can also be done qualitatively, by domain experts using a Likert-type scale. Extrinsic evaluation measures the quality of the automatic summaries indirectly, for a given task. For example, how much time a physician can save in their daily practice with or without the help of such summarization. In this work we present our results using intrinsic evaluation with co-selection measures. Studies using qualitative intrinsic measurements and quantitative extrinsic evaluation are being planned.
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\(^1\)bio-nlp.org/index.php/announcements/39-nlp-challenges/
for the future; those results will be reported at a later time and are beyond the scope of this paper. In this work, we evaluated the system using the co-selection measures, i.e., calculating sentence level F-score between system-identified span and a physician-annotated span, using 10-fold cross validation.

4 Results

4.1 Inter-Annotator Agreement

Agreement was calculated at the sentence level, meaning that if two annotators each marked a different span of text within the same sentence, it was considered a match. On average, annotators marked 4 to 5 sentences per note to be included in the disease-specific summary. Because the number of sentences not included in a summary is significantly larger than the number of sentences marked by physician annotators, we use recall, precision, and F-score as surrogates for the typical Cohen’s Kappa in reporting inter-annotator agreement. Using one annotator’s annotations as reference, we calculate the recall, precision, and F-score of the second annotator as a measure of the inter-annotator agreement, as shown in Table 1. In the “Discussion” section, we will discuss reasons for the observed differences between annotators.

4.2 Summarization Models

Table 2 shows the results of 3 different approaches for our summarization task: classification with SVM, sequence labelling with CRF, and a simple CNN with randomly initialize word embeddings. Note that in our training corpus, notes on average have 138 sentences and only 3% of the sentences are annotated as summary. Although the F-scores are at the fifties, the accuracies (including true-negatives) are well above high nineties.

We can see that considering the document level information (CRF & CNN) is important for the task, and CNN is performing reasonably well even with limited labeled data. In this paper, our goal is to identify useful information from the entire EHR, in the context of producing extractive clinical narrative summarization. Those document level and patient level features can be used in both neural network based and non-neural network based architectures. Our current system uses CRF at the top level to label the sentences, and several deep learning based models at the component level.

4.3 Impact of EHR Components

Table 3 shows the results of an ablation study on selected components. Here we only report the numbers using the CRF model. We started by using only bag-of-words (unigram) as features and introduce a new type of feature in the next row. The last row shows the final result of using all features, including all components shown in Figure 2, such as ADEs, goals, and medication changes.

4.4 Heuristics and Rules - Disease Context

As our summarization is disease-specific, it is intuitive that knowing the disease context of each sentence can be a useful feature. For example, in the sample clinical note in Figure 1, the phrase “sub-optimally controlled” appears 3 times, each under a different disease context: “DIABETES MELLITUS”, “HYPERTENSION”, and “OBESITY/OVERWEIGHT”. Depending on the disease context, each specific instance of “sub-optimally controlled” may or may not be an insight we want to extract for a given target disease.

In practice, this disease context can be an ex-

### Table 1: Inter-annotator agreement.

<table>
<thead>
<tr>
<th></th>
<th>Hypertension</th>
<th>Diabetes</th>
</tr>
</thead>
<tbody>
<tr>
<td>Precision</td>
<td>0.723</td>
<td>0.726</td>
</tr>
<tr>
<td>Recall</td>
<td>0.646</td>
<td>0.671</td>
</tr>
<tr>
<td>F-score</td>
<td>0.682</td>
<td>0.697</td>
</tr>
</tbody>
</table>

### Table 2: F-scores for hypertension and diabetes mellitus summarization using different models.

<table>
<thead>
<tr>
<th></th>
<th>Hypertension</th>
<th>Diabetes</th>
</tr>
</thead>
<tbody>
<tr>
<td>SVM, linear</td>
<td>0.524</td>
<td>0.516</td>
</tr>
<tr>
<td>CRF, linear-chain</td>
<td>0.579</td>
<td>0.598</td>
</tr>
<tr>
<td>CNN</td>
<td>0.584</td>
<td>0.593</td>
</tr>
</tbody>
</table>

### Table 3: Ablation study - F-scores of disease-specific insights.

<table>
<thead>
<tr>
<th></th>
<th>Hypertension</th>
<th>Diabetes</th>
</tr>
</thead>
<tbody>
<tr>
<td>Unigram</td>
<td>0.555</td>
<td>0.581</td>
</tr>
<tr>
<td>+N-gram</td>
<td>0.579</td>
<td>0.598</td>
</tr>
<tr>
<td>+Concept</td>
<td>0.590</td>
<td>0.608</td>
</tr>
<tr>
<td>+Section</td>
<td>0.630</td>
<td>0.637</td>
</tr>
<tr>
<td>+Context</td>
<td>0.642</td>
<td>0.655</td>
</tr>
<tr>
<td>+Plan</td>
<td>0.646</td>
<td>0.662</td>
</tr>
<tr>
<td>All</td>
<td>0.657</td>
<td>0.679</td>
</tr>
</tbody>
</table>
plicit section header (as in Figure 1), or conveyed more implicitly, such as a disease mentioned in the previous sentence or an encounter diagnosis code in the structured data associated with that note. A common example of implicit disease context is in specialist notes; for example, an Endocrinology note consulting on a patient’s newly diagnosed diabetes mellitus. Here, the specialty in the note metadata (“Endocrinology”) and the reason for consult (“newly-diagnosed DM2”) both serve as the context for the entire note.

Because the disease context can be far away from the current sentence, especially for cases of implicit context, heuristics are used until we have enough labeled data to train a model with long term memory, such as recurrent neural network with attention mechanism. These heuristics were developed with input from subject matter experts familiar with how to read and interpret clinical text. We can see from Table 3 that modeling disease context explicitly improved the overall performance.

4.5 Machine Learning Framework - Note Section

Although not required, healthcare providers often follow some common structures, for example, SOAP (Lew and Ghassemzadeh, 2018), when documenting a patient encounter in a clinical note. Knowing where a sentence resides with respect to these structures or sections, will undoubtfully help the system extract important insights from the note.

As there are no set rules for indicating sections, and headers and formats are not strictly enforced, pattern matching rules using regular expression yield mediocre results. To improve the accuracy, we model note section classification as a supervised sequence labeling task using linear-chain CRF - each sentence belongs to 1 of 14 predefined note sections, namely, chief complaint, history of present illness, past medical history, past surgical history, medications, allergies, social history, family history, review of systems, vital signs, physical exam, diagnostic test results, assessment and plan, and other, and both the results from regular expression (matching predefined format and headers) as well as the words in the sentence are used as features in the CRF model. Table 3 shows that note section is another useful global feature in extractive summarization.

5 Discussion

5.1 Reasons for Annotator Differences

Although we placed our extractive summarization task in the setting of a specific user (physician), disease (hypertension and diabetes mellitus), and task (disease management), there is still a subjective component in the ground truth generation process. Some practitioners prefer a very concise summary limited to only the disease of focus, while others prefer a more informative summary that includes not only information directly related to the disease of focus, but also to related co-morbidities. Also, redundancy in clinical notes means that the same information is often presented in different ways in different parts of the same note; for example, the patient’s presentation is described in detail in the history of present illness (HPI) section at the top of the note, while the same information is summarized in a more concise way in the assessment and plan section (AP) at the end of the note. Some practitioners prefer the additional detail contained in the HPI section as part of their summary, while others prefer only seeing the more concise version in the AP section.

During the ground truth generation process, we aligned physicians’ perspectives and preferences the best we could through multiple discussions of what types of information should (e.g. problem status, home monitoring results, changes in disease management) and should not (e.g. direct imports from structured data, routine labs and follow-up instructions) be included as part of the summary. The discussions helped ensure better consistency of the ground truth among different physician annotators, but still resulted in an observed IAA of 0.682 to 0.697. This reflects the inherent subjective nature of the task, and demonstrates the need for a third MD to adjudicate any disagreements between annotators to produce consistent ground truth to be used by our system.

5.2 Addressing Issues of Data Scarcity

One of the challenges common in developing analytics on clinical text is the limited labeled data available for training and testing due to health information privacy concerns and the expensive cost of expert annotations. Our automatic summarization system works around this limitation by using individual components that can be trained using separate ground truth. Some components, such as note section classification, do not require annota-
tors with the same level of domain expertise and can more easily be done in-house by appropriately trained non-physician annotators. Other components, such as adverse drug events, make use of existing labeled datasets available through various clinical NLP challenges such as MADE1.0\textsuperscript{2} and TAC\textsuperscript{3}. Using separately trained components allows our system to make the most of the limited amount of available expert-annotated data.

5.3 Limitations in Evaluation

In this study, we use an intrinsic evaluation of our generated summary using precision, recall, and F-score to compare against ground truth created by physicians. However, these metrics do not fully capture the nuances of what should or should not be included in a clinical summary. The wide spectrum of what could be considered “important” to a physician means that not all false negatives are equivalent; some information is critical to patient management and should never be missed, while the importance and relevance of some other pieces of information are debatable amongst different physicians. Similarly, not all false positives are equivalent; some false positives are completely wrong and unrelated to the disease at hand, while others comprise of sentences that were not included in the ground truth but still provide relevant and useful information.

Adverse drug events are an example of important information that physicians are particularly sensitive to. ADEs have great impact on patient safety and is considered an important insight to extract per our annotation guidelines. These are rare yet important events for physicians to be aware of when managing a patient’s care. We have been actively participating in recent ADE detection related challenges and developed our component using BiLSTM-CRF (Dandala et al., 2018). A major task for this component is to distinguish adverse drug events (e.g. “His cough improved off lisinopril”) from indication for a drug (e.g. “His hypertension improved on lisinopril”), i.e., to identify the type of relation between a drug and a sign or symptom. This is often impossible without medical knowledge, and is an example of why a generic summarization algorithm from other domains will not work on clinical narratives out of the box, as the importance of a sentence depends on medical knowledge from outside of the document.

Because of the importance of ADEs to clinical care, a missed ADE by the system (false negative) or an incorrectly identified ADE (false positive) both negatively impact the overall quality of the summary significantly more compared to other types of information. As ADEs are rare, adding this component does not have significant impact to the overall summarization accuracy measure. However, we choose to discuss this component in this paper to demonstrate the need for a qualitative intrinsic evaluation that weighs each sentence based on its importance in order to capture the value that rare yet important events, such as ADEs, bring to the overall system.

Redundant information in clinical notes pose another challenge to the evaluation of our system. This redundancy led to observed cases where the ground truth has one sentence annotated while the system has annotated a different sentence containing essentially the same content. This is judged as a false negative (because the system missed the physician-annotated sentence) and a false positive (because the system-annotated sentence was not in the physician-annotated ground truth), reflecting negatively in the overall system evaluation without giving the system credit for the fact that the relevant information is still present in the generated summary. This demonstrates the need for a separate extrinsic evaluation of our generated summaries based on its usefulness in the clinical setting, which we have planned for the future.

We are planning future evaluations of our system using qualitative intrinsic measures to capture the importance of different information within the clinical summary, and quantitative extrinsic measures to evaluate the usefulness of the system-generated summaries for practicing physicians at the point of care.

6 Conclusions

We propose an automated system for disease-specific extractive summarization on a single clinical note. We describe our clinical note processing pipeline that includes a basic NLP processing layer as well as additional EHR-specific components such as note section classification, disease context identification, and adverse drug events detection. We show incremental improvement in overall system performance with addition of each component, from F-scores of 0.555 and 0.581 for
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\textsuperscript{2}bio-nlp.org/index.php/announcements/39-nlp-challenges/

\textsuperscript{3}bionlp.nlm.nih.gov/tac2017adversereactions/
hypertension and diabetes mellitus, respectively, when using only unigrams, to 0.657 and 0.679 when all components are included in the pipeline. Our work demonstrates how analytics beyond concept recognition is necessary for a complex and higher-level clinical NLP task such as summarization. Also, until abundant labeled data in clinical narratives becomes available, generic summarization algorithms developed using non-EHR data will benefit from using EHR-specific components discussed here as global features.
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