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Introduction

The EMNLP-IJCNLP 2019 Workshop on Deep Learning Approaches for Low-Resource Natural Language Processing (DeepLo) takes place on Sunday, November 3rd, in Hong Kong, China, immediately before the main conference.

Natural Language Processing is being revolutionized by deep learning with neural networks. However, deep learning requires large amounts of annotated data, and its advantage over traditional statistical methods typically diminishes when such data is not available; for example, SMT continues to outperform NMT in many bilingually resource-poor scenarios. Large amounts of annotated data do not exist for many low-resource languages, and for high-resource languages it can be difficult to find linguistically annotated data of sufficient size and quality to allow neural methods to excel. Our workshop aimed to bring together researchers from the NLP and ML communities who work on learning with neural methods when there is not enough data for those methods to succeed out-of-the-box. Techniques of interest include self-training, paired training, distant supervision, semi-supervised and transfer learning, and human-in-the-loop algorithms such as active learning.

Our call for papers for this second workshop met with a strong response. We received 85 paper submissions, of which 10 were “extended abstracts” with non-archival status—work that will be presented at the workshop, but will not appear in the proceedings in order to allow it to be published elsewhere. We accepted 32 papers and 7 extended abstracts.

Our program covers a broad spectrum of applications and techniques. It is augmented by invited talks from Heng Ji, Barbara Plank, Dan Roth, Kristina Toutanova, and Luke Zettlemoyer.

We would like to thank the members of our Program Committee for their timely and thoughtful reviews.
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Abstract

New conversation topics and functionalities are constantly being added to conversational AI agents like Amazon Alexa and Apple Siri. As data collection and annotation is not scalable and is often costly, only a handful of examples for the new functionalities are available, which results in poor generalization performance. We formulate it as a Few-Shot Integration (FSI) problem where a few examples are used to introduce a new intent. In this paper, we study six feature space data augmentation methods to improve classification performance in FSI setting in combination with both supervised and unsupervised representation learning methods such as BERT. Through realistic experiments on two public conversational datasets, SNIPS, and the Facebook Dialog corpus, we show that data augmentation in feature space provides an effective way to improve intent classification performance in few-shot setting beyond traditional transfer learning approaches. In particular, we show that (a) upsampling in latent space is a competitive baseline for feature space augmentation (b) adding the difference between two examples to a new example is a simple yet effective data augmentation method.

1 Introduction

Virtual artificial assistants with natural language understanding (NLU) support a variety of functionalities. Throughout the lifespan of the deployed NLU systems, new functionalities with new categories, are regularly introduced. While techniques such as active learning (Peshterliev et al., 2018), semi-supervised learning (Cho et al., 2019b) are used to improve the performance of existing functionalities, performance for new functionalities suffers from the data scarcity problem. Recently, Few-Shot Learning has been explored to address the problem of generalizing from a few examples per category. While it has been extensively studied (Koch et al., 2015; Snell et al., 2017; Vinyals et al., 2016) for image recognition, a little attention has been paid to improve NLU performance in the low-data regime. Moreover, researchers have been mostly working on the unrealistic setting that considers tasks with few categories unseen during (pre)training, each with only a few examples, and introduces new categories during test time. We argue that a more realistic setting is Few-Shot Integration (FSI) where new categories with limited training data are introduced into an existing system with mature categories. FSI is well aligned with the goal of lifelong learning of conversational agents and measures the performance in a real-life system setting when only a few examples of a new class are added to the existing data from the old classes. To address the poor generalization in data scare scenarios, several pre-training methods such as ELMo (Peters et al., 2018), Generative pre-trained Transformer (Radford et al., 2018), BERT (Devlin et al., 2018), have been proposed which are trained on a large amount of unannotated text data. Such pre-trained models can be fine-tuned on a particular NLP task and have shown to greatly improve generalization. However, in FSI setting where only a handful of examples are provided, building accurate NLU model is still a challenging task.

In this paper, we focus on Feature space Data Augmentation (FDA) methods to improve the classification performance of the categories with limited data. We study six widely different feature space data augmentation methods: 1) upsampling in the feature space UPSAMPLE, 2) random perturbation PERTURB, 3) extrapolation (Devries and Taylor, 2017) EXTRA, 4) conditional variational auto-encoder (CVAE) (Kingma and Welling, 2013) CVAE, 5) delta encoder that have been especially designed to work in the few-shot setting.
Recent work has been explored using metric learning (Yu et al., 2018; Jiang et al., 2018). In (Yu et al., 2018), authors propose to learn a weighted combination of metrics obtained from meta-training tasks for a newly seen few-shot task. Similarly, in (Cheng et al., 2019), authors propose to use meta-metric-learning to learn task-specific metric that can handle imbalanced datasets.

**Generative models** are also widely used to improve classification performance by data augmentation. For example, generative models are used for data augmentation in image classification (Mehrotra and Dukkipati, 2017; Antoniou et al., 2018; Zhang et al., 2018), text classification (Gupta, 2019), anomaly detection (Lim et al., 2018). Data augmentation through deformation of an image has been known to be very effective for image recognition. More advanced approaches rely on Auto-Encoders (AEs) or Generative Adversarial Networks (GANs). For example, in (Mehrotra and Dukkipati, 2017) the authors combine metric-learning with data augmentation using GANs for few-shot learning. However, classical generative approaches require a significant amount of training data to be able to generate good enough examples that will improve classification accuracy. To overcome this challenge, (Hariharan and Girshick, 2017) proposed to augment the training data in the feature space. This both eases the generation problem and enforces generation of discriminative examples. In addition, the authors propose to transfer deformations from base classes to new classes, which allows circumventing the data scarcity problem for new classes. Finally, in (Schwartz et al., 2018), authors used an Autoencoder to encode transformations between pairs of examples of the same class and apply them to an example of the new class.

Generative models are a good candidate for FSI tasks, as one can just combine the generated data for new classes with the old classes training data (Hariharan and Girshick, 2017; Wang et al., 2018). For text classification, several text generation based data augmentation techniques have also been explored (Hou et al., 2018; Zhao et al., 2019; Guu et al., 2018; Yoo et al., 2018; Cho et al., 2019). However, generating discrete sequences, e.g. text, is known to be quite difficult and requires lots of training data. That is why, in this paper, we focus on generative models, which augment data
3 Data Augmentation in Feature Space

Feature space data Augmentation (FDA) is an effective method to improve classification performance on different ML tasks (Chawla et al., 2002; Hariharan and Girshick, 2017; Devries and Taylor, 2017; Guo et al., 2019). As shown on Figure 1, FDA techniques usually work by first learning a data representation or feature extractor, and then generating new data for the low resource class in the feature space. After generating data, a classifier is trained with real and augmented data.

For IC, we finetune a pre-trained English BERT-Base uncased model to build our feature extractor. The BERT model has 12 layers, 768 hidden states, and 12 heads. We use the pooled representation of the hidden state of the first special token ([CLS]) as the sentence representation. A dropout probability of 0.1 is applied to the sentence representation before passing it to the 1-layer Softmax classifier. BERT Encoder and MLP classifier are fine-tuned using cross-entropy loss for IC task. Adam (Kingma and Ba, 2014) is used for optimization with an initial learning rate of $5e^{-5}$.

For data augmentation, we apply six different FDA methods, described below, to generate new examples in the feature space. Finally, we train a 1-layer Softmax classifier as in the feature learning phase.

3.1 Upsampling

The simplest method to augment training data for underrepresented categories is to duplicate the existing training data. Upsampling is a well studied technique to handle the class imbalance problem (Estabrooks et al., 2004). We show that for intents with limited labeled data, upsampling the existing data in latent space consistently improves model performance, and thus is a good baseline method for FDA techniques. We call this method UPSAMPLE.

3.2 Random Perturbation

Adding random noise to the existing training data is another simple yet effective data augmentation technique. Random perturbation data augmentation has been previously used to improve the performance of classification models as well as for sequence generation models. For example, (Kurata et al., 2016) applied additive and multiplicative perturbation to improve the text generation for data augmentation. In our experiments, we apply both additive and multiplicative perturbation to the existing training data. We sample noise from a uniform distribution [-1.0, 1.0]. We use PERTURB to refer to this method.

3.3 Conditional VAE

Conditional Variational Autoencoder (CVAE) is an extension of Variational Autoencoder (VAE) (Kingma and Welling, 2013) which can be used to generate examples for a given category. All components of the model are conditioned on the category. First, we train CVAE on the sentence representations and then generate new examples by sampling from the latent distribution. The encoder and decoder sub-networks are implemented as multi-layer perceptrons with a single hidden layer of 2048 units, where each layer is followed by a hyperbolic tangent activation. The encoder output $Z$ is 128-dimensional. Mean Square Error (MSE) loss function is used for reconstruction. All models are trained with Adam optimizer with the learning rate set to $10^{-3}$.

3.4 Linear Delta

A simple method to generate new examples is to first learn the difference between a pair of examples, and then add this difference to another example. In this case, we first compute the difference $X_i - X_j$ between two examples from the same
class and then add it to a third example $X_k$ also from the same class as shown in (1). We use L\textsc{inear} to refer to this method.

$$\hat{X} = (X_i - X_j) + X_k$$ (1)

### 3.5 Extrapolation

In (Devries and Taylor, 2017), authors proposed to use extrapolation to synthesize new examples for a given class. They demonstrated that extrapolating between samples in feature space can be used to augment datasets. In extrapolation, a new example, $\hat{X}$ is generated according to (2). In our experiments, we use $\lambda = 0.5$. We call this method \textsc{extra}.

$$\hat{X} = (X_i - X_j) \ast \lambda + X_i$$ (2)

### 3.6 Delta-Encoder

Delta-Encoder (Schwartz et al., 2018) extends the idea of learning differences between two examples using an autoencoder-based model. It first extracts transferable intra-class deformations (deltas) between same-class pairs of training examples, then applies them to a few examples of a new class to synthesize samples from that class. Authors show that Delta-Encoder can learn transferable deformations from different source classes which can be used to generate examples for unseen classes. While the authors used Delta-Encoder to generate examples for unseen classes, in our experiments, for FSI, we also use the examples from the target class to the train both the feature extractor and the Delta-Encoder along with all other examples. Then we generate new examples for the target category using trained delta encoder. For data generation, we try two different approaches to select a source sentence pair.

1. **DeltaR**: Sample a pair of sentences $(X_i, X_j)$ from a randomly selected class. DeltaR applies deltas from multiple source categories to synthesize new examples.

2. **DeltaS**: Sample a pair of sentences $(X_i, X_j)$ from the target category. DeltaS applies deltas from the same target category.

The encoder and decoder sub-networks are implemented as multi-layer perceptrons with a single hidden layer of 512 units, where each layer is followed by a leaky ReLU activation ($\text{max}(x, 0.2 \ast x)$). The encoder output $Z$ is 16-dimensional. L1 loss is used as reconstruction loss. Adam optimizer is used with a learning rate of $10 - 3$. A high dropout with a 50% rate is applied to all layers, to avoid the model memorizing examples.

### 4 Experiment

#### 4.1 Datasets

We evaluate different FDA techniques on two public benchmark datasets, SNIPS (Coucke et al., 2018), and Facebook Dialog corpus (FBDialog) (Gupta et al., 2018). For SNIPS dataset, we use train, dev and test split provided by (Goo et al., 2018). SNIPS dataset contains 7 intents which are collected from the Snips personal voice assistant. The training, development and test sets contain 13,084, 700 and 700 utterances, respectively. FBDialog has utterances that are focused on navigation, events, and navigation to events. FBDialog dataset also contains utterances with multiple intents as the root node. For our experiment, we exclude such utterances by removing utterances with \textit{combined intent} root node. This leads to 31,218 training, 4,455 development and 9,019 testset utterances. Note that while SNIPS is a balanced dataset, FBDialog dataset is highly imbalanced with a maximum 8,860 and a minimum of 4 training examples per intent.

#### 4.2 Simulating Few-Shot Integration

In virtual assistants, often a new intent development starts with very limited training data. To simulate the integration of a new intent, we randomly sample $k$ seed training examples from the new intent, referred to as target intent, and keep all the data from other intents. We also remove the target intent data from the development set. We train the feature extractor on the resulting training data, and then generate 100, 512 examples using different augmentation methods for the target intent. To account for random fluctuations in the results, we repeat this process 10 times for a given target intent and report the average accuracy with the standard deviation. In all experiments, models are evaluated on the full test set.

https://github.com/MiuLab/SlotGated-SLU

---

5 Results and Discussion

5.1 FDA For Data-Rich Classification

For both datasets, we generate 5%, 10%, and 20% examples using different FDA methods. Then, we train a classifier using both generated as well as real data. Table 1 shows that augmenting data in feature space provides only minor improvements in classification accuracy. In particular, on SNIPS dataset, PERTUB and DELTAR improve accuracy from 98.14 to 98.26. On FBDialog dataset, DeltaR provides a minor gain, 95.02 to 95.08 over upsample baseline.

5.2 Impact Of The Number Of Seed Examples

To understand the impact of the number of seed examples, we vary it to 5, 10, 15, 20, 25, and 30 for SNIPS’s AddToPlaylist. For each experiment, we generate 100 examples using different FDA methods. Figure 2 shows that as the number of seed examples increases, the accuracy of the model goes up. We also observe that for a few seed examples 5 - 15, LINEAR outperforms other FSA methods. Finally, gains are less significant after 30 seed examples.

5.3 Few-Shot Integration

We simulate FSI IC for all 7 intents of SNIPS dataset. For FBDialog dataset, we run simulations on the six largest intents, viz. GetDirections, GetDistance, GetEstimatedArrival, GetEstimatedDuration, GetInfoTraffic, and GetEvent. Since, BERT generalizes well with just 30 examples, to compare the effectiveness of different FDA methods, we use 10 seed examples in FSI simulations. For each intent, we select $k = 10$ seed training examples and use all training data for other intents.

Table 2 shows average accuracy for all intents’ FSI simulations. Results on individual intent’s FSI simulations can be found in Appendix’s Table 5 and Table 6. On both datasets, all FDA methods improve classification accuracy over no augmentation baseline. Also, UPSAMPLE provides huge gains over no augmentation baseline. Additionally, on both datasets, with 512 augmented examples, LINEAR and DELTAS works better than PERTUB and UPSAMPLE.

5.4 Upsampling: Text Space vs Latent Space

In this section, we explore how upsampling in text space impacts performances as it is supposed to both improve the feature extractor and the linear classifier, compared to UPSAMPLE. To investigate whether upsampling in text space helps FDA, we upsampled the 10 seed examples to 100 and repeat the FSI experiments on all 7 intents of the SNIPS dataset. Table 3 shows the mean accuracy of all 7 intents FSI simulations results for different FDA techniques. FSI simulations scores for individual intents can be found in Appendix’s Table 7.
<table>
<thead>
<tr>
<th>#</th>
<th>Method</th>
<th>SNIPS</th>
<th>FBDialog</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>No Augmentation</td>
<td>87.46(2.87)</td>
<td>81.29(0.11)</td>
</tr>
<tr>
<td>100</td>
<td>UPSAMPLE</td>
<td>94.26(1.66)</td>
<td><strong>84.34</strong> (1.84)</td>
</tr>
<tr>
<td></td>
<td>PERTURB</td>
<td>94.18(1.74)</td>
<td>84.04 (1.95)</td>
</tr>
<tr>
<td></td>
<td>CVAE</td>
<td>94.10(1.83)</td>
<td>84.10 (1.94)</td>
</tr>
<tr>
<td></td>
<td>LINEAR</td>
<td><strong>94.36</strong> (1.69)</td>
<td>84.31 (1.9)</td>
</tr>
<tr>
<td></td>
<td>EXTRA</td>
<td>94.30(1.68)</td>
<td>84.13 (1.83)</td>
</tr>
<tr>
<td></td>
<td>DELTAR</td>
<td>91.32(1.32)</td>
<td>81.97 (0.76)</td>
</tr>
<tr>
<td></td>
<td>DELTAS</td>
<td>94.28(1.92)</td>
<td>83.50 (1.92)</td>
</tr>
<tr>
<td>512</td>
<td>UPSAMPLE</td>
<td>95.68(0.86)</td>
<td>89.03 (0.99)</td>
</tr>
<tr>
<td></td>
<td>PERTURB</td>
<td>95.65(0.92)</td>
<td>89.02 (0.99)</td>
</tr>
<tr>
<td></td>
<td>CVAE</td>
<td>95.46(1.03)</td>
<td>88.71 (1.09)</td>
</tr>
<tr>
<td></td>
<td>LINEAR</td>
<td><strong>95.87</strong> (0.87)</td>
<td><strong>89.30</strong> (1.03)</td>
</tr>
<tr>
<td></td>
<td>EXTRA</td>
<td>95.82(0.89)</td>
<td>89.21 (0.99)</td>
</tr>
<tr>
<td></td>
<td>DELTAR</td>
<td>95.33(1.56)</td>
<td>87.28 (1.46)</td>
</tr>
<tr>
<td></td>
<td>DELTAS</td>
<td><strong>95.88</strong> (1.04)</td>
<td>89.15 (1.12)</td>
</tr>
</tbody>
</table>

Table 2: Average IC accuracy for all intents’ FSI simulations on SNIPS and FBDialog dataset. For each simulation, \( k = 10 \) seed examples are used for target intent. Scores are reported as mean (SD). Refer to Appendix’s Table 5 and Table 6 for individual intents’ results.

To investigate whether these augmentation improvements can be generalized to other sentence encoders, we experiment with a Bi-LSTM sentence encoder. For feature learning, we use a 1-layer Bi-LSTM encoder followed by a single layer softmax classifier. In our experiments, we use 128 as hidden units and 300 dimension Glove embeddings. For SNIPS dataset, we use 10 examples of AddToListIntent and for FB Dialog dataset, we use 10 examples of GetDirections intent.

Table 4 shows intent accuracy for SNIPS and Facebook datasets. We find that, unlike BERT, in the FSI setting, the Bi-LSTM encoder provides a lower accuracy. In contrast to BERT FSI experiments, DELTAS performs worse than the UPSAMPLE and PERTURB baselines. The main reason is that Delta-Encoder’s performance relies on a good feature extractor and with 10 seed examples, the Bi-LSTM encoder fails to learn good sentence representations. To improve representation learning, we upsample 10 utterances to 100 and then train the feature extractor. Upsampling in text space improves the performance of both delta encoder methods, DELTAS, and DELTAR. Moreover, for both SNIPS’s AddToList and FBDialog’s GetDirections intent, DELTAR outperforms all other FDA methods.
<table>
<thead>
<tr>
<th>Size</th>
<th>Method</th>
<th>SNIPS’s AddToPlaylist</th>
<th>FBDialog’s GetDirections</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>seed examples (k)</td>
<td>10</td>
<td>100*</td>
</tr>
<tr>
<td>No Augmentation</td>
<td>80.07 (2.08)</td>
<td>90.17 (1.39)</td>
<td>87.44 (0.12)</td>
</tr>
<tr>
<td>UPSAMPLE</td>
<td>88.27 (1.14)</td>
<td>90.01 (1.32)</td>
<td>88.01 (0.26)</td>
</tr>
<tr>
<td>PERTURB</td>
<td>88.03 (1.52)</td>
<td>90.65 (1.39)</td>
<td>88.01 (0.32)</td>
</tr>
<tr>
<td>LINEAR</td>
<td>88.14 (1.62)</td>
<td>91.06 (1.58)</td>
<td>88.05 (0.25)</td>
</tr>
<tr>
<td>EXTRA</td>
<td>88.09 (1.57)</td>
<td>90.74 (1.57)</td>
<td>88.10 (0.29)</td>
</tr>
<tr>
<td>CVAE</td>
<td>88.27 (2.08)</td>
<td>90.90 (1.69)</td>
<td>88.04 (0.24)</td>
</tr>
<tr>
<td>DELTAR</td>
<td>82.23 (2.21)</td>
<td>91.46 (1.19)</td>
<td>87.60 (0.23)</td>
</tr>
<tr>
<td>DELTAS</td>
<td>84.4 (0.74)</td>
<td>91.07 (1.44)</td>
<td>88.02 (0.22)</td>
</tr>
</tbody>
</table>

Table 4: IC accuracy on SNIPS’s AddToPlaylist and FBDialog’s GetDirections in the FSI setup, reported as mean (SD). A 1-layer Bi-LSTM model is used as a feature extractor. 100* represents 10 seed examples are upsampled to 100 to train the feature extractor.

5.6 Is Delta-Encoder Effective On Text?

While on few-shot image classification, Delta-Encoder provides excellent generalization performance (Schwartz et al., 2018) on unseen classes, on text classification, its performance is heavily dependent on the feature extractor. We observe that in most cases, DELTAR performs worse than DELTAS which suggests that unlike for few-shot image classification, Delta-Encoder fails to learn variations which can be applied to a different category. In addition, in FSI with BERT encoder, DELTAS performance is close to LINEAR. This indicates that in the low-data regime, simple subtraction between BERT sentence representations is a good proxy to learn intra-class variations. Upsampling data in text space improves Delta-Encoder performance for both BERT and Bi-LSTM encoders. As shown in Table 3, with upsampling in text space, DELTAR performs better than any other FDA method.

5.7 Qualitative Evaluation

We observe significant accuracy improvements in all FSI experiments for all FDA methods. Since UPSAMPLE and PERTURB also provide significant gains, it seems that most of the gains come from the fact that we are adding more data. However, in the FSI setting, LINEAR and DELTAS method consistently perform better than both UPSAMPLE and PERTURB, which indicates that these methods generate more relevant data than just noise, and redundancy. Here, we focus on visualizing generated examples from LINEAR, DELTAS and DELTAR methods using t-SNE.

Figure 3 shows visualizations for SNIPS’s AddToPlaylist generated sentence representations using different FDA methods. We use 10 seed examples of AddToPlaylist and use BERT as sentence encoder. While data generated by LINEAR and EXTRA are close to the real examples, DELTAS and DELTAR generated examples form two different clusters. Since, Delta-Encoder performance improves when seed examples are upsampled in text space, we plot sentence examples from upsampled data.

Figure 4 shows that when 10 seed examples are upsampled to 100, DELTAS cluster moves closer to the seed examples, and while most of the DELTAR generated data forms a separate cluster, a few of the generated examples are close to the seed examples. Since, in experiments with upsampled text examples, DELTAR performs better than other FDA methods, we hypothesize that DELTAR increases the amount of variability within the dataset by generating diverse examples which leads to a more robust model.

6 Conclusion and Future Work

In this paper, we investigate six FDA methods including UPSAMPLE, PERTURB, CVAE, Delta-Encoder, EXTRA, and LINEAR to augment training data. We show that FDA works better when combined with transfer learning and provides an effective way of bootstrapping an intent classifier for new classes. As expected, all FDA methods become less effective when the number of seed examples increases and provides minor gains in the full-data regime. Through comparing methods on two public datasets, our results show that LINEAR is a competitive baseline for FDA in FSI setting, especially when combined with transfer learning (BERT).

Additionally, we provide empirical evidence that in few-shot integration setting, feature space augmentation combined with BERT provides better performance than widely used text space upsampling. Given that pre-trained language models provide state of the art performance on several NLP tasks, we find this result to be in particular encouraging, as it shows potential for applying FDA methods to other NLP tasks.

Our experiments on Delta-Encoder also shows that unlike few-shot image classification, Delta-Encoder fails to learn transferable intra-class variations. This result emphasizes that methods pro-
viding improvements in computer vision domain might not produce similar gains on NLP tasks, thus underlining the need to develop data augmentation methods specific to NLP tasks.
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### FSI experiment results for all intents

In all tables, individual columns represent FSI results for an intent, and *Overall Mean* column provides average accuracy for all intents’ FSI simulations.
<table>
<thead>
<tr>
<th># Method</th>
<th>Playlist</th>
<th>Restaurant</th>
<th>Weather</th>
<th>Music</th>
<th>Book</th>
<th>Work</th>
<th>Event</th>
<th>Overall Mean</th>
</tr>
</thead>
<tbody>
<tr>
<td>No Augmentation</td>
<td>82.63(5.11)</td>
<td>97.36(5.33)</td>
<td>84.51(1.33)</td>
<td>88.07(2.37)</td>
<td>96.81(2.94)</td>
<td>85.14(1.53)</td>
<td>87.19(3.31)</td>
<td>87.46(2.87)</td>
</tr>
<tr>
<td>UPSAMPLE</td>
<td>92.24(3.96)</td>
<td>97.70(0.87)</td>
<td>96.40(0.75)</td>
<td>94.57(1.11)</td>
<td>97.96(0.82)</td>
<td>89.61(3.01)</td>
<td>91.26(2.35)</td>
<td>94.26(1.66)</td>
</tr>
<tr>
<td>PERTURB</td>
<td>93.09(2.55)</td>
<td>97.41(0.92)</td>
<td>96.07(1.35)</td>
<td>94.39(1.13)</td>
<td>97.86(0.93)</td>
<td>89.36(2.76)</td>
<td>91.09(2.53)</td>
<td>94.18(1.74)</td>
</tr>
<tr>
<td>100 CVAE</td>
<td>92.61(3.66)</td>
<td>97.47(0.67)</td>
<td>96.49(1.07)</td>
<td>94.26(1.26)</td>
<td>97.74(1.11)</td>
<td>89.12(2.79)</td>
<td>91.22(2.22)</td>
<td>94.18(1.83)</td>
</tr>
<tr>
<td>LINEAR</td>
<td>92.61(3.02)</td>
<td>97.74(0.67)</td>
<td>96.44(0.77)</td>
<td>94.63(1.18)</td>
<td>97.97(0.78)</td>
<td>89.61(3.05)</td>
<td>91.53(2.34)</td>
<td>94.36(1.69)</td>
</tr>
<tr>
<td>EXTRA</td>
<td>92.36(3.00)</td>
<td>97.46(0.66)</td>
<td>94.10(0.77)</td>
<td>96.18(1.18)</td>
<td>97.97(0.78)</td>
<td>89.47(3.11)</td>
<td>91.51(2.33)</td>
<td>94.31(1.68)</td>
</tr>
<tr>
<td>DELTA</td>
<td>87.07(4.67)</td>
<td>93.57(0.47)</td>
<td>91.04(0.23)</td>
<td>94.87(1.28)</td>
<td>97.66(1.42)</td>
<td>89.57(2.34)</td>
<td>91.11(3.84)</td>
<td>91.32(3.12)</td>
</tr>
<tr>
<td>DELTAS</td>
<td>92.64(4.49)</td>
<td>97.76(0.77)</td>
<td>96.41(1.25)</td>
<td>94.99(0.92)</td>
<td>97.83(0.99)</td>
<td>88.69(2.69)</td>
<td>91.64(2.36)</td>
<td>94.28(1.92)</td>
</tr>
</tbody>
</table>

Table 5: IC accuracy on SNIPS dataset in the FSI setting ($k = 10$), reported as $mean (SD)$.  

<table>
<thead>
<tr>
<th># Method</th>
<th>Directions</th>
<th>Distance</th>
<th>Arrival</th>
<th>Duration</th>
<th>Traffic</th>
<th>Event</th>
<th>Overall Mean</th>
</tr>
</thead>
<tbody>
<tr>
<td>No Augmentation</td>
<td>89.61(0.11)</td>
<td>89.94(0.09)</td>
<td>90.56(0.12)</td>
<td>81.74(0.13)</td>
<td>68.50(0.13)</td>
<td>67.39(0.11)</td>
<td>81.29(0.11)</td>
</tr>
<tr>
<td>UPSAMPLE</td>
<td>89.89(0.27)</td>
<td>93.64(0.87)</td>
<td>92.95(0.57)</td>
<td>84.28(3.45)</td>
<td>68.99(0.49)</td>
<td>97.26(5.41)</td>
<td>84.34(1.84)</td>
</tr>
<tr>
<td>PERTURB</td>
<td>89.82(0.24)</td>
<td>93.58(0.84)</td>
<td>92.81(0.55)</td>
<td>84.81(3.77)</td>
<td>69.15(0.68)</td>
<td>74.07(5.6)</td>
<td>84.04(1.95)</td>
</tr>
<tr>
<td>100 CVAE</td>
<td>89.91(0.32)</td>
<td>93.46(0.77)</td>
<td>92.70(0.67)</td>
<td>84.45(3.52)</td>
<td>69.11(0.9)</td>
<td>74.94(4.59)</td>
<td>84.1(1.94)</td>
</tr>
<tr>
<td>LINEAR</td>
<td>89.93(0.24)</td>
<td>93.65(0.88)</td>
<td>92.98(0.57)</td>
<td>84.23(3.44)</td>
<td>68.96(0.51)</td>
<td>76.12(5.77)</td>
<td>84.31(1.9)</td>
</tr>
<tr>
<td>EXTRA</td>
<td>89.88(0.27)</td>
<td>93.61(0.89)</td>
<td>92.96(0.59)</td>
<td>84.21(3.43)</td>
<td>68.94(0.46)</td>
<td>75.18(3.54)</td>
<td>84.13(1.83)</td>
</tr>
<tr>
<td>DELTA</td>
<td>89.64(0.11)</td>
<td>92.57(1.3)</td>
<td>90.79(0.37)</td>
<td>81.72(0.12)</td>
<td>68.48(0.08)</td>
<td>68.63(2.59)</td>
<td>81.97(0.76)</td>
</tr>
<tr>
<td>DELTAS</td>
<td>89.88(0.34)</td>
<td>93.68(0.72)</td>
<td>92.06(0.76)</td>
<td>83.88(3.2)</td>
<td>69.03(0.67)</td>
<td>72.05(5.83)</td>
<td>83.5(1.92)</td>
</tr>
</tbody>
</table>

Table 6: IC accuracy on FBDialog dataset in the FSI setting ($k = 10$), reported as $mean (SD)$.  

<table>
<thead>
<tr>
<th># Method</th>
<th>Playlist</th>
<th>Restaurant</th>
<th>Weather</th>
<th>Music</th>
<th>Book</th>
<th>Work</th>
<th>Event</th>
<th>Overall Mean</th>
</tr>
</thead>
<tbody>
<tr>
<td>No Augmentation</td>
<td>96.01(1.69)</td>
<td>95.39(1.59)</td>
<td>96.41(1.18)</td>
<td>93.1(1.38)</td>
<td>97.79(0.77)</td>
<td>88.46(1.14)</td>
<td>93.49(0.87)</td>
<td>94.38(1.23)</td>
</tr>
<tr>
<td>UPSAMPLE</td>
<td>96.01(1.57)</td>
<td>95.87(1.26)</td>
<td>96.51(1.04)</td>
<td>93.19(1.25)</td>
<td>97.83(0.7)</td>
<td>88.63(1.21)</td>
<td>93.7(0.83)</td>
<td>94.53(1.12)</td>
</tr>
<tr>
<td>PERTURB</td>
<td>96.1(1.64)</td>
<td>95.7(1.23)</td>
<td>96.43(1.28)</td>
<td>93.33(1.1)</td>
<td>97.8(0.77)</td>
<td>88.56(1.32)</td>
<td>93.7(0.9)</td>
<td>94.52(1.18)</td>
</tr>
<tr>
<td>100 CVAE</td>
<td>96.07(1.46)</td>
<td>95.91(1.43)</td>
<td>96.43(1.31)</td>
<td>93.2(1.15)</td>
<td>97.83(0.78)</td>
<td>88.63(1.28)</td>
<td>93.66(0.86)</td>
<td>94.53(1.18)</td>
</tr>
<tr>
<td>LINEAR</td>
<td>96.01(1.57)</td>
<td>95.89(1.26)</td>
<td>96.51(1.04)</td>
<td>93.19(1.25)</td>
<td>97.83(0.7)</td>
<td>88.63(1.21)</td>
<td>93.7(0.83)</td>
<td>94.53(1.12)</td>
</tr>
<tr>
<td>EXTRA</td>
<td>96.01(1.57)</td>
<td>95.84(1.3)</td>
<td>96.51(1.04)</td>
<td>93.19(1.25)</td>
<td>97.83(0.7)</td>
<td>88.63(1.21)</td>
<td>93.7(0.83)</td>
<td>94.53(1.12)</td>
</tr>
<tr>
<td>DELTA</td>
<td>96.09(1.51)</td>
<td>95.74(1.46)</td>
<td>96.44(1.29)</td>
<td>93.44(0.93)</td>
<td>97.86(0.75)</td>
<td>88.64(1.18)</td>
<td>93.76(0.89)</td>
<td>94.57(1.14)</td>
</tr>
<tr>
<td>DELTAS</td>
<td>96.07(1.54)</td>
<td>96.09(1.2)</td>
<td>96.61(1.06)</td>
<td>93.5(1.14)</td>
<td>97.87(0.69)</td>
<td>88.73(1.23)</td>
<td>93.8(0.92)</td>
<td>94.67(1.11)</td>
</tr>
</tbody>
</table>

Table 7: IC accuracy on SNIPS dataset in the FSI setting, reported as mean ($SD$). The 10 seed examples are upsampled to 100 to train the feature extractor.
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Abstract
To overcome the lack of annotated resources in less-resourced languages, recent approaches have been proposed to perform unsupervised language adaptation. In this paper, we explore three recent proposals: Adversarial Training, Sentence Encoder Alignment and Shared-Private Architecture. We highlight the differences of these approaches in terms of unlabeled data requirements and capability to overcome additional domain shift in the data. A comparative analysis in two different tasks is conducted, namely on Sentiment Classification and Natural Language Inference. We show that adversarial training methods are more suitable when the source and target language datasets contain other variations in content besides the language shift. Otherwise, sentence encoder alignment methods are very effective and can yield scores on the target language that are close to the source language scores.

1 Introduction
Recently proposed approaches for unsupervised adaptation have been explored in a variety of machine learning domains, including image recognition (Ganin and Lempitsky, 2015; Bousmalis et al., 2016) and natural language processing (Chen et al., 2018; Conneau et al., 2018).

In unsupervised language adaptation, annotated resources on a source language \((S)\) are available, in the form \((X_S, Y_S)\). For the target language \((T)\), however, no annotations are assumed to exist for training machine learning models with. The goal is to learn representations that are useful to perform a given task on \(S\) while using representations useful to perform the same task in the target language \(T\) (or even across multiple languages).

Approaches to unsupervised language adaptation can be divided into those that (a) do not assume any particular kind of inter-language data (Chen et al., 2018), and those that (b) require sentences aligned for the source and target languages, obtained either manually or through machine translation systems (Banea et al., 2008; Zhou et al., 2016).

In this paper, we explore recent proposals from different domains for unsupervised adaptation and employ them to two natural language tasks. To do so without making use of aligned sentences, we explore Adversarial Training (Section 4.1) (Chen et al., 2018). Assuming the availability of parallel data, we also explore approaches that learn the similarities and differences between source and target language. We explore two different approaches that leverage parallel data: a Sentence Encoder Alignment (Section 4.2) (Conneau et al., 2018) and a Shared-Private Architecture (Section 4.3) (Bousmalis et al., 2016). We select these approaches from many recent proposals because they differ on the main axis of our analysis (assumptions made on the availability of unlabeled data resources), they approach the problem using conceptually different methods, and they correspond to state-of-the-art approaches.

To evaluate the proposed approaches, we explore two different cross-lingual tasks: Natural Language Inference (NLI) (also know as Recognizing Textual Entailment) (Dagan et al., 2013) and Sentiment Classification (Socher et al., 2013). Our source language is English, in both cases. For the target language, we constrain our work to Chinese and Arabic, the languages that the both tasks have in common. We believe that the linguistic differences between the source and target languages explored in this work are rich enough to demonstrate the quality of the proposed approaches, in particular in such a challenging setting as unsupervised language adaptation.

The main contributions of this work can be sum-
marised as follows: (a) we divide and analyse proposed approaches for unsupervised language adaptation by taking into account their assumptions on available resources; (b) for the natural language inference (NLI) task, we explore adversarial training approaches and provide a new baseline for sentence encoders without requiring parallel data. Moreover, we explore a shared-private architecture that leverages parallel sentences; (c) for the sentiment classification task, we explore recent approaches that use parallel data (sentence encoder alignment and shared-private architecture).

2 Related Work

The Natural Language Inference (NLI) task has emerged as one of the main tasks to evaluate NLP systems for sentence understanding. Given two text fragments, “Text” (T) and “Hypothesis” (H), NLI is the task of determining whether the meaning of H is in an entailment, contradiction or neither (neutral) relation to the text fragment T. Consequently, this task is framed in a 3-way classification setting (Dagan et al., 2013).

State-of-the-art systems explore complex sentence encoding techniques using a variety of approaches, such as recurrent (Bowman et al., 2015a) and recursive (Bowman et al., 2015b) neural networks. To capture the relations between the text and hypothesis, sentence aggregation functions (Chen et al., 2017; Peters et al., 2018) and attention mechanisms (Rocktäschel et al., 2016) have been successfully applied to address the task. On the cross-lingual setting, there has been work using parallel corpora (Mehdad et al., 2011) and lexical resources (Castillo, 2011), as well as shared tasks (Camacho-Collados et al., 2017). Most of these systems rely heavily on the availability of multilingual resources (e.g., bilingual dictionaries) and on machine translation systems to explore projection (Yarowsky et al., 2001) or direct transfer (McDonald et al., 2011) approaches. Recently, a large-scale corpus for NLI for 15 languages was released (details in Section 3) together with multilingual sentence encoders baselines (Conneau et al., 2018). More recently, new methods to train language models provided the ground basis for contextualized word embeddings (Peters et al., 2018), which constitute the new state-of-art in several tasks, including the NLI and XNLI tasks (Devlin et al., 2019; Lample and Conneau, 2019). In this paper, we constraint our work to the conventional (cross-lingual) word embeddings (Ruder, 2017) that have been widely used and focus on a comparative analysis between different approaches for unsupervised language adaptation. We leave the study of the effects of this recent line of work on our analysis as future work.

For Sentiment Classification, several efforts have been made to address the task in a cross-lingual setting. Similarly to the NLI research focus, most of the approaches rely on projection or direct transfer approaches (Wan, 2008; Mihalcea et al., 2007; Banea et al., 2008; He et al., 2010). Some works explore parallel datasets to learn bilingual document representations (Zhou et al., 2016) or to perform cross-lingual distillation (Xu and Yang, 2017). Without requirements for parallel data resources and machine translation systems, Adversarial Deep Averaging Networks (ADAN) (Chen et al., 2018) employing adversarial training have been proposed to address the task in an unsupervised language adaption setting, which we follow in our work.

Crucial for our work is the existence of cross-lingual word embeddings (Ruder, 2017). Similarly to monolingual word embeddings, various approaches to learn cross-lingual word embeddings have been proposed in recent years, leading to existence of several pre-trained cross-lingual embeddings, including fastText embeddings (Joulin et al., 2018; Bojanowski et al., 2017), Multilingual Unsupervised and Supervised Embeddings (MUSE) (Lample et al., 2018), and bilingual word embeddings (BWE) (Zhou et al., 2016).

3 Corpora

In this section we detail on the corpora used to evaluate the unsupervised language adaptation approaches explored in this work.

3.1 Natural Language Inference

The Cross-Lingual Natural Language Inference corpus (XNLI) (Conneau et al., 2018) is a large-scale corpus for the task of NLI that contains annotations for 15 languages. Each pair of sentences is annotated with one of three labels: Entailment, Contradiction or Neutral.

The XNLI corpus is an extension for cross-lingual settings of the Multi-Genre Natural Language Inference (MultiNLI) corpus (Williams et al., 2018). This is a crowd-sourced collection
of 433k sentence pairs annotated with textual entailment information. The corpus is modeled on the Stanford Natural Language Inference (SNLI) corpus (Bowman et al., 2015a), but differs in that it covers a range of genres of spoken and written text, and supports a distinctive cross-genre generalization evaluation. Given that the test portion of the MultiNLI data was kept private, they collect and validate 750 new test set examples from each of the ten text sources. To create the test set for the remaining languages, professional translators were asked to translate it into the ten target languages. The training set for the English portion is the same training data from the MultiNLI corpus. Additionally, in the official repository of the XNLI corpus, machine translations of the English data (including training, validation, and test set) to each of the 15 languages of XNLI are provided.

3.2 Sentiment Classification

For the Sentiment Classification task we follow the work of Chen et al. (2018), and replicate the dataset collection used by the authors.

For the English partition, we use a balanced dataset of 700k Yelp reviews from Zhang et al. (2015) with their ratings as labels (scale 1-5). We adopt the same training set of 650k reviews, but we randomly split the original 50k reviews validation set into 25k for the test set and the remaining for the validation set (keeping label distributions unchanged). For the Chinese dataset, 10k balanced Chinese hotel reviews from Lin et al. (2015) are used as validation set for model selection and parameter tuning. The results are reported on a separate test set of another 10k hotel reviews. Similarly to the English dataset, data is annotated with 5 labels (1-5). For the unlabeled target language data used during the training, we use another 150k unlabeled Chinese hotel reviews.

Regarding the Arabic dataset, we use the BBN Arabic Sentiment Analysis dataset (Mohammad et al., 2016) for Arabic sentiment classification. The dataset contains 1200 sentences (600 validation + 600 test) from social media posts annotated with 3 labels (−, 0, +). Since the label set does not match with the English dataset, we map the 4 and 5 English ratings to + and the 1 and 2 ratings to −, while the 3 rating is converted to 0. For the unlabeled target language data used during the training, we use the text from the validation set (without labels) during training (similar to procedure followed by Chen et al. (2018)).

3.3 Parallel Sentence Resources

We use publicly available parallel sentence resources to learn the alignment between English and target language sentence encoders, an approach that is used by Sentence Encoder Alignment (Section 4.2) and Shared-Private Architecture (Section 4.3). To retrieve and preprocess these parallel sentence datasets, we follow the description presented by Conneau et al. (2018). For the target languages addressed in this work, Arabic and Chinese, we use the United Nations (UN) corpus (Ziemski et al., 2016). This parallel corpus consists of manually translated UN documents from the last 25 years (1990 to 2014). In all the experiments reported in this paper, we set the maximum number of parallel sentences to 2 million.

4 Methods

To address the task of unsupervised language adaptation, we explore three approaches: Adversarial Training (Section 4.1), Sentence Encoder Alignment (Section 4.2), and Shared-Private Architecture (Section 4.3). By unsupervised language adaptation we consider that during the training phase the model is fed with labeled data (for the task at hand) on the source language and that no labeled data on target language is available. However, to train the model on a cross-lingual setting, unlabeled data on the source and target language are provided. We study on the assumptions that are made on the availability of unlabeled data for the source and target language.

The first, Adversarial Training, only requires the availability of unlabeled data in both languages, without requiring parallel sentences to perform the language adaptation. The remaining two approaches require parallel sentences for the source and target languages.

4.1 Adversarial Training

In a cross-lingual setting, the aim of adversarial training is to make the neural network agnostic to the input language while learning to address a specific task, following the intuition that if the network learns representations that are useful for the task and at the same time agnostic to language specificities, then such representations can be directly employed to address the task on a target language (unsupervised language adaptation).
A neural network with adversarial training is typically composed of three main components: a Feature Extractor \( F \) that maps the input sequence \( x \) to a feature space \( F(x) \), a Task Classifier \( P \) that given the feature representation \( F(x) \) predicts the labels for the task at hand, and a Language Discriminator \( Q \) that also receives \( F(x) \) as input and aims to discriminate the language of the input sequence. \( F \) and \( P \) correspond to the typical components employed to address a text classification task. \( Q \) corresponds to the second objective we want to optimise the neural network for, where the adversarial objective is defined.

The first formulation for an adversarial component following this setting was the Gradient Reversal Layer (GRL) (Ganin and Lempitsky, 2015), where \( Q \) is a binary classifier distinguishing whether the input sequence \( x \) comes from the source or target language.

However, training a neural network using the GRL is very unstable, and efforts need to be made to coordinate the adversarial training. To address this issue, Chen et al. (2018) propose to minimise the Wasserstein distance \( \mathcal{W} \) between the distribution of the joint hidden features \( F \) for the source \( P_{F_{\text{src}}} \equiv P(F(x_{\text{src}})) \) and, similarly, for the target instances according to the Kantorovich-Rubinstein duality, and demonstrate that this improves the stability for hyperparameter selection. Following Chen et al. (2018), the adversarial component aims to maximize the following loss:

\[
\mathcal{L}_{\text{adv}}(\theta_{q}) = \max_{\theta_{q}} \mathbb{E}_{F(x_{\text{src}}) \sim P_{F_{\text{src}}}} \quad [Q(F(x_{\text{src}}))] - (1)
\]

For the task classifier component \( P \), we want to minimize the negative log-likelihood of the target class for each source language example:

\[
\mathcal{L}_{\text{task}} = - \sum_{i=0}^{N_{\text{src}}} y_{i}^{\text{src}} \cdot \log \hat{y}_{i}^{\text{src}},
\]

where \( y_{i}^{\text{src}} \) is the one-hot encoding of the class label for source input \( i \) and \( \hat{y}_{i}^{\text{src}} \) are the softmax predictions of the model: \( \hat{y}_{i}^{\text{src}} = P(F(x_{i}^{\text{src}})) \).

Finally, the goal of training the complete neural network is to minimize both the task classifier and adversarial component losses:

\[
\mathcal{L}_{\text{ADAN}} = \mathcal{L}_{\text{task}} + \lambda \mathcal{L}_{\text{adv}}
\]

where \( \lambda \) is a hyper-parameter that balances the importance of the adversarial component in the overall loss computation. Differently from Chen et al. (2018), who use a constant value \( \lambda = 0.01 \), we employ a \( \lambda \) schedule that increases with the number of epochs. The intuition is to make the adversarial component more important along time, while keeping a good performance on the task. Following Ganin and Lempitsky (2015), \( \lambda \) starts at 0 and is gradually increased up to 1:

\[
\lambda_{p} = \frac{2}{1 + \exp(-\gamma \cdot p)} - 1
\]

where \( \gamma \) was set to 10 and \( p \) corresponds to the percentage of training completed given a predefined maximum number of epochs.

### 4.2 Sentence Encoder Alignment

The Sentence Encoder Alignment method aims to align the encoder for the target language based on a pre-trained encoder on the source language (Conneau et al., 2018). The key idea is that the target encoder learns to copy the source encoder representation based on parallel sentences in both languages. This method relies on the assumption that the representations captured by the source encoder (based solely on source language training for the task at hand) are useful for the target language as well. We hypothesise that in situations where the only variation between task and parallel data is the language shift, this approach can obtain promising results. However, in cases where the language shift is accompanied by other linguistic phenomena discrepancies (e.g. differences in domain), sentence encoder alignment might not yield competitive results.

This method includes three steps: (a) source language training using labeled data on the task at hand, (b) aligning sentence encoders with parallel data, and (c) inference on the target language. The architecture has three main components: a Feature Extractor for the Source Language \( F_{S} \) that maps input sequence \( x_{\text{src}} \) to a feature space \( F_{S}(x_{\text{src}}) \), a Feature Extractor for the Target Language \( F_{T} \) that maps the input sequence \( x_{\text{tgt}} \) to a feature space \( F_{T}(x_{\text{tgt}}) \), and a Task Classifier \( P \) that given the feature representation \( F(x) \) predicts the labels for the task at hand.

The first step, source language training, follows the typical training on monolingual settings. \( F_{S} \) and \( P \) are trained using labeled data in the source language. In the next step, the goal is to align a target encoder \( F_{T} \) based on the source encoder \( F_{S} \) learned in the previous step.
Given parallel sentences (from resources external to the task at hand) in the source and target language, \(z^{src}\) and \(z^{tgt}\), we train \(F_T\) to represent input sequence \(z^{tgt}\) as close as possible in the feature space to the representation produced by \(F_S\) for the parallel sentence \(z^{src}\). To this end, we follow the alignment loss \(\mathcal{L}_{align}\) (Conneau et al., 2018):

\[
\mathcal{L}_{align} = \text{dist}(F_S(z^{src}), F_T(z^{tgt})) - \eta \text{dist}(F_S(z^{src}), F_T(z^{neg})) + \text{dist}(F_S(z^{neg}), F_T(z^{tgt}))
\]

where \((z^{neg}, z^{tgt})\) are contrastive terms obtained using negative sampling (i.e. \(z^{neg}\) was randomly sampled from the parallel sentences dataset and does not correspond to a parallel sentence of \(z^{tgt}\); similarly between \(z^{neg}\) and \(z^{src}\)), and \(\eta\) controls the weight of the negative examples in the loss (we fix \(\eta = 0.25\) has suggested by Conneau et al. (2018)). For the distance measure, we use the L2 norm \(\text{dist}(x, y) = \|x - y\|_2\). During training, we only back-propagate through \(F_T\) when optimizing \(\mathcal{L}_{align}\) such that the target feature extractor is mapped to the source language feature space.

In the last step, the neural network is composed of \(F_T\) obtained in the second step of this method and \(P\) obtained in the first step. Following this procedure we can directly make inferences on the target language, without requiring any kind of supervision on the target language.

### 4.3 Shared-Private Architecture

The key idea of a shared-private architecture is to obtain two different representations of the input. The shared representation aims to capture language agnostic features that can be shared across different languages. On the other hand, the private representation aims to capture language specific features. To prevent the shared and private spaces from interfering with each other, two strategies are typically used: adversarial training (Ganin and Lempitsky, 2015; Liu et al., 2017) and orthogonality constraints (Bousmalis et al., 2016).

A neural network following a shared-private architecture designed for a cross-lingual setting is composed of: a Shared Feature Extractor \(F_C\) that maps the input sequence \(x\) to a common/shared feature space \(F_C(x)\), a Private Feature Extractor \(F_P\) that maps the input sequence to a private feature space \(F_P(x)\), Task Classifier \(P\) that given \(F_C(x)\) predicts the labels for the task at hand, and a Language Discriminator \(Q\) that receives \(F_P(x)\) as input and aims to discriminate the language of the input sequence.

For the task classifier component \(P\), the goal is to minimize the negative log-likelihood of the ground truth class for each source language input sequence \(x^{src}\) given the representation obtained from \(F_C(x^{src})\). The loss used for this component is defined in Equation 2.

For the language discriminator component \(Q\) the main goal is to train the private feature extractor \(F_P\) to capture language specific phenomena. In the language discriminator component, we aim to minimize the negative log-likelihood of the ground truth language discrimination for each input sequence in \(x^{mix}\), where \(x^{mix}\) corresponds to a balanced sample of sentences randomly taken from both source and target language datasets. \(Q\) receives the representation of the input sequence \(x^{mix}\) from the private feature extractor \(F_P(x^{mix})\). Again, we use the loss defined in Equation 2.

The difference loss, \(\mathcal{L}_{diff}\), is applied to input sentences of both languages \(x^{mix}\) and encourages the shared and private feature extractors to encode different aspects of the input sequences. Following Bousmalis et al. (2016), we define the loss via a soft subspace orthogonality constraint between the private and shared representations, as follows:

\[
\mathcal{L}_{diff} = \|F_C(x^{mix})^T F_P(x^{mix})\|_F^2
\]

where \(\| \cdot \|_F^2\) is the squared Frobenious norm.

The similarity loss, \(\mathcal{L}_{sim}\), encourages the representations \(F_C(x^{src})\) and \(F_P(x^{tgt})\) to be as similar as possible irrespective of the language. We employ the same loss defined in Equation 5 as similarity loss, i.e., \(\mathcal{L}_{sim} = \mathcal{L}_{align}\). However, we emphasise that the training procedure is different. Here the alignment loss is one component of the total loss applied to the neural network, working concurrently with the other components.

Finally, the goal of training the complete neural network is to minimize the following loss:

\[
\mathcal{L}_{SP} = \mathcal{L}_{task} + \lambda \mathcal{L}_{lang} + \beta \mathcal{L}_{diff} + \gamma \mathcal{L}_{sim}
\]

where \(\lambda, \beta\) and \(\gamma\) are hyper-parameters that balance the importance of each component in the overall loss computation. All these values are parameterized with the same schedule (Eq. 4). We leave for future work finding optimal values for these hyper-parameters.
5 Experiments

To evaluate the methods described in Section 4 for unsupervised cross-lingual settings, we report on experiments performed on two different tasks: Natural Language Inference and Sentiment Classification. On both tasks we consider English (en) as source language and Chinese (zh) and Arabic (ar) as target languages.

5.1 Implementation Details

For the NLI task, we kept most of the architecture details as similar as possible to the initial work (Conneau et al., 2018). More specifically, the Sentence Encoder Alignment architecture is similar to this work. However, some of the parameters were changed to speedup computations on all architectures, so we expect the results to be worse than those reported by Conneau et al. (2018). The main goal of this work is not to provide a new state-of-the-art system for the task, but instead we focus on alternative architectures that explore different assumptions about the data and that are backed up by promising theoretical motivations.

The only pre-processing step required is the tokenization of the input sequence. We use MOSES tokenizer (Koehn et al., 2007) for sentences in English and Arabic, and Stanford segmenter (Chang et al., 2008) for Chinese. Each token is associated to the corresponding word embedding. We use the fastText\footnote{https://fasttext.cc/docs/en/aligned-vectors.html} pre-trained 300 dimensional word vectors computed on Wikipedia, aligned on several languages using the relaxed cross-domain similarity local scaling (RCSLS) method (Joulin et al., 2016; Bojanowski et al., 2017). For the Feature Extractor component $\mathcal{F}$, we use a BiLSTM (Hochreiter and Schmidhuber, 1997) with 128 hidden units, concatenating the initial and final hidden states (Sutskever et al., 2014). For the Task Classifier $\mathcal{P}$ and Language Discriminator $\mathcal{Q}$ we employ a feed-forward neural network with a 128 hidden units hidden layer, regularized with dropout (Srivastava et al., 2014) at a rate of 0.2. As suggested by Chen et al. (2018), the weights of the adversarial component are clipped to $[-0.01, 0.01]$. For optimization, we use Adam (Kingma and Ba, 2014) with default parameters.

To compare the results of the different architectures described in Section 4 on the Sentiment Classification task with existing work, we follow the experimental setup used by Chen et al. (2018). The tokenization is performed using Stanford CoreNLP (Manning et al., 2014) for all languages. Regarding word embeddings, for Chinese we used the pre-trained 50 dimensional Bilingual Word Embeddings (BWE) by Zhou et al. (2016). For Arabic, the 300 dimensional BilBOWA BWE (Gouws et al., 2015) trained by Chen et al. (2018) were not available. Instead, we used the pre-trained 300 dimensional word vectors fastText. For the Feature Extractor component $\mathcal{F}$, we use the Deep Averaging Network (DAN) (Iyyer et al., 2015). For each input sequence, DAN calculates the average of the word vectors in the input sequence, then passes this tensor of average values through a feed-forward network with ReLU (Glorot et al., 2011) non-linearities. The feature extractor $\mathcal{F}$ has three fully-connected layers, while both $\mathcal{P}$ and $\mathcal{Q}$ have two. All hidden layers contain 900 hidden units. We also use Adam optimizer for this task, but using a learning rate of 0.0005 as employed by Chen et al. (2018).

For both tasks, to find the best model in each experiment, we stop training once the accuracy on the validation set does not improve for 3 epochs (early-stop criterion) or when 30 epochs are completed. The batch size used in the experiments was set to 96 learning instances.

5.2 Analysis

Experimental results for the NLI task are shown in Table 1. The “Conneau et al. (2018) BiLSTM-last” architecture corresponds to the $BiLSTM$-last multilingual sentence encoders (in-domain) proposed by Conneau et al. (2018); the remaining architectures correspond to those described in sections 4.1, 4.2 and 4.3, respectively. The evaluation metric used is accuracy given that all labels are equally represented (balanced dataset).

Comparing our results with existing state-of-the-art (e.g. Conneau et al. (2018)), we can observe that our scores are lower. We attribute this to some parameter choices that were driven by computational efficiency concerns (described in Section 5.1). We focus our work on a comparison between different architectures and, therefore, we aim at a comparative analysis between those architectures in similar settings.

Comparing the architectures presented in Section 4, we can conclude that the Sentence Encoder Alignment architecture yields better results in both...
Against our intuition, the Shared-Private Architecture presents a considerable drop of performance when compared with the Sentence Encoder Alignment method even if the sentence encoder alignment procedure is also performed in the former (i.e. $L_{sim} = L_{align}$). We attribute this to the reduced number of updates that is performed for the alignment procedure in the Shared-Private Architecture (given that we compute a joint loss, the number of iterations is determined by the size of the labeled data for the task at hand). On the other hand, the Sentence Encoder Alignment method can make complete use of the 2 million parallel sentences. We also studied the capability of the shared and private feature extractors to predict the language of a given set of input sequences. After some epochs of training, we observe that the shared feature extractor is unable to distinguish the input sequence language (obtaining 50% of accuracy to distinguish the languages). On the other hand, the private feature extractor masters the task reaching an accuracy of approximately 100%.

Adversarial Training performed considerably worst in both target languages. We emphasise that this architecture relieves the assumption of the availability of parallel sentences in both languages, and therefore removes the expense of acquiring such data. This can be relevant for less-resourced languages, where the availability of such parallel datasets is scarce and where neural machine translation systems perform worst. To the best of our knowledge, this constitutes the first effort to obtain a NLI system in a cross-lingual setting employing adversarial training, and to address the task without making any requirement on the availability of parallel sentences. Therefore, we present here a baseline system in this setting.

The results of the experiments conducted for the Sentiment Classification task are shown in Table 2. The “ADAN” architecture corresponds to the ADAN model (Chen et al., 2018). In the 5 labels setting, the classes are unbalanced in both target languages. We keep using the accuracy metric in order to compare with the current state-of-the-art in this task.

Since in this setting we follow the same component architectures and parameters used in Chen et al. (2018), the results of our implementation using Adversarial Training are close to the scores reported by Chen et al. (2018). From this we can conclude that the differences introduced in this work, namely the dynamic schedule for the $\lambda$ value, did not influence the overall scores. Even if no substantial differences exist between the scores, we obtain a new state-of-the-art score for the Chinese language. We attribute the small drop of performance in Arabic to the different word embeddings used.

It is interesting to notice that in this task Adversarial Training works substantially better than the remaining architectures. We attribute this to the differences of domain between the source and the target language datasets (for both Chinese and Arabic). Using the Sentence Encoder Alignment in such a setting is not as promising, comparing with the NLI setting, where both source and target languages share the domain (even if the XNLI dataset is composed of different domains, they overlap between the languages). In fact, in the Sentiment Classification task we perform the alignment of the target language feature extractor to the source language feature extractor (i.e. for Yelp related reviews) and then ask the system to perform predictions on a different language and domain (e.g. Chinese and hotel reviews, respectively). On the other hand, Adversarial Training aims to obtain representations that are agnostic in respect to an auxiliary task, in our case related with language and domain shift. Consequently, despite the considerable drop of performance of Adversarial Training when compared to the source language, it might be a strong baseline for unsupervised adaption for datasets that differ not only

<table>
<thead>
<tr>
<th>Architecture</th>
<th>en</th>
<th>zh</th>
<th>ar</th>
</tr>
</thead>
<tbody>
<tr>
<td>BiLSTM-last</td>
<td>71.00</td>
<td>63.70</td>
<td>62.7</td>
</tr>
<tr>
<td>Adversarial</td>
<td>68.62</td>
<td>47.29</td>
<td>45.59</td>
</tr>
<tr>
<td>Sent Enc Align</td>
<td>68.62</td>
<td><strong>58.24</strong></td>
<td><strong>57.33</strong></td>
</tr>
<tr>
<td>Shared-Private</td>
<td>68.62</td>
<td>49.14</td>
<td>48.80</td>
</tr>
</tbody>
</table>

Table 1: XNLI accuracy scores

<table>
<thead>
<tr>
<th>Architecture</th>
<th>5 labels</th>
<th>3 labels</th>
</tr>
</thead>
<tbody>
<tr>
<td>ADAN</td>
<td>-</td>
<td>42.49</td>
</tr>
<tr>
<td>Adversarial</td>
<td><strong>60.40</strong></td>
<td><strong>43.22</strong></td>
</tr>
<tr>
<td>Sent Enc Align</td>
<td>60.40</td>
<td>35.10</td>
</tr>
<tr>
<td>Shared-Private</td>
<td>60.40</td>
<td>29.13</td>
</tr>
</tbody>
</table>

Table 2: Sentiment Classification accuracy scores
5.3 Semi-Supervised Learning

In several scenarios, some annotated data in the target language is available. In this section we study how performance of the methods detailed in Section 4 evolve as some examples in the target language are added to the training set.

For the NLI task, results are shown in Figure 1. The blue dotted line, dubbed “Supervised”, corresponds to training the model in a supervised setting on the target language, using the machine translated training set provided by the XNLI corpus. Sentence Encoder Alignment already obtained scores close to the supervised model in the unsupervised language adaptation setting. By adding 100 instances from the target language, scores increase slightly. However, adding more instances does not affect overall performance. For the remaining models, only when we add 1k instances the accuracy starts to increase substantially. As we add more target language instances, accuracy keeps increasing at a consistent rate, reaching the Sentence Encoder Alignment and Supervised baseline when we add 200k instances.

For the Sentiment Classification task, results are shown in Figure 2. Adversarial Training remains the best model for this task as we increase learning instances from the target language in the semi-supervised setting. Accuracy scores increase as we add more instances. The Sentence Encoder Alignment is the method that less effectively takes advantage of the added data on the target language. On the other side, the Shared-Private Architecture is the method that makes better use of the added target language instances, surpassing the Sentence Encoder Alignment when we add 800 instances and becoming competitive with Adversarial Training when 1600 instances are added.

In both tasks, the Sentence Encoder Alignment is the method that takes less profit from the added supervision in the target language, while Adversarial Training and Shared-Private Architecture can improve the overall accuracy as more supervision is provided.

6 Conclusions and Future Work

We have studied unsupervised language adaptation approaches on two natural language processing tasks, taking into consideration the assumptions made regarding the availability of unlabeled data in the source and target languages.

Our results indicate that the characteristics of the datasets used in the source language (to train the models) and on the target language (to evaluate the cross-lingual approaches) are an important factor to consider when choosing the architecture to employ. When the source and target language datasets have the same characteristics, sentence alignment approaches are very effective and obtain scores in the target language that are closer to source language scores.

In future work, we aim to explore recent advances made on multilingual contextualized word embeddings and determine whether they impact the results reported in this work. Hyper-parameter tuning of different loss components is a challenging task that we aim to study in more detail.
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Abstract

At present, different deep learning models are presenting high accuracy on popular inference datasets such as SNLI, MNLI, and SciTail. However, there are different indicators that those datasets can be exploited by using some simple linguistic patterns. This fact poses difficulties to our understanding of the actual capacity of machine learning models to solve the complex task of textual inference. We propose a new set of syntactic tasks focused on contradiction detection that require specific capacities over linguistic logical forms such as: Boolean coordination, quantifiers, definite description, and counting operators. We evaluate two kinds of deep learning models that implicitly exploit language structure: recurrent models and the Transformer network BERT. We show that although BERT is clearly more efficient to generalize over most logical forms, there is space for improvement when dealing with counting operators. Since the syntactic tasks can be implemented in different languages, we show a successful case of cross-lingual transfer learning between English and Portuguese.

1 Introduction

Natural Language Inference (NLI) is a complex problem of Natural Language Understanding which is usually defined as follows: given a pair of textual inputs P and H we need to determine if P entails H, or H contradicts P, or H and P have no logical relationship (they are neutral) [1]. The Fracas Consortium et al. (1996). P and H, known as “premise” and “hypothesis” respectively, can be either simple sentences or full texts.

The task can focus either on the entailment or the contradiction part. The former, which is known as Recognizing Textual Entailment (RTE) Dagan et al. (2013), classifies the pair P, H in “entailment” or “non-entailment”. The latter, which is know as Contradiction Detection (CD), classifies that pair in terms of “contradiction” or “non-contradiction”. Independently of the form that we frame the problem, the concept of inference is the critical issue here.

With this formulation, NLI has been treated as a text classification problem suitable to be solved by a variety of machine learning techniques Bowman et al. (2015a); Williams et al. (2017). Inference itself is also a complex problem. As shown in the following sentence pairs:

1. “A woman plays with my dog”, “A person plays with my dog”
2. “Jenny and Sally play with my dog”, “Jenny plays with my dog”

Both examples are cases of entailment, with different properties. In (1) the entailment is caused by the hypernym relationship between “person” and “woman”. Example (2) deals with interpretation of the coordinating conjunction “and” as a Boolean connective. As (1) relies on the meaning of the noun phrases we call it “lexical inference”. As (2) is invariant under substitution we call it “structural inference”. The latter is the focus of this work.

In this paper, we propose a new synthetic CD dataset that enables us to:

1. compare the NLI accuracy of different deep learning models.
2. diagnose the structural (logical and syntactic) competence of each model.

3. verify the cross-lingual performance of each method.

The contributions presented in this paper are: i) the presentation of a structure oriented CD dataset; ii) the comparison of traditional neural recurrent models against the Transformer network BERT; iii) a success case of cross-lingual transfer learning for structural NLI between English and Portuguese.

2 Background and Related Work

The size of NLI datasets has been increasing since the initial proposition of the FraCas test suit composed of 346 examples The Fracas Consortium et al. (1996). Some old datasets like RTE-6 Bentivogli et al. (2009) and SICK Marelli et al. (2014), with 16K and 9.8K examples, respectively, are relatively small if compared with the current ones like SNLI Bowman et al. (2015a) and MNLI Williams et al. (2017), with 570K and 433K examples, respectively. This increase was possible with the use of crowdsource platforms like the Amazon Mechanical Turk Bowman et al. (2015a); Williams et al. (2017). The annotation performed by a formal semanticist, like in RTE 1-3 Giampiccolo et al. (2007), was replaced with the generation of sentence pairs done by average English speakers. This change in dataset construction has been criticised with the argument that it is hard for an average speaker to produce different and creative examples of entailment and contradiction pairs Gururangan et al. (2018). By looking at the hypothesis alone a simple text classifier can achieve an accuracy significantly better than a random classifier in datasets such as SNLI and MNLI. This was explained by a high correlation of occurrences of negative words (“no”, “nobody”, “never”, “nothing”) in contradiction instances, and high correlation of generic words (such as “animal”, “instrument”, “outdoors”) with entailment instances. Thus, despite of the large size of the corpora the task was easier to perform than expected Poliak et al. (2018).

The new wave of pre-trained models Howard and Ruder (2018); Devlin et al. (2018); Liu et al. (2019) poses both a challenge and an opportunity for the NLI field. The large-scale datasets are close to being solved (the benchmark for SNLI, MNLI, and SciTail is 91.1%, 85.3%/85.0%, and 94.1%, respectively, as reported in Liu et al. (2019)), giving the impression that NLI will become a trivial problem. The opportunity lies in the fact that, by using pre-trained models, training will no longer need such large datasets. Then we can focus our efforts in creating small, well-thought datasets that reflect the variety of inferential tasks, and so determine the real competence of a model.

Here we present a collection of small datasets designed to measure the competence of detecting contradictions in structural inferences. We have chosen the CD task because it is harder for an average annotator to create examples of contradictions without excessively relying on the same patterns. At the same time, CD has practical importance since it can be used to improve consistency in real case applications, such as chat-bots Welleck et al. (2018).

We choose to focus on structural inference because we have detected that the current datasets are not appropriately addressing this particular feature. In an experiment, we verify the deficiency reported in Gururangan et al. (2018); Glockner et al. (2018). First, we transformed the SNLI and MNLI datasets to a CD task. The transformation is done by converting all instances of entailment and neutral into non-contradiction, and by balancing the classes in both training and test data. Second, we applied a simple Bag-of-Words classifier, destroying any structural information. The accuracy was significantly higher than the random classifier, 63.9% and 61.9% for SNLI and MNLI, respectively. Even the recent dataset focusing on contradiction, Dialog NLI Welleck et al. (2018), presents a similar pattern. The same Bag-of-Words model achieved 76.2% accuracy in this corpus.

Our approach of isolating structural forms by using synthetic data to analyze the logical and syntactical competence of different neural models is similar to Bowman et al. (2015b); Evans et al. (2018); Tran et al. (2018). One main difference between their approach and ours is that we are interested in using a formal language as a tool for performing a cross-lingual analysis.

3 Data Collection

The different datasets that we propose are divided by tasks, such that each task introduces a new linguistic construct. Each task is designed by applying structurally dependent rules to automatically
generate the sentence pairs. We first define the pairs in a formal language and then we use it to generate instances in natural language. In this paper, we have decided to work with English and Portuguese.

There are two main reasons to use a formal language as a basis for the dataset. First, this approach allows us to minimize the influence of common knowledge and lexical knowledge, highlighting structural features. Second, we can obtain a structural symmetry between the English and Portuguese corpora.

Hence, our dataset is a tool to measure inference in two dimensions: one defined by the structural forms, which corresponds to different levels in our hierarchical corpus; and other defined by the instantiation of these forms in multiple natural languages.

3.1 Template Language

The template language is a formal language used to generate instances of contradictions and non-contradictions in a natural language. This language is composed of two basic entities: people, \( Pe = \{x_1, x_2, ..., x_n\} \) and places, \( Pl = \{p_1, p_2, ..., p_m\} \). We also define three binary relations: \( V(x, y) \), \( x > y \), \( x \geq y \). It is a simplistic universe with the intended meaning for binary relations such as “\( x \) has visited \( y \)”, “\( x \) is taller than \( y \)” and “\( x \) is as tall as \( y \)”, respectively.

A realisation of the template language \( r \) is a function mapping \( Pe \) and \( Pl \) to nouns such that \( r(Pe) \cap r(Pl) = \emptyset \); it also maps the relation symbols and logic operators to corresponding forms in some natural language.

Each task is defined by the introduction of a new structural and logical operator. We define the tasks in a hierarchical fashion: if a logical operator appears on a task \( n \), it can appear in any task \( k \) (with \( k > n \)). The main advantage of our approach compared to other datasets is that we can isolate the occurrences of each operator to have a clear notion in what forces the models to fail (or succeed).

For each task, we provide training and test data with 10K and 1K examples, respectively. All data is balanced; and, as usual, the model’s accuracy is evaluated on the test data. To test the model’s generalization capability, we have defined two distinct realization functions \( r_{train} \) and \( r_{test} \) such that \( r_{train}(Pe) \cap r_{test}(Pe) = \emptyset \) and \( r_{train}(Pl) \cap r_{test}(Pl) = \emptyset \). For example, in the English version \( r_{train}(Pe) \) and \( r_{train}(Pl) \) are composed of common English masculine names and names of countries, respectively. Similarly, \( r_{test}(Pe) \) and \( r_{test}(Pl) \) are composed of feminine names and names of cities from the United States. In the Portuguese version we have done a similar construction, using common masculine and feminine names together with names of countries and names of Brazilian cities.

3.2 Data Generation

A logical rule can be seen as a mapping that transforms a premise \( P \) into a conclusion \( C \). To obtain examples of contradiction we start with a premise \( P \) and define \( H \) as the negation of \( C \). The examples of non-contradiction are different negations that do not necessarily violate \( P \). We repeat this process for each task. What defines the difference from one task to another is the introduction of logical and linguist operators, and subsequently, new rules. We have used more than one template pair to define each task; however, for the sake of brevity, in the description below we will give only a brief overview of each task.

The full dataset in both languages, together with the code to generate it and the detailed list of all templates, can be found online Salvatore (2019).

Task 1: Simple Negation We introduce the negation operator \( \neg \), “not”. The premise \( P \) is a collection of facts about some agents visiting different places. Example, \( P := \{V(x_1, p_1), V(x_2, p_2)\} \) (“Charles has visited Chile, Joe has visited Japan”). The hypothesis \( H \) can be either a negation of one fact that appears in \( P \), \( \neg V(x_2, p_2) \) (“Joe didn’t visit Japan”); or a new fact not related to \( P \), \( \neg V(x, p) \) (“Lana didn’t visit France”). The number of facts that appear in \( P \) vary from two to twelve.

Task 2: Boolean Coordination In this task, we add the Boolean conjunction \( \land \), the coordinating conjunction “and”. Example, \( P := \{V(x_1, p) \land V(x_2, p) \land V(x_3, p)\} \) (“Felix, Ronnie, and Tyler have visited Bolivia”). The new information \( H \) can state that one of the mentioned agents did not travel to a mentioned place, \( \neg V(x_3, p) \) (“Tyler didn’t visit Bolivia”). Or it can represent a new fact, \( \neg V(x, p) \) (“Bruce didn’t visit Bolivia”).

Task 3: Quantification By adding the quantifiers \( \exists \) and \( \forall \), “for every” and “some”, respectively, we can construct example of inferences that explicitly exploit the difference between the
two basic entities, people and places. Example, \( P \) states a general fact about all people, \( P := \{\forall x \forall p V(x, p)\} \) (“Everyone has visited every place”). \( H \) can be the negation of one particular instance of \( P \), \( \neg V(x, p) \) (“Timothy didn’t visit El Salvador”). Or a fact that does not violate \( P \), \( \neg V(x, x_1) \) (“Timothy didn’t visit Anthony”).

**Task 4: Definite Description** One way to test if a model can capture reference is by using definite description, i.e., by adding the operator \( \iota \) to perform description and the equality relation \( = \). Hence, \( x = \iota y Q(y) \) is to be read as “\( x \) is the one that has property \( Q \)”. Here we describe one property of one agent and ask the model to combine the description with a new fact. For example, \( P := \{x_1 = \iota y pV(y, p), V(x_1, x_2)\} \) (“Carlos is the person that has visited every place, Carlos has visited John”). Two new hypotheses can be introduced: \( \neg V(x_1, p) \) (“Carlos did not visit Germany”) or \( \neg V(x_2, p) \) (“John did not visit Germany”). Only the first hypothesis is a contradiction. Although the names “Carlos” and “John” appear on the premise, we expected the model to relate the property “being the one that has visited every place” to “Carlos” and not to “John”.

**Task 5: Comparatives** In this task we are interested to know if the model can recognise a basic property of a binary relation: transitivity. The premise is composed of a collection of simple facts \( P := \{x_1 > x_2, x_2 > x_3\} \) (“Francis is taller than Joe, Joe is taller than Ryan”). Assuming the transitivity of >, the hypothesis can be a consequence of \( P \), \( x_1 > x_3 \) (“Francis is taller than Ryan”), or a fact that violates the transitivity property, \( x_3 > x_1 \) (“Ryan is taller than Francis”). The size of the \( P \) varies from four to ten. Negation is not employed here.

**Task 6: Counting** In Task 3 we have added only the basic quantifiers \( \forall \) and \( \exists \), but there is a broader family of operators called generalised quantifiers. In this task we introduce the counting quantifier \( \exists_{\leq n} \) (“exactly \( n \)”). Example, \( P := \{\exists_{\leq 3} pV(x_1, p) \land \exists_2 x V(x_1, x)\} \) (“Philip has visited only three places and only two people”). \( H \) can be an information consistent with \( P \), \( V(x_1, x_2) \) (“Philip has visited John”), or something that contradicts \( P \), \( V(x_1, x_2) \land V(x_1, x_3) \land V(x_1, x_4) \) (“Philip has visited John, Carla, and Bruce”). We have added counting quantifiers corresponding to numbers from one to thirty.

**Task 7: Mixed** In order to guarantee variability, we created a dataset composed of different samples of the previous tasks.

Basic statistics for the English and Portuguese realisations of all tasks can be found in Table 1.

<table>
<thead>
<tr>
<th>Task</th>
<th>Vocab size</th>
<th>Vocab intersection</th>
<th>Mean input length</th>
<th>Max input length</th>
</tr>
</thead>
<tbody>
<tr>
<td>1 (Eng)</td>
<td>3561</td>
<td>77</td>
<td>230.6</td>
<td>459</td>
</tr>
<tr>
<td>2 (Eng)</td>
<td>4117</td>
<td>128</td>
<td>151.4</td>
<td>343</td>
</tr>
<tr>
<td>3 (Eng)</td>
<td>3117</td>
<td>70</td>
<td>101.5</td>
<td>329</td>
</tr>
<tr>
<td>4 (Eng)</td>
<td>1878</td>
<td>62</td>
<td>100.81</td>
<td>134</td>
</tr>
<tr>
<td>5 (Eng)</td>
<td>1311</td>
<td>25</td>
<td>208.8</td>
<td>377</td>
</tr>
<tr>
<td>6 (Eng)</td>
<td>3900</td>
<td>150</td>
<td>168.4</td>
<td>468</td>
</tr>
<tr>
<td>7 (Eng)</td>
<td>3775</td>
<td>162</td>
<td>160.6</td>
<td>466</td>
</tr>
<tr>
<td>1 (Pt)</td>
<td>7762</td>
<td>254</td>
<td>209.4</td>
<td>445</td>
</tr>
<tr>
<td>2 (Pt)</td>
<td>9990</td>
<td>393</td>
<td>148.5</td>
<td>388</td>
</tr>
<tr>
<td>3 (Pt)</td>
<td>5930</td>
<td>212</td>
<td>102.7</td>
<td>395</td>
</tr>
<tr>
<td>4 (Pt)</td>
<td>5540</td>
<td>135</td>
<td>91.8</td>
<td>140</td>
</tr>
<tr>
<td>5 (Pt)</td>
<td>5970</td>
<td>114</td>
<td>235.2</td>
<td>462</td>
</tr>
<tr>
<td>6 (Pt)</td>
<td>9535</td>
<td>386</td>
<td>87.8</td>
<td>531</td>
</tr>
<tr>
<td>7 (Pt)</td>
<td>8880</td>
<td>391</td>
<td>159.9</td>
<td>487</td>
</tr>
</tbody>
</table>

Table 1: Task description. Column 1 presents two realizations of the described tasks - one in English (Eng) and the other in Portuguese (Pt). Column 2 presents the vocabulary size for the task. Column 3 presents the number of words that occurs both in the training and test data. Column 4 presents the average length in words of the input text (the concatenation of \( P \) and \( H \)). Column 5 presents the maximum length of the input text.

Since we are using a large number of facts in \( P \), the input text is longer than the ones presented in average NLI datasets.

**4 Models and Evaluation**

To evaluate the accuracy of each CD task we employed three kinds of models:

**Baseline** The baseline model (Base) is a Random Forest classifier that models the input text, the concatenation of \( P \) and \( H \), using the Bag-of-Words representation. Since we have constructed the dataset centered on the notion of structure-based contradictions, we believe that it should perform slightly better than random. At the same time, by using such baseline, we can certify if the proposed tasks are indeed requiring structural knowledge.

**Recurrent Models** The dominant family of neural models in Natural Language Processing specialised in modelling sequential data is the
one composed by the Recurrent Neural Networks (RNNs) and its variations, Long Short-Term Memory (LSTM), and Gated Recurrent Unit (GRU) Goldberg (2015). We consider both the standard and the bidirectional variants of this family of models. As input for these models, we use the concatenation of $P$ and $H$ as a single sentence.

Traditional multilayer recurrent models are not the best choice to improve the benchmark on NLI Glockner et al. (2018). However, in recent works, it has been reported that recurrent models achieve a better performance than Transformer-based models to capture structural patterns for logical inference Evans et al. (2018); Tran et al. (2018). We want to investigate if the same result can be achieved using our tasks as the base of comparison.

**Transformer-based Models** A recent non-recurrent family of neural models known as Transformer networks was introduced in Vaswani et al. (2017). Different from the recurrent models that recursively summarizes all previous input into a single representation, the Transformer network employs a self-attention mechanism to directly attend to all previous inputs (more details of this architecture can be found in Vaswani et al. (2017)). Although, by performing regular training using this architecture alone we do not see surprising results in inference prediction Evans et al. (2018); Tran et al. (2018), when we pre-trained a Transformer network in the language modeling task and fine-tuned afterwards on an inference task we see a significant improvement Devlin et al. (2018).

Among the different Transformer-based models we will focus our analysis on the multilayer bidirectional architecture known as Bidirectional Encoder Representation from Transformers (BERT) Devlin et al. (2018). This bidirectional model, pre-trained as a masked language model and as a next sentence predictor, has two versions: BERT\textsubscript{BASE} and BERT\textsubscript{LARGE}. The difference lies in the size of each architecture, the number of layers and self-attention heads. Since BERT\textsubscript{LARGE} is unstable on small datasets Devlin et al. (2018) we have used only BERT\textsubscript{BASE}.

The strategy to perform NLI classification using BERT is the same the one presented in Devlin et al. (2018): together with the pair $P$, $H$ we add new special tokens [CLS] (classification token) and [SEP] (sentence separator). Hence, the textual input is the result of the concatenation: [CLS] $P$ [SEP] $H$ [SEP]. After we obtain the vector representation of the [CLS] token, we pass it through a classification layer to obtain the prediction class (contradiction / non-contradiction). We fine-tune the model for the CD task in a standard way, the original weights are co-trained with the weights from the new layer.

By comparing BERT with other models we are not only comparing different architectures but different techniques of training. The baseline model uses no additional information. The recurrent models use only a soft version of transfer learning with fine-tuning of pre-trained embeddings (the fine-tuning of one layer only). On the other side, BERT is pre-trained on a large corpus as a language model. It is expected that this pre-training helps the model to capture some general properties of language Howard and Ruder (2018). Since the tasks that we proposed are basic and cover very specific aspects of reasoning, we can use it to evaluate which properties are being learned in the pre-training phase.

The simplicity of the tasks motivated us to use transfer-learning differently: instead of simply using the multilingual version of BERT\textsuperscript{1} and fine-tune it on the Portuguese version of the tasks, we have decided to check the possibility of transferring structural knowledge from high-resource languages (English / Chinese) to Portuguese.

This can be done because for each pre-trained model there is a tokenizer that transforms the Portuguese input into a collection of tokens that the model can process. Thus, we have decided to use the regular version of BERT trained on an English corpus (BERT\textsubscript{eng}), the already mentioned Multilingual BERT (BERT\textsubscript{mult}), and the version of the BERT model trained on a Chinese corpus (BERT\textsubscript{chi}).

We hypothesize that most structural patterns learned by the model in English can be transferred to Portuguese. By the same reasoning, we believe that BERT\textsubscript{chi} should perform poorly. Not only the tokenizer associated to BERT\textsubscript{chi} will add noise to the input text, but also Portuguese and Chinese are grammatically different; for example, the latter is overwhelmingly right-branching while the former is more mixed Levy and Manning (2003).

\textsuperscript{1} Multilingual BERT is a model trained on the concatenation of the entire Wikipedia from 100 languages, Portuguese included. https://github.com/google-research/bert/blob/master/multilingual.md
4.1 Experimental settings

Given the above considerations, four research questions arose:

(i) How the different models perform on the proposed tasks?

(ii) How much each model rely on the occurrence of non-logical words?

(iii) Can cross-lingual transfer learning be successfully used for the Portuguese realization of those tasks?

(iv) Is the dataset biased? Are the models learning some unexpected text pattern?

To answer those questions, we evaluated the models performance in four different ways:

(i) Each model was trained on different proportions of the dataset. In this case, \( r_{\text{train}}(P_e) \cap r_{\text{test}}(P_e) = \emptyset \) and \( r_{\text{train}}(P_l) \cap r_{\text{test}}(P_l) = \emptyset \).

(ii) We have trained the models on a version of the dataset where we allow full intersection of the train and test vocabulary, i.e., \( r_{\text{train}}(P_e) = r_{\text{test}}(P_e) \) and \( r_{\text{train}}(P_l) = r_{\text{test}}(P_l) \).

(iii) For the Portuguese corpus, we have fine-tuned the three pre-trained models mentioned previously: BERT\textsubscript{eng}, BERT\textsubscript{mult}, and BERT\textsubscript{chi}.

(iv) We have trained the best model from (i) on the following modified versions of the dataset:

(a) Noise label - each pair \( P, H \) is unchanged but we randomly labeled the pair as contradiction or non-contradiction.

(b) Premise only - we keep the labels the same and omit the hypothesis \( H \).

(c) Hypothesis only - the premise \( P \) is removed, but the labels remain intact.

4.2 Implementation

All deep learning architectures were implemented using the Pytorch library Paszke et al. (2017). To make use of the pre-trained version of BERT we have based our implementation on the public repository https://github.com/huggingface/pytorch-pretrained-BERT.

The different recurrent architectures were optimized with Adam Kingma and Ba (2014). We have used pre-trained word embedding from Glove Pennington et al. (2014) and Fasttext Joulin et al. (2016), but we also used random initialized embeddings. We random searched across embedding dimensions in \([10, 500]\), hidden layer size of the recurrent model in \([10, 500]\), number of recurrent layer in \([1, 6]\), learning rate in \([0, 1]\), dropout in \([0, 1]\) and batch sizes in \([32, 128]\).

The hyperparameter search for BERT follows the one presented in Devlin et al. (2018) that uses Adam with learning rate warmup and linear decay.

We randomly searched the learning rate in \([2 \cdot 10^{-5}, 5 \cdot 10^{-5}]\), batch sizes in \([16, 32]\) and number of epochs in \([3, 4]\).

All the code for the experiments is public available Salvatore (2019).

4.3 Results

How the different models perform on the proposed tasks?

In most of the tasks, BERT\textsubscript{eng} presents a clear advantage when compared to all other models. Tasks 3 and 6 are the only ones where the difference in accuracy between BERT\textsubscript{eng} and the recurrent models is small, as can be seen in Table 2. Even when we look at BERT\textsubscript{eng}’s results on the Portuguese corpus, which are slightly worse when compared to the English one, we still see a similar pattern.

Figure 1 shows that BERT\textsubscript{eng} is the only model improved by training on more data. All other models remain close to random independently of the amount of training data.

Accuracy improvement over training size indicates the difference in difficulty of each task. On the one hand, Tasks 1, 2 and 4 are practically solved by BERT using only 4K examples of training (99.5%, 99.7%, 97.6% accuracy, respectively). On the other hand, the results for Tasks 3 and 6 remain below average, as seen in Figure 2.

How much each model rely on the occurrence of non-logical words?

With the full intersection of the vocabulary, experiment (ii), we have observed that the average accuracy improvement differs from model to model: Baseline, GRU, BERT\textsubscript{eng}, LSTM and RNN present an average improvement of 17.6%,
Table 2: Results of the experiment (i), accuracy percentage on test data for the English and Portuguese corpora

<table>
<thead>
<tr>
<th>Task</th>
<th>Base</th>
<th>RNN</th>
<th>GRU</th>
<th>LSTM</th>
<th>BERT</th>
</tr>
</thead>
<tbody>
<tr>
<td>1 (Eng)</td>
<td>52.1</td>
<td>50.1</td>
<td>50.6</td>
<td>50.4</td>
<td>99.8</td>
</tr>
<tr>
<td>2 (Eng)</td>
<td>50.7</td>
<td>50.2</td>
<td>50.2</td>
<td>50.8</td>
<td>100</td>
</tr>
<tr>
<td>3 (Eng)</td>
<td>63.5</td>
<td>50.3</td>
<td>66.1</td>
<td>63.5</td>
<td>90.5</td>
</tr>
<tr>
<td>4 (Eng)</td>
<td>51.0</td>
<td>51.7</td>
<td>52.7</td>
<td>51.6</td>
<td>100</td>
</tr>
<tr>
<td>5 (Eng)</td>
<td>50.6</td>
<td>50.1</td>
<td>50.2</td>
<td>50.2</td>
<td>100</td>
</tr>
<tr>
<td>6 (Eng)</td>
<td>55.5</td>
<td>84.4</td>
<td>82.7</td>
<td>75.1</td>
<td>87.5</td>
</tr>
<tr>
<td>7 (Eng)</td>
<td>54.1</td>
<td>50.9</td>
<td>53.7</td>
<td>50.0</td>
<td>94.6</td>
</tr>
<tr>
<td>Avg.</td>
<td>53.9</td>
<td>55.4</td>
<td>58.0</td>
<td>56.2</td>
<td>96.1</td>
</tr>
<tr>
<td>1 (Pt)</td>
<td>53.9</td>
<td>50.1</td>
<td>50.2</td>
<td>50.0</td>
<td>99.9</td>
</tr>
<tr>
<td>2 (Pt)</td>
<td>49.8</td>
<td>50.0</td>
<td>50.0</td>
<td>50.0</td>
<td>99.9</td>
</tr>
<tr>
<td>3 (Pt)</td>
<td>61.7</td>
<td>50.0</td>
<td>70.6</td>
<td>50.1</td>
<td>78.7</td>
</tr>
<tr>
<td>4 (Pt)</td>
<td>50.9</td>
<td>50.0</td>
<td>50.4</td>
<td>50.0</td>
<td>100</td>
</tr>
<tr>
<td>5 (Pt)</td>
<td>49.9</td>
<td>50.1</td>
<td>50.8</td>
<td>50.0</td>
<td>99.8</td>
</tr>
<tr>
<td>6 (Pt)</td>
<td>58.9</td>
<td>66.4</td>
<td>79.7</td>
<td>67.2</td>
<td>79.1</td>
</tr>
<tr>
<td>7 (Pt)</td>
<td>55.4</td>
<td>51.1</td>
<td>51.6</td>
<td>51.1</td>
<td>82.7</td>
</tr>
<tr>
<td>Avg.</td>
<td>54.4</td>
<td>52.6</td>
<td>57.6</td>
<td>52.6</td>
<td>91.4</td>
</tr>
</tbody>
</table>

9.6%, 5.3%, 4.25%, 1.3%, respectively. This may indicate that the recurrent models are relying more on noun phrases than BERT. However, since the difference is not significant, more investigation is required.

Can cross-lingual transfer learning be successfully used for the Portuguese realization of those tasks?

As expected, when we fine-tuned BERT_{multi} to the Portuguese version of the dataset we have observed an overall improvement. Most notably, in Tasks 6 and 7 we have achieved a new accuracy of 87.4% and 92.3% respectively. Surprisingly, BERT_{chi} is able to solve some simple tasks, namely Tasks 1, 2 and 4. But when trained on the mixed version of the dataset, Task 7, this pre-trained model had repeatedly present a random performance.

One of the most important features observed by evaluating the different pre-training models is that although BERT_{eng} and BERT_{multi} show a similar result on the Portuguese corpus, BERT_{eng} needs more data to improve its performance, as seen in Figure 3.

Is the dataset biased? Are the models learning some unexpected text pattern?

By taking BERT_{eng} as the best classifier, we repeated the training using all the listed data modification techniques. The results, as shown in Figure 4, indicate that BERT_{eng} is not memorizing random textual patterns, neither excessively relying on information that appears only in the premise $P$ or the hypothesis $H$. When we applied it on these versions of the data, BERT_{eng} behaves as a random classifier.

Figure 1: Results of the experiment (i), accuracy for each model on different data proportions (English corpus)

Figure 2: Results of the experiment (i), BERT_{eng}’s accuracy on the different different tasks (English corpus)

Figure 3: Results of the experiment (iii), different pre-trained BERT versions tested on Portuguese corpus

5 Discussion

The results presented above are similar to the ones reported in Goldberg (2019): Transformer-based models like BERT can successfully capture syntactic regularities and logical patterns.
These findings do not contradict the results reported on Evans et al. (2018); Tran et al. (2018), because in both papers, the Transformer models are trained from scratch, while here we have used models that were pre-trained on large datasets with the language model objective.

The results presented both in Table 2 and Figure 3 seem to confirm our initial hypothesis on the effectiveness of transfer learning in a cross-lingual fashion. What has surprised us was the excellent results regarding Tasks 1, 2 and 4 when transferring structural knowledge from Chinese to Portuguese. We offer the following explanation for these results. Take the contradiction pair defined in the template language:

\[
P := \{ x_1 = \exists y \forall x_2 V(y, x_2), V(x_1, x_3) \}
\]

(“\(x_1\) is the person that has visited everybody, \(x_1\) has visited \(x_3\)”)\]

\[
H := -V(x_1, x_4) (“x_1 \text{ didn’t visit } x_4”)\]

If we take one possible Portuguese realization of the pair above and apply the different tokenizers we have the following strings:

1. Original sentence: “[CLS] gabrielle é a pessoa que visitou todo mundo gabrielle visitou luis [SEP] gabrielle não visitou iane-sis [SEP]”.

2. Multilingual tokenizer: “[CLS] gabrielle a pessoa que visito ##u todo mundo gabrielle visito ##u lu ##s [SEP] gabrielle no visito ##u ian ##es ##is [SEP]”

3. English tokenizer: “[CLS] gabrielle a pe ##ss ##a que visit ##ou tod ##o mundo gabrielle visit ##ou lu ##s [SEP] gabrielle no visit ##ou ian ##es ##is [SEP]”

##rie ##ile a pe ##ss ##oa q ##ue 
vı ##sit ##ou to ##do mu ##nd ##o 
ga ##b ##rie ##ile vı ##sit ##ou 
lı ##s [SEP] ga ##b ##rie ##ile no 
vı ##sit ##ou ian ##es ##is [SEP]”

Although the Portuguese words are destroyed by the tokenizers, the model is still able to learn in the fine-tuning phase the simple structural pattern between the tokens highlighted above. This may explain why the counting task (Task 4) presents the highest difficulty for BERT. There is some structural grounding for finding contradictions in counting expressions, but to detect contradiction in all cases one must fully grasp the meaning of the multiple counting operators.

6 Conclusion

With the possibility of using pre-trained models we can successfully craft small datasets (~ 10K sentences) to perform fine grained analysis on machine learning models. In this paper, we have presented a new dataset that is able to isolate a few competence issues regarding structural inference. It also allows us to bring to the surface some interesting comparisons between recurrent neural networks and pre-trained Transform-based models. As our results show, compared to the recurrent models, BERT presents a considerable advantage in learning structural inference. The same result appears even when fine-tuned one version of the model that was not pre-trained on the target language.

By the stratified nature of our dataset, we can pinpoint BERT’s inference difficulties: there is space for improving the model’s counting understanding. Hence, we can either craft a more realistic NLI dataset centered on the notion of counting or modify BERT’s training to achieve better results in the counting task.

The results on cross-lingual transfer learning are stimulating. One possible area for future research is to check if the same results can be attainable using simple structural inferences that occur within complexes sentences. This can be done by carefully selecting sentence pairs in a cross-lingual NLI corpus like Conneau et al. (2018). We plan to explore these paths in the future.
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Abstract

Word embeddings are an essential component in a wide range of natural language processing applications. However, distributional semantic models are known to struggle when only a small number of context sentences are available. Several methods have been proposed to obtain higher-quality vectors for these words, leveraging both this context information and sometimes the word forms themselves through a hybrid approach. We show that the current tasks do not suffice to evaluate models that use word-form information, as such models can easily leverage word forms in the training data that are related to word forms in the test data. We introduce 3 new tasks, allowing for a more balanced comparison between models. Furthermore, we show that hyperparameters that have largely been ignored in previous work can consistently improve the performance of both baseline and advanced models, achieving a new state of the art on 4 out of 6 tasks.

1 Introduction

Word embeddings have impacted almost every aspect of NLP, proving effective in a wide range of use cases. Often used in the form of a pre-trained model, these vectors provide easy to use representations of semantic meaning. However, distributional models are known to struggle with words for which training data is sparse, often resulting in low-quality vector representations (Huang et al., 2012; Adams et al., 2017). The default approach in this case has historically been to ignore these rare words, preferring an incomplete view over an incorrect one (Mikolov et al., 2013). Another option is to use the surface form of a word to obtain a vector, leveraging morphological characteristics (Luong et al., 2013) or subword embeddings (Bojanowski et al., 2017). As neither of these approaches fully resolves the problem, more techniques have been proposed for few-shot learning in distributional models. Each of these aims to correctly position a new word vector inside an existing semantic space. The challenge for few-shot learning is to find a position that accurately reflects the meaning of the word, even if only a small number of usage examples is available.

Making systems better at handling rare words is an obvious practical goal of few-shot learning, as it could substantially improve systems working with technical language or dialects. However, few-shot learning is also interesting from a human language learning perspective: unlike current-day distributional models, humans excel at learning meaning from sparse data through a process called ‘fast mapping’ (Trueswell et al., 2013; Lake et al., 2017). Lessons learned from psychology might prove effective in machines, and novel few-shot learning techniques might provide insight into fast mapping in humans.

Three evaluation tasks have been proposed to evaluate few-shot learning methods: Definitional Nonce (Herbelot and Baroni, 2017), Chimera (Lazaridou et al., 2017), and Contextual Rare Words (Khodak et al., 2018), which we describe next.
in Section 2. However, each of these tasks was designed for context-based few-shot learning, without considering hybrid methods, which also have access to word-form information. We show that the existing tasks do not suffice to fully assess the performance of hybrid models, with relatively simple, purely form-based methods dominating two out of three tasks. To provide a better overview and performance comparison, in Section 3 we introduce three new tasks based on these three datasets. In Sections 4–6, we show that, just as hyperparameters are essential to good performance with standard distributional models (Levy et al., 2015), the same is true for few-shot distributional models. With three straightforward modifications, we substantially improve the baseline scores, outperforming several advanced methods from previous work, as well as achieving a new state of the art on 4 out of 6 evaluation tasks.

2 Background & Related Work

2.1 Evaluation Tasks

Three tasks have been used in most previous work to evaluate few-shot learning methods. The goal for each task is to obtain a high-quality vector for a word, given only a small set of sentences in which it appears. An existing semantic space is required, in which a new vector needs to be placed. The embeddings in the existing semantic model are called background embeddings. A simple visualisation of the evaluation strategies is given in Figure 1.

**Definitional Nonce** The Definitional Nonce (DN) task (Herbelot and Baroni, 2017) provides a single definitional sentence for each test word. The test words are existing words, which have a high-quality gold vector, due to many occurrences in the training corpus. The aim for a few-shot learning algorithm is to infer a vector close to the gold vector. This is measured by ranking the background vectors by distance from the inferred vector, with the gold vector ideally placed at rank 1. The metrics used for this task are the Mean Reciprocal Rank (MRR) and median rank over the 300 test words. As the DN task uses definitional sentences as opposed to natural word use, we make use of the DN development set to optimise hyperparameters for this dataset separately.

**Chimera** The Chimera dataset (Lazaridou et al., 2017) consists of a series of novel words that are built as hybrids between two existing words. For each hybrid word, trials with 2, 4 and 6 context sentences are provided, with half of the sentences coming from each of the two source words. Each sentence was manually selected to be informative. Annotators were presented with the context sentences and asked to give similarity scores between the nonsense hybrid word and a range of other words. A few-shot learning algorithm is evaluated based on the rank correlation between the system’s cosine similarity scores and the human similarity scores.

**Contextual Rare Words** The Contextual Rare Words (CRW) dataset (Khodak et al., 2018; Luong et al., 2013) consists of 255 context sentences selected randomly from Wikipedia for each of 455 existing words. Vectors are inferred for each word using 1, 2, 4, ..., 128 sentences. In similar fashion to the Chimera task, human similarity ratings to a selection of other words are compared to system ratings. For each number of context sentences, the Spearman rank correlation between the human and system similarities is reported. In this paper, we only report scores for up to 64 context sentences. We make use of the CRW development set introduced by Schick and Schütze (2018) to optimise model hyperparameters both for the CRW and Chimera task, as both of these have a similar setup.

2.2 Context-Based Few-Shot Learning

**Word2Vec** While the Skip-Gram Word2Vec algorithm (Mikolov et al., 2013) was used to generate the background embeddings provided by Herbelot and Baroni (2017), the method has also been applied as a few-shot learning method. This is done by loading the background embeddings and continuing training on the context sentences for each test word. This approach has been applied to each of the three tasks in previous work, with notably weak performance on the DN and Chimera datasets (Herbelot and Baroni, 2017; Khodak et al., 2018; Schick and Schütze, 2018). However, to our knowledge, thorough hyperparameter optimisation for few-shot learning has not previously been attempted.

**Additive Model** In similar fashion to Herbelot and Baroni (2017), we make use of a model that simply adds up all words in the context sentences
for the test word. Stopwords are dropped from this sum, as this has been found to consistently improve performance (Khodak et al., 2018).

**Nonce2Vec** The Nonce2Vec algorithm heavily modifies several aspects of the standard Skip-Gram Word2Vec algorithm. This allows for a higher-risk initial learning approach, followed by a more cautious strategy as more data is presented (Herbelot and Baroni, 2017).

**Mem2Vec** The Mem2Vec algorithm uses a long-range memory over the whole corpus to find a vector corresponding to a small number of contexts (Sun et al., 2018).

**A La Carte** The A La Carte model can be seen as an improved additive model: the addition is followed by a linear transformation, which is learned from the co-occurrence matrix of the corpus (Khodak et al., 2018).

### 2.3 Hybrid Few-Shot Learning

In many words, part of the meaning can be deduced from the word form itself – as such, models that can access and use this information can often perform better at few-shot learning.

**FastText** FastText (Bojanowski et al., 2017) is an extension of Word2Vec: it is based on the same mechanisms, but adds in the use of character n-gram embeddings, as opposed to only modelling full words. The embedding for a word is calculated as the sum of its word embedding and the contained character n-gram embeddings. These are jointly optimised using the same approach as for Word2Vec. FastText is an interesting choice for few-shot learning due to its ability to generate vectors for out-of-vocabulary words: if a word is not contained in the vocabulary, a vector can be composed using only the character n-gram embeddings.

**Form-Context Model** In similar fashion to FastText, the Form-Context Model (Schick and Schütze, 2018) combines both form and context information to infer a higher-quality vector. Two variants exist, both estimating the rare word vector $v_{(w,C)}$ using:

$$
\hat{v}_{(w,C)} = \alpha \cdot \hat{v}_{context} + (1 - \alpha) \cdot v_{form}
$$

where $v_{form}$ is the surface form embedding and $\hat{v}_{context}$ is the context-based vector. The former is obtained through the subword approach from FastText, while the latter vector is obtained through the A La Carte method. The two versions differ in their coefficient $\alpha$: in the single-parameter variant, $\alpha$ is a learned constant between 0 and 1, while in the gated model, it is a learned function of $v_{form}$ and $v_{context}$, allowing the model to adapt to different scenarios.

### 3 Evaluation Setup

Several issues can be observed in the evaluation setup used in previous work. First of all, results on the Chimera task are inconsistent, showing almost no trends between different models. This can largely be attributed to the size of the test set: only 110 chimera words are used. By using the CRW development set to optimise for both the CRW and Chimera task, we can include the training set as well, resulting in the ‘Full Chimera Task’ with a total of 330 words.

For the CRW and DN tasks, the issues are not in the consistency of results, but rather in how to interpret the results. Schick and Schütze (2018) observe that, on the CRW task, their form-only model outperforms the full model, which uses both form and context. Whereas in context-based learning, each test word is new by definition, hybrid models typically have access to the vectors of different forms of the same lemma (such as wanderer and wanderers), meaning data for these words might not be sparse at all once related word forms are considered.

To assess the extent of the available information, we analyse the DN and CRW datasets, looking for words with the same stem as a test word. We ranked these words against the test word’s nearest neighbours, with the results shown in Figure 2. For the CRW task, more than 50% of test words have a word with the same stem among their 2 nearest neighbours, with this percentage increasing to more than 75% when we look at the 20 nearest words. This indicates that there is a very high degree of information available to form-based methods that can leverage inflectional morphology. For the Definitional Nonce task, about 28% of test words have a word with the same stem.

---

2Based on the NLTK stopword list.

3These subword embeddings are trained on top of an existing model, unlike those in FastText.

4Determined using the NLTK Snowball stemmer.
Figure 2: The proportion of words in the CRW and DN test sets that have a neighbour with the same stem, for different numbers of neighbours considered.

Among their 20 nearest neighbours.

Based on these insights, we build a simple baseline model that estimates vectors by averaging all vectors for (non-test) words with the same stem. With an MRR of 0.5550 and a median rank of 2 on the DN task, this substantially outperforms the previous best scores of 0.1754 and 49 set by the Form-Context Model (Schick and Schütze, 2018). On the CRW task, the model achieves a score of 0.32, well below the 0.49 score achieved by the form-only model from Schick and Schütze. For both tasks, the top-performing model completely ignores the provided context sentences, implying that both of these tasks focus on new forms of known lemmas, rather than completely novel words.

Both scenarios are important use cases for few-shot distributional semantics, but to get a better view of the second scenario, we introduce the ‘Filtered CRW’ and ‘Filtered DN’ tasks, which have the same objectives as their non-filtered counterparts, but for which the background embeddings are trained on a restricted corpus, filtering out any words with the same stem as one of the test words. This causes a removal of 2% of the tokens inside the corpus, in similar fashion to how infrequent words are typically dropped before a distributional model is trained. For the CRW dataset, the filtering removes the other word in 83 of the word pairs (for which human similarity scores are available), leaving the filtered version with 479 word pairs.

4 Novel Methods

We now propose several novel methods, improving both baselines and advanced models through relatively simple modifications.

4.1 Selective Word2Vec & FastText

In previous work the default Word2Vec and FastText implementations are used. This means that not only do the vectors for test words change, but also those for context words. This creates a conflict of interest: to speed up learning of the new vector, a high learning rate might be desirable, but this same learning rate could also distort the background embeddings more heavily, decreasing vector quality. As such, we ensure that only vectors for test words are updated, removing the latter effect.\footnote{We also ensure that test words cannot be used as negative samples, so as to make sure that there is no influence between different samples.}

4.2 Weighted Addition

The additive model, A La Carte model and Form-Context model all make use of a simple, uniformly weighted sum\footnote{Followed by a transformation for ALC and FCM.} of all words around the test word. However, Word2Vec uses several techniques to focus on those words that are more likely to be meaningful. Below, we describe how these principles are included into each of these models by modifying the weights used in the addition.

4.2.1 Window Weights

The existing models have different strategies to handle the distance at which words co-occur, as shown in Figure 3: while the additive and A La Carte model use each word in a sentence with the
same weight, the exponential parameter decay of Nonce2Vec results in an emphasis on words before the test word. Word2Vec itself uses a sampled window size, meaning the importance of words decreases linearly with distance from the test word (Goldberg and Levy, 2014). We adopt the same approach, as this has been shown to improve performance (Levy et al., 2015). In Word2Vec, given a window size \( n \), a context word \( m \) tokens away from the target word has a probability of

\[
P_{\text{window}}(m) = \max \left( \frac{n - m + 1}{n}, 0 \right)
\]

(2)

to be selected as a positive sample. This probability can be seen as the expected weight of the contribution of each word to the final vector, which is how we apply it to the sum in each model.

4.2.2 Negative Sampling & Subsampling

Word2Vec makes use of subsampling, as rare words typically carry more information than overly frequent words (Mikolov et al., 2013; Ramos et al., 2003). For a frequency threshold \( t \) (typically \( 10^{-5} \)), the probability to keep a word \( w_i \) with frequency \( f(w_i) \) in the training corpus is given by

\[
P_{\text{subsample}}(w_i) = 1 - \sqrt{\frac{t}{f(w_i)}}
\]

(3)

We again use this probability as a weight, multiplying each term with its subsampling probability.

Negative sampling has also been found to improve vector quality in Word2Vec (Goldberg and Levy, 2014). The probability for a word \( w_j \) to be selected as a negative sample is given by

\[
P_{\text{negative}}(w_j) = \frac{f(w_j)^{3/4}}{\sum_{k=0}^{n} (f(w_k)^{3/4})}
\]

(4)

As such, the expected negative sample vector is

\[
\hat{v}_{\text{neg}} = \sum_{w_i \in V} P_{\text{negative}}(w_i) \cdot v_{w_i}
\]

(5)

where \( V \) is the vocabulary and \( v_{w_i} \) is the vector for \( w_i \). For a negative sampling rate \( k \), each vector \( v_{w_i} \) is now replaced with \( v_{w_i} - k \cdot \hat{v}_{\text{neg}} \) before being added up, after which the subsample and window probabilities are applied.

4.3 Neural ALC & FCM

The A La Carte model uses a linear transformation, which is efficient, but also severely constrained (Khodak et al., 2018). We propose using a neural network with one hidden layer, allowing for a more flexible transformation. This same neural transformation can then be integrated into a new version of the Form-Context Model as well.

5 Implementation Details

We optimise the hyperparameters on the CRW and DN development sets, using the original evaluation setup. The same settings are used for the novel tasks. All model training described below is done using the Westbury Wikipedia Corpus (Shaoul, 2010), which was used in previous work (Schick and Schütze, 2018; Khodak et al., 2018).

5.1 Background Embeddings

To make the experimental setup less complex, a single background model is used for all new tasks – this can influence scores, but results for different models on the same task can still be compared. Filtering is applied to remove all words with the same stem as a test word, except for the DN words themselves, as these are used as gold vectors during evaluation.

To optimise the background embeddings (for both Word2Vec and FastText), we carry out a grid search for the learning rate (0.025, 0.05 or 0.1), dimension (150, 300 or 450), window size (5 or 10), negative sampling rate (5, 10 or 15) and number of epochs (5, 10 or 100). For FastText, the standard character n-gram length of 3 to 5 characters is used. Evaluating these models on the CRW development set (Schick and Schütze, 2018), we find that for both algorithms, the default configuration is not significantly worse than the respective top performer for each algorithm. Therefore, we opt for the default configuration in both cases.

5.2 Previous Work

5.2.1 Context-Based Few-Shot Learning

Word2Vec We conduct the same grid search as for the background embeddings (aside from the dimension, which is fixed to 300). For the CRW

\(^{8}\)Learning rate 0.025, dimension 300, negative sampling 5, window size 5, and 5 epochs.

\(^{9}\)At the 0.01 level, using a Monte Carlo permutation test.
dataset, we again find the same parameters. For the DN task, a higher number of epochs (100) and window size (10) substantially improve upon the default setup. A possible explanation for the big difference in hyperparameters can be found in the negative sampling mechanism: as only a single context sentence is used in the DN task, a small number of negative samples is used per epoch. This makes the effect of negative sampling on the returned vector more variable, while the gold vector has had sufficient (positive and negative) samples to converge to the expected value. By raising the window size and the number of epochs, the number of negative samples is also increased, allowing for the same to happen even with a single input sentence. On the CRW task, there is no similar tendency, indicating that this ‘expected effect of negative sampling’ is important for recreating a vector exactly, but less so for the quality of the vector as compared to human judgement.

Nonce2Vec For performance reasons, we implement the Nonce2Vec algorithm ourselves. We use the same parameters reported by Herbelot and Baroni (2017) and confirm that results are comparable to the original.

Mem2Vec As no code was published for Mem2Vec, we have not evaluated the algorithm ourselves. For completeness, we report the results available for the DN and CRW tasks.

A La Carte The code provided with the original paper allows us to easily generate the transformation matrix needed for this model.

5.2.2 Hybrid Few-Shot Learning

FastText For the CRW task, we again find the default settings to be optimal. We only evaluate FastText on the Filtered CRW and Full Chimera tasks, so as to avoid problems with model dependence (DN task) and lexical information leakage.

Form-Context Model We make use of the gated model, training it just like Schick and Schütze (2018). The same character n-gram lengths are used as for FastText.

5.3 Novel Methods

Selective Word2Vec & FastText Based on Gensim’s Skip-Gram implementation, we create a selective version of Word2Vec and FastText. All parameters are found to be the same as for the non-selective versions, except for selective Word2Vec on the DN task, where a higher-risk learning rate of 0.1 is now optimal.

Window Weights To add window weights to the addition-based models, we evaluate both the additive and A La Carte models with a window size of 2, 5, 10, 15 and 20, finding 10 to be optimal across the board.

Subsampling & Negative Sampling For the subsampling mechanism, the frequency threshold $t = 10^{-5}$ is used, as recommended by Mikolov et al. (2013). For the negative sampling mechanism, rates of 1, 2, 5 and 10 negative samples per positive sample are considered, with 2 being optimal for both the CRW and DN development set.

Neural ALC & FCM We use a simple architecture with one hidden layer. This hidden layer has 1000 neurons (out of 100, 200, 500, 1000 and 2000) and has a ReLU activation. The output layer has no non-linearity. The network is optimised with the Adam optimiser (Kingma and Ba, 2015) and the mean square error loss function. The model is trained with the same samples as the original A La Carte model. The same window weights are used as before.

6 Results

We now discuss the results for each dataset, with the emphasis on trends in how models adapt to different circumstances. A summary is provided in Section 7.

6.1 Definitional Nonce & Filtered DN

Results for the DN and Filtered DN task are shown in Table 1. The best context-based model on both tasks is the A La Carte model, which significantly outperforms all other context-based models. While the Form-Context model performs significantly better than A La Carte on both tasks, the original DN task is completely dominated by the stem-based model. This shows that using known related word forms is an extremely effective approach for estimating a new embedding. The removal of these related words from the training data heavily impacts the scores for all form-based and hybrid methods, but the Form-Context model still manages to perform strongly on the Filtered DN task, showing that the model is robust to varying amounts of information in both the form and context.

\[ \text{Significance testing is applied to the MRR metric.} \]
<table>
<thead>
<tr>
<th>Method</th>
<th>Definitional Nonce</th>
<th>Filtered DN</th>
<th>Chimera</th>
<th>Full Chimera</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>MRR</td>
<td>Median</td>
<td>MRR</td>
<td>Median</td>
</tr>
<tr>
<td>Word2Vec</td>
<td>0.0007</td>
<td>5253</td>
<td>0.0110</td>
<td>3546</td>
</tr>
<tr>
<td>Additive</td>
<td>0.0332</td>
<td>870</td>
<td>0.0377</td>
<td>678</td>
</tr>
<tr>
<td>Nonce2Vec</td>
<td>0.0415</td>
<td>708</td>
<td>0.0557</td>
<td>583</td>
</tr>
<tr>
<td>A La Carte</td>
<td>0.0706</td>
<td>165</td>
<td>0.0697</td>
<td>155</td>
</tr>
<tr>
<td>A La Carte + Window</td>
<td>0.0542</td>
<td>512</td>
<td>-</td>
<td>-</td>
</tr>
<tr>
<td>A La Carte + Window/Sub/Neg</td>
<td>0.0426</td>
<td>637</td>
<td>0.0321</td>
<td>591</td>
</tr>
<tr>
<td>A La Carte + Window/Sub/Neg</td>
<td>0.0327</td>
<td>2274</td>
<td>0.0323</td>
<td>510</td>
</tr>
<tr>
<td>Neural A La Carte + Window</td>
<td>0.0472</td>
<td>931</td>
<td>0.0334</td>
<td>1114</td>
</tr>
<tr>
<td>Additive + Window</td>
<td>0.0364</td>
<td>937</td>
<td>0.0320</td>
<td>646</td>
</tr>
<tr>
<td>Additive + Window/Sub/Neg</td>
<td>0.0523</td>
<td>267</td>
<td>0.0400</td>
<td>418</td>
</tr>
<tr>
<td>Neural A La Carte + Window</td>
<td>0.0426</td>
<td>637</td>
<td>0.0321</td>
<td>591</td>
</tr>
</tbody>
</table>

Table 1: Results for DN and Chimera tasks. The best result per category (context-based or hybrid) in every column is marked in bold, while setups that were not evaluated have been filled with a dash. Purely form-based methods are not evaluated on the Chimera tasks. The stem-based model is not compatible with the filtered tasks.

Selective Word2Vec and the additive models show that the baseline scores reported by Herbelin and Baroni left much room for improvement, but both normal and selective Word2Vec are still among the worst models evaluated. The effect of weights used in the addition-based models is not consistently positive, which might be explained by the fact that these principles are meant for natural word usage (not definitions, as in the DN dataset).

### 6.2 Chimera & Full Chimera

The results for the original and Full Chimera tasks are provided in Table 1. On the original task, there are no clear performance trends, presumably caused by the small size of the test set. In that respect, the Full Chimera task is much more useful, allowing for a better comparison between models. The additive model with a window achieves the best score on all trials for the Full Chimera task, as well as one for the original (L6, with strong performance L2 and L4 as well). The most advanced additive model (window, subsampling and negative sampling) and the nonlinear A La Carte model also perform very strongly on the Full Chimera task.

There is a clear divide between the context-based and hybrid models, with the latter being outperformed by almost all of the former. This is caused by the nonsensical word forms used for chimeras: the form information is now misinformation. Looking at the large performance difference between both Form-Context models and the FastText-based models, the advantage of the Form-Context architecture becomes clear: the adaptive weighting between form and context provides much better flexibility. FastText, on the other hand, has a fixed strategy, meaning it cannot disregard the useless form information. The original FastText algorithm outperforms selective FastText, as the subword embeddings are able to overfit on the provided context sentences.

### 6.3 CRW Tasks

The results for the CRW tasks are provided in Table 2. On the original CRW task, hybrid methods dominate, with the FCM outperforming all other results significantly even with no context sentences. This again shows how much lexical information is available.

On the Filtered CRW task, form-based scores are much lower. However, as shown by the two FastText models and the two Form-Context models, using form information can still provide a clear advantage here by augmenting sparse context-based information. In this situation, the fixed strategy used by FastText allows the selective FastText algorithm to be among the top models on the Filtered CRW task, while the original FastText algorithm suffers from overfitting. The best model overall is the Neural FCM, achieving the top result on all but one trial.

Among the context-based methods, all A La
Table 2: Results on both CRW tasks. The best result per category in every column is marked in bold. The form-based and hybrid categories are shown together, as a hybrid model using 0 context sentences is effectively form-based. The stem-based model is not compatible with the filtered tasks.

<table>
<thead>
<tr>
<th>Method</th>
<th>Contextual Rare Words</th>
<th>Filtered CRW</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Number of Context Sentences</td>
<td>Number of Context Sentences</td>
</tr>
<tr>
<td></td>
<td>0</td>
<td>1</td>
</tr>
<tr>
<td>Word2Vec</td>
<td>-</td>
<td>0.15</td>
</tr>
<tr>
<td>Additive</td>
<td>-</td>
<td>0.12</td>
</tr>
<tr>
<td>Nonece2Vec</td>
<td>-</td>
<td>0.12</td>
</tr>
<tr>
<td>A La Carte</td>
<td>-</td>
<td>0.19</td>
</tr>
<tr>
<td>Selective Word2Vec</td>
<td>-</td>
<td>0.19</td>
</tr>
<tr>
<td>Additive + Window</td>
<td>-</td>
<td>0.13</td>
</tr>
<tr>
<td>Additive + Window/Sub/Neg</td>
<td>-</td>
<td>0.16</td>
</tr>
<tr>
<td>ALC + Window</td>
<td>-</td>
<td>0.21</td>
</tr>
<tr>
<td>ALC + Window/Sub/Neg</td>
<td>-</td>
<td>0.21</td>
</tr>
<tr>
<td>Neural ALC + Window</td>
<td>-</td>
<td>0.22</td>
</tr>
<tr>
<td>FastText</td>
<td>-</td>
<td>-</td>
</tr>
<tr>
<td>Form-Context</td>
<td>0.49</td>
<td>0.42</td>
</tr>
<tr>
<td>Stem-Based</td>
<td>0.32</td>
<td>-</td>
</tr>
<tr>
<td>Selective FastText</td>
<td>-</td>
<td>-</td>
</tr>
<tr>
<td>Neural FCM</td>
<td>0.49</td>
<td>0.43</td>
</tr>
</tbody>
</table>

7 Conclusion

Different situations and goals in few-shot learning have different optimal solutions. The difference between learning from natural language usage and definitions is especially apparent: only the original A La Carte method performs well for both types, while other models that do very well on the latter typically trail on the former. The principles behind Word2Vec work well in other models when using unfiltered, natural usage examples, but are less consistent when the sentences are filtered (Chimera dataset) or of a different type (DN dataset). The available word-form information is a double-edged sword: while real-world scenarios will often allow for the use of such information, a completely novel word form can cause a decrease in performance. With a combination of existing and novel evaluation tasks, we have been able to compare and explain model performance between context-based and hybrid methods in different scenarios.

The success of the newly proposed baseline methods shows that within specific use cases, a simple approach can suffice to achieve very strong performance. More complex methods, such as Nonece2Vec and Mem2Vec, are even outperformed across the board by these new baselines. However, simple methods typically struggle to generalise to multiple sub-tasks. The main benefit of more complex methods is that they are more flexible, at the price of overhead and a risk of overfitting. For both context-based and hybrid few-shot learning, we have achieved a new state of the art on 4 out of the 6 evaluation tasks used, showing that a careful, optimised approach can be the key to success in few-shot learning. Future work could explore other distributional models, such as dependency embeddings (Levy and Goldberg, 2014; Czarnowska et al., 2019), but it is clear from our results that careful optimisation will be required to adapt other models to the few-shot setting.
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Abstract
Many architectures for multi-task learning (MTL) have been proposed to take advantage of transfer among tasks, often involving complex models and training procedures. In this paper, we ask if the sentence-level representations learned in previous approaches provide significant benefit beyond that provided by simply improving word-based representations. To investigate this question, we consider three techniques that ignore sequence information: a syntactically-oblivious pooling encoder, pre-trained non-contextual word embeddings, and unigram generative regularization. Compared to a state-of-the-art MTL approach to textual inference, the simple techniques we use yield similar performance on a universe of task combinations while reducing training time and model size.1

1 Introduction
Multi-task learning (MTL) is usually framed as a discriminative learning problem in which predictors are learned jointly for multiple related tasks, under the premise that jointly optimizing related tasks will yield more robust parameter estimates.

In this work, we consider a collection of two-sequence classification tasks covering sentiment analysis and textual entailment. Previous work has shown that for these kinds of tasks, models incorporating only bag-of-words (BOW) features are competitive with models based on sequence encoders such as recurrent neural networks (RNNs) and convolutional neural networks (CNNs) that build compositional sequence representations (Iyyer et al., 2015; Wieting et al., 2016; Arora et al., 2017). Arora et al. (2017) suggest that BOW models better exploit the semantics of a sequence than RNNs do.

∗Work done while at Johns Hopkins University.
1Our code is available at https://github.com/felicitywang/tfmtl.

Arora et al. (2017) show that improving context-independent word-level representations may be sufficient for good performance on particular kinds of tasks. Here we ask if those findings extend to the MTL setting, and in particular how well the BOW techniques capture transfer among tasks.

We additionally observe that the standard MTL framing does not make full use of the available labeled data, as it ignores an important type of related task: generative reconstruction of the observations (§2.3). The MTL framework naturally accommodates reconstruction simply as additional tasks.

In this paper, we: (1) consider bag-of-words techniques including pooling encoders, pre-trained word embeddings, and unigram generative regularization, and (2) demonstrate that bag-of-words techniques are competitive with sequence-level techniques in MTL for sentiment analysis and textual inference (§3).

2 Bag-of-Words Techniques
We employ three approaches that use only bag-of-words representations: pooling (aggregation) encoders, pre-trained word embeddings, and unigram generative regularization. These approaches do not model sequence-level interactions. We do not use contextualized encoders such as ELMo (Peters et al., 2018) and BERT (Devlin et al., 2019) because they incorporate sequence-level and positional representations.

2.1 Pooling Encoders
We first consider a variant of the deep averaging network (DAN) encoder (Iyyer et al., 2015). The DAN encoder is a syntactically-oblivious encoder that consists of three steps: average (mean-pool) a sequence’s non-contextual word embeddings, pass the average through feed-forward layers, and then perform linear classification on the final layer’s
representation. We concatenate a max-pooling operation to the mean-pooling used in the first step of the original DAN encoder\(^2\) and use a non-linear transformation in the final layer\(^3\).

Pooling encoders such as DAN and PARAGRAM-PHRASE (which has no parameters) are much faster to train than LSTMs and CNNs, and have been shown to have competitive performance on textual similarity, textual entailment, and sentiment classification tasks (Iyyer et al., 2015; Wieting et al., 2016; Arora et al., 2017).

2.2 Pre-Trained Word Embeddings

A popular way to improve performance over the use of randomly initialized word embeddings is to use pre-trained word embeddings that have been learned from large corpora. The use of pre-trained embeddings is an example of transfer learning, which unlike MTL typically involves a pipeline of tasks rather than a joint training objective. Word embeddings are usually learned by fitting a language model (or other word prediction objective) on an out-of-domain text corpus (Mikolov et al., 2013; Pennington et al., 2014).

Although pre-trained word embeddings are learned in context and can thereby capture distributional syntactic information, good performance using pre-trained word embeddings would be evidence that sequence-aware models may not be necessary for MTL for the tasks we consider here.

Because we restrict our models to use only bag-of-words features, we seek to avoid any syntactic or sequential information that could be derived from our inputs. Any syntactic information present in pre-trained word embeddings comes from the sequences used in pre-training, not from the data in our tasks. By using pre-trained word embeddings, we seek only to determine what benefit is provided by initializing the corresponding parameters with the pre-trained embeddings rather than with random embeddings.

Additionally, contextualized encoders would capture sequential or positional information in our data inputs, so we do not use them. By not using contextualized encoders, each word has only one embedding, which is used regardless of its context.

2.3 Unigram Generative Regularization

We examine the incorporation of unigram generative regularization (UGR) for all tasks, in which we reconstruct the input sequence using a conditional unigram language model \(p_\theta(x \mid h)\).\(^4\) Intuitively, generative regularization provides signal that addresses the question, “What do inputs with a particular label tend to look like?” For example, we wish to capture information about inputs that express positive sentiment separately from information about inputs that express negative sentiment.

We explore multi-task UGR in this work because we found that single-task UGR can improve performance (see Table 3). Additionally, multi-task UGR uses no additional data, so we get it “for free.” UGR is inherently related to a dataset \(t\)’s corresponding discriminative task that learns \(q_{\phi_t}(y \mid x)\), and it can be viewed as simply another task in the set of auxiliary tasks because it is realized as an auxiliary loss term.

For arbitrary networks \(q_{\phi_t}(y \mid x)\) and \(p_{\theta}(x \mid h)\), our loss function, \(L_{\text{GMTL}}\), on a single example is:

\[
- [\alpha_t \log q_{\phi_t}(y_i^{(t)} \mid x_i^{(t)}) + \beta_t \log p_{\theta}(x_i^{(t)} \mid h_i^{(t)})]
\]

for input \(x_i^{(t)}\) and its label \(y_i^{(t)}\) drawn from dataset \(t\). The conditioning vector for the example, \(h_i^{(t)}\), may include information about \(y_i^{(t)}\). The discriminative and reconstruction task weights are \(\alpha_t\) and \(\beta_t\), respectively.

3 Experiments

As an external baseline, we compare our approach to methods proposed by Augenstein et al. (2018), herein referred to as ARS. ARS achieve state-of-the-art performance on topic-based sentiment analysis. We reimplement their baseline model as an additional comparison in our results (Table 3).

The main contributions of ARS are additional architectural components called the label embedding layer (LEL) and the label transfer network (LTN). In the baseline model, an example’s two input sequences, \(x_1\) and \(x_2\), are encoded using a two-stage bi-directional RNN and then passed into a task-specific classification layer. In the LEL model, the task-specific classification layers are replaced by a label embedding matrix shared by all tasks. By embedding all the tasks’ labels into a shared space, the LEL learns correlations among the tasks’ labels.

\(^2\)We tried combinations of mean-pooling, max-pooling, and min-pooling, and found mean-pooling + max-pooling performed the best based on held-out dev-set performance.

\(^3\)We tried ELU, ReLU, sigmoid, and tanh, and chose ReLU based on held-out dev-set performance.

\(^4\)The conditioning vector \(h\) is described in §3.2.
The LTN sits on top of the LEL and induces “pseudo-labels” for main task examples based on predicted distributions over labels made by each of the auxiliary tasks. The LTN is added to the main model after a pre-training step.

We note that ARS deliberately avoid pre-trained word embeddings in order to highlight their modeling contributions. We would expect their results to improve if pre-trained embeddings were used.

3.1 Datasets

We use the same two-sequence text classification datasets covering textual entailment and sentiment analysis used by ARS\(^5\): MultiNLI (Williams et al., 2018), ABSA-L/ABSA-R (Pontiki et al., 2016), Target (Dong et al., 2014), Stance (Mohammad et al., 2016), Topic-2/Topic-5 (Nakov et al., 2016), and FNC-1.\(^6\) All of the inputs have two sequences \((x_1, x_2)\), the second of which (usually a longer text, such as a Tweet or a news document) is read in the context of the first sequence (which is usually shorter, such as the topic/target/aspect of a Tweet, or a news headline). Detailed information about each dataset is shown in Table 1.

For each of our main tasks, we use the best-performing set of auxiliary tasks found by ARS (Table 2). To maintain comparability, we follow the same steps as ARS for pre-processing the data. In particular, MultiNLI was downsampled to the same 10K training examples (2.5%) as ARS, and so we refer to it as MultiNLI\(^2\).\(^3\).\(^4\)

3.2 Training Procedure

In all experiments, we seek to optimize performance on the main task, rather than optimize an aggregate metric across main and auxiliary tasks.

We set the discriminative task weights \(\alpha_t = 1\) for all discriminative tasks, and we fix the reconstruction task weights \(\beta_t = \beta\) across all reconstruction tasks for a given set of main and auxiliary tasks. We found performance improves when \(\beta \ll \alpha\), which is consistent with the treatment of reconstruction as a regularizing task.\(^8\) In general, \(\alpha_t\) and \(\beta_t\) may be tuned separately for each task.

We use 100-dimensional GloVe \(^6\) word embeddings and initialize the embeddings of words that appear in the GloVe vocabulary with their pre-trained embeddings (Pennington et al., 2014). Other words’ embeddings are initialized randomly. All embeddings are fine-tuned during training.

Because we want to see if good performance can be attained without sequence-level information, we reconstruct \(x_2\) using a unigram decoder, which projects the conditioning information \(h\) into a distribution over the vocabulary.

The conditioning vector decomposes as \(h := [t, y', \pi_1]\), which consists of: (1) a one-hot encoding \(t\) of the task index \(t\); this allows the language model to adapt to different tasks (Daumé III, 2007); (2) a task-specific projection \(y' = L_t y\) of the one-hot label vector \(y\), where \(L_t \in \mathbb{R}^{|x| \times |Y_t|}\) are trainable task-specific parameters; this projection transforms labels from potentially disparate label spaces \(|y_i|\) of different sizes to the same space; and (3) the input encoding \(\pi_1\), which conveys information about \(x_1\), on which we condition the reading of \(x_2\).\(^9\)

Together, the elements of the conditioning vector \(h\) provide for controllable text generation, in which the task, label, and context \(x_1\) together influence the distribution over words of \(x_2\) parametrized by \(p_\theta\) (Hu et al., 2017).\(^10\)

4 Discussion

Our experimental results are presented in Table 3. For the sake of comparison, we keep with the set of auxiliary tasks used by ARS, which are listed in Table 2. Other combinations of tasks may give better performance for the techniques we examine.

Using just bag-of-words features, our best models outperform the reimplementation of ARS’s baseline bi-directional RNN model in 4 of 7 cases and achieve competitive results in the other 3 cases. Our results are also competitive with ARS’s best-performing models, which may use the label embedding layer and label transfer network.

The DAN encoder in the single-task learning (STL) setting is competitive with ARS’s STL results and with our STL and MTL reimplementations.

\(^5\)We do not include results for FNC-1 as a main task because the FNC-1 development set of ARS consists of examples of only a single label type, making model selection (the intent of a dev-set) problematic.

\(^6\)http://www.fakenewschallenge.org/

\(^7\)p.c. with Isabelle Augenstein.

\(^8\)In preliminary experiments, the hyperparameter \(\beta\) was swept from \(10^{-2}\) to \(10^1\) in powers of 10. Because of poor performance for large \(\beta\), for subsequent experiments we reduced the range to \(10^{-2}\) to \(10^1\) in powers of 10.

\(^9\)http://nlp.stanford.edu/data/glove.6B.zip

\(^10\)Single-sequence tasks would not condition on \(\pi_1\).

\(^11\)Here, the decoder \(p_\theta\) is coupled with the encoder \(q_{\phi_t}\) both in the representation \(\pi_1\) and in the word embeddings. In principle, \(p_\theta\) may be decoupled from \(q_{\phi_t}\) entirely except for the word embeddings.
<table>
<thead>
<tr>
<th>Dataset</th>
<th># Labels</th>
<th># Train</th>
<th>Seq 1</th>
<th>Seq 2</th>
<th>Task</th>
</tr>
</thead>
<tbody>
<tr>
<td>MultiNLI</td>
<td>2</td>
<td>10,001</td>
<td>Hypothesis</td>
<td>Premise</td>
<td>Natural language inference</td>
</tr>
<tr>
<td>ABSA-L</td>
<td>3</td>
<td>2,618</td>
<td>Aspect</td>
<td>Review</td>
<td>Aspect-based sentiment analysis, laptop domain</td>
</tr>
<tr>
<td>ABSA-R</td>
<td>3</td>
<td>2,256</td>
<td>Aspect</td>
<td>Review</td>
<td>Aspect-based sentiment analysis, restaurant domain</td>
</tr>
<tr>
<td>Target</td>
<td>3</td>
<td>5,623</td>
<td>Target</td>
<td>Text</td>
<td>Target-dependent sentiment analysis</td>
</tr>
<tr>
<td>Stance</td>
<td>3</td>
<td>3,209</td>
<td>Target</td>
<td>Tweet</td>
<td>Stance detection</td>
</tr>
<tr>
<td>Topic-2</td>
<td>2</td>
<td>5,177</td>
<td>Topic</td>
<td>Tweet</td>
<td>Topic-based sentiment analysis, binary</td>
</tr>
<tr>
<td>Topic-5</td>
<td>5</td>
<td>7,236</td>
<td>Topic</td>
<td>Tweet</td>
<td>Topic-based sentiment analysis, fine-grained</td>
</tr>
<tr>
<td>FNC-1</td>
<td>4</td>
<td>39,741</td>
<td>Headline</td>
<td>Document</td>
<td>Fake News Detection</td>
</tr>
</tbody>
</table>

Table 1: Size of label set, number of training examples, content of sequences, and task description of each dataset.

<table>
<thead>
<tr>
<th>Main task</th>
<th>Auxiliary tasks</th>
</tr>
</thead>
<tbody>
<tr>
<td>MultiNLI2.5%</td>
<td>Topic-5</td>
</tr>
<tr>
<td>ABSA-L</td>
<td>Topic-5</td>
</tr>
<tr>
<td>ABSA-R</td>
<td>Topic-5, ABSA-L, Target</td>
</tr>
<tr>
<td>Target</td>
<td>FNC-1, MultiNLI2.5%, Topic-5</td>
</tr>
<tr>
<td>Stance</td>
<td>FNC-1, MultiNLI2.5%, Target</td>
</tr>
<tr>
<td>Topic-2</td>
<td>FNC-1, MultiNLI2.5%, Target</td>
</tr>
<tr>
<td>Topic-5</td>
<td>FNC-1, MultiNLI2.5%, ABSA-L, Target</td>
</tr>
</tbody>
</table>

Table 2: Main tasks and their corresponding auxiliary tasks as used here and by Augenstein et al. (2018).

The inclusion of unigram generative regularization (UGR) improves STL DAN performance in 5 of 7 cases (GSTL), motivating its use in the MTL setting. If GSTL performance achieves desired performance, then one saves a search over auxiliary tasks, such as those in (Liu et al., 2016; Augenstein et al., 2018). However, UGR hurts MTL performance in 6 of 7 cases (GMLT). Furthermore, GMLT performance is worse than GSTL performance in all cases, while MTL outperforms GSTL in 5 of 7 cases. These trends suggest that UGR is not needed once the regularization from incorporating auxiliary discriminative tasks takes effect. In other words, the parameter updates resulting from UGR are not as informative as the parameter updates resulting from having additional training examples from similar datasets. However, UGR may still be helpful when auxiliary training sets are not available.

Comparing STL to MTL results, we see that the DAN encoder often facilitates transfer across tasks. The best-performing MTL DAN model outperforms or equals the best-performing STL DAN model in 6 of 7 cases (all but Stance). The use of GloVe embeddings in MTL and GMLT improves performance over the use of randomly initialized embeddings because the task-independent information captured by the pre-trained word embeddings serves as good initialization.

Comparisons in training time, model size, and performance between the reimplemented ARS baseline model and the DAN model are given in Table 4 for MultiNLI2.5% and Topic-5, the largest dataset and the dataset with the most auxiliary tasks, respectively. The DAN model is 33.4% smaller and 7.7x faster than the ARS model for MultiNLI2.5% but achieves lower accuracy. DAN (run on a CPU) is 1.2x faster and 14.4% smaller than the ARS model (run on a GPU) for Topic-5 and achieves better performance.\(^1\) As expected based on prior work, the training speed of the DAN encoder is substantially faster than that of the bi-RNN encoder, especially on Stance and Topic-2. Overall, our results extend the findings of prior work on simple sentence encoders for sentiment analysis and textual inference to the MTL setting.

5 Related Work

Prior work has shown that bag-of-words pooling encoders compete with sequence encoders on sentiment analysis, textual entailment, and textual similarity for single-task learning (Iyyer et al., 2015; Wieting et al., 2016; Arora et al., 2017). In this work, we explore these tasks in the MTL setting and ask if transfer among the tasks can be captured by bag-of-words features.

Recent work in MTL has explored different parameter sharing schemes in shared neural architectures. Some models incorporate inductive bias by imposing hierarchies over tasks (Søgaard and

\(^{1}\)We would expect the time contrast for Topic-5 to be more pronounced if the DAN and ARS models were run on the same hardware.
Goldberg, 2016; Hashimoto et al., 2017; Sanh et al., 2019). Ruder et al. (2017) and Liu and Huang (2018) incorporate orthogonality constraints to learn which parameters tasks should share. Previous work in MTL has also lead to non-trivial training procedures. For example, Liu et al. (2017) and Chen and Cardie (2018) use adversarial training, and Ruder and Plank (2018) explore tri-training. The focus of this paper is a collection of BOW tools that form strong baselines upon which architectural or training improvements can be shown.

Ando and Zhang (2005) motivate the inclusion of auxiliary tasks for MTL. They automatically annotate unlabeled data to create a new labeled dataset that is related to the main task. In this work, our auxiliary tasks are pre-existing labeled datasets for which we include discriminative and reconstruction objectives. Criteria and heuristics for the selection of auxiliary tasks are discussed by Alonso and Plank (2017) and Bengil and Søgaard (2017).

For a given task, it is well-established that the addition of auxiliary word prediction objective terms may help regularize the representations used for prediction (Dai and Le, 2015; Kiros et al., 2015; Rei, 2017). Rei (2017) proposes a semi-supervised MTL framework for sequence tagging that incorporates a secondary language modeling objective. Like that approach, our unigram generative regularization (§2.3) requires no additional data. Our approach differs from Rei (2017) in three ways: we employ a conditional language model instead of an unconditional language model, allowing our model to learn in a supervised way from signal derived from the labels; we do not use semi-supervised learning; and we train in a multi-task setting involving both multiple datasets and a compound objective, whereas Rei (2017) optimizes a compound objective on a single dataset for each task (similar to GSTL in Table 3 of this work). To the best of our knowledge, our use of (unigram) generative regularization in the multi-task setting is novel.

### 6 Conclusion

We showed that bag-of-words techniques such as pooling encoders and non-contextual pre-trained word embeddings can capture transfer among sentiment analysis and textual entailment tasks in multi-task learning. We additionally showed that unigram generative regularization often improved single-task learning performance but not multi-task learning performance, suggesting that generative reg-

---

**Table 3: Test results.** *Acc*: accuracy; *F<sub>1</sub>*: macro-averaged *F<sub>1</sub>*; *FA*: macro-averaged *F<sub>1</sub>* of “favour” and “against” classes; *ρ<sub>N</sub>*: macro-averaged recall, averaged across topics; *MAE<sub>N</sub>*: macro-averaged mean absolute error, averaged across topics. †/‡ next to each task name indicates that higher/lower score is better. “STL”: single-task setting; “MTL”: multi-task setting; “(r)”: reimplementation of baseline bi-directional RNN model from ARS (no Label Embedding Layer or Label Transfer Network). *: model uses LEL; †: model uses LTN. Models using only BOW representations are marked with (w). Best results from BOW experiments (bottom section) are **bolded**.
ularization is not needed once the regularization from incorporating auxiliary discriminative tasks takes effect. The bag-of-words techniques are competitive with a state-of-the-art model, thereby extending the findings of prior work on bag-of-words approaches to sentiment analysis and textual entailment to the multi-task setting.
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Abstract

Multilingual transfer learning can benefit both high- and low-resource languages, but the source of these improvements is not well understood. Canonical Correlation Analysis (CCA) of the internal representations of a pre-trained, multilingual BERT model reveals that the model partitions representations for each language rather than using a common, shared, interlingual space. This effect is magnified at deeper layers, suggesting that the model does not progressively abstract semantic content while disregarding languages. Hierarchical clustering based on the CCA similarity scores between languages reveals a tree structure that mirrors the phylogenetic trees hand-designed by linguists. The subword tokenization employed by BERT provides a stronger bias towards such structure than character- and word-level tokenizations. We release a subset of the XNLI dataset translated into an additional 14 languages at https://www.github.com/salesforce/xnli_extension to assist further research into multilingual representations.

1 Introduction

Natural language processing (NLP) in multilingual settings often relies on transfer learning between high- and low-resource languages. Word embeddings trained with the Word2Vec (Mikolov et al., 2013b) or GloVe (Pennington et al., 2014) algorithms are trained with large amounts of unsupervised data and transferred to downstream task-specific architectures in order to improve performance. Multilingual word embeddings have been trained with varying levels of supervision. Parallel corpora can be leveraged when data is available (Gouws et al., 2015; Luong et al., 2015), monolingual embeddings can be learned separately (Klementiev et al., 2012; Zou et al., 2013; Hermann and Blunsom, 2014) and then aligned using dictionaries between languages (Mikolov et al., 2013a; Faruqui and Dyer, 2014), and cross-lingual embeddings can be learned jointly through entirely unsupervised methods (Conneau et al., 2017; Artetxe et al., 2018).

Contextualized word embeddings like CoVe, ELMo, and BERT (McCann et al., 2017; Peters et al., 2018; Devlin et al., 2018) improve a wide variety of natural language tasks (Wang et al., 2018; Rajpurkar et al., 2016; Socher et al., 2013; Conneau et al., 2018). A multilingual version of BERT trained on over 100 languages achieved state-of-the-art performance across a wide range of languages as well. Performance for low-resource languages has been further improved by additionally leveraging parallel data (Lample and Conneau, 2019) and leveraging machine translation systems for cross-lingual regularization (Singh et al., 2019).

Prior work in zero-shot machine translation has investigated the extent to which multilingual neural machine translation systems trained with a shared subword vocabulary Johnson et al. (2017); Kudugunta et al. (2019) learn a form of interlingua, a common representational space for semantically similar text across languages. We aim to extend this study to language models pretrained with multilingual data in order to investigate the extent to which the resulting contextualized word embeddings represent an interlingua.

Canonical correlation analysis (CCA) is a classical tool from multivariate statistics (Hotelling, 1992) that investigates the relationships between two sets of random variables. Singular value and projection weighted variants of CCA allow for analysis of representations of the same data points from different models in a way that is invariant to affine transformations (Raghu et al., 2017; Morcos et al., 2018), which makes them particularly suitable for analyzing neural networks. They have
been used to explore learning dynamics and representational similarity in computer vision (Morcos et al., 2018) and natural language processing (Saphra and Lopez, 2018; Kudugunta et al., 2019).

We analyze multilingual BERT using projection weighted canonical correlation analysis (PWCCA) between representations from semantically similar text sequences in multiple languages. We find that the representations from multilingual BERT can be partitioned using PWCCA similarity scores to reflect the linguistic and evolutionary relationships between languages. This suggests that BERT does not represent semantically similar data points nearer to each other in a common space as would be expected of an interlingua. Rather, representations in this space are primarily organized around features that respect the natural differences and similarities between languages. Our analysis shows that the choice of tokenization can heavily influence this space. Subword tokenization, in contrast to word and character level tokenization, provides a strong bias towards discovering these linguistic and evolutionary relationships between languages. As part of our experiments, we translated a subset of the XNLI data set into an additional 14 languages, which we publicly release to assist further research into multilingual representations.

2 Background and Related Work

2.1 Natural Language Inference and XNLI

The Multi-Genre Natural Language Inference (MultiNLI) corpus (Williams et al., 2017) uses data from ten distinct genres of English language for the task of natural language inference (prediction of whether the relationship between two sentences represents entailment, contradiction, or neither). XNLI (Conneau et al., 2018) is an evaluation set grounded in MultiNLI for cross-lingual understanding (XLU) in 15 different languages that include low-resource languages such as Swahili and Urdu. XNLI serves as the primary testbed for benchmarking multilingual understanding. We extend a subset of XNLI to an additional 14 languages for our analysis.

2.2 CCA

Deep network analyses techniques focusing on the weights of a network are unable to distinguish between several invariances such as permutation and scaling. CCA (Hotelling, 1992) and variants that use Singular Value Decomposition (SVD) (Raghu et al., 2017) or projection weighting (Morcos et al., 2018) are apt for analyzing the activations of neural networks because they provide a similarity metric that is invariant to permutations and scaling of neurons. These methods also allow for comparisons between representations for the same data points from different neural networks where there is no naive alignment from neurons of one network to another.

Given a dataset $X = \{x_1, \ldots, x_n\}$, let $L_1 \in \mathbb{R}^{m_1 \times n}$ and $L_2 \in \mathbb{R}^{m_2 \times n}$ be two sets of neurons. Often these sets correspond to layers in neural networks. CCA transforms $L_1$ and $L_2$ to $a_1^\top L_1$ and $b_1^\top L_2$ respectively where the pair of canonical variables $\{a_1, b_1\}$ is found by maximizing the correlation between the transformed subspaces:
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Figure 2: How CCA is used to compare the representations of different languages at different layers in BERT.

\[ \rho_1 = \max_{a \in \mathbb{R}^{m_1}, b \in \mathbb{R}^{m_2}} \frac{\langle a^\top L_1, b^\top L_2 \rangle}{||a^\top L_1|| \cdot ||b^\top L_1||} \]

Given the set \( \{a_1, b_1\} \), we can find another pair \( \{a_2, b_2\} \):

\[ \rho_2 = \max_{a_2 \in \mathbb{R}^{m_1}, b_2 \in \mathbb{R}^{m_2}} \frac{\langle a_2^\top L_1, b_2^\top L_2 \rangle}{||a_2^\top L_1|| \cdot ||b_2^\top L_1||} \]

under the constraints that \( \langle a_2, a_1 \rangle = 0 \) and \( \langle b_2, b_1 \rangle = 0 \). This continues until \( \{a_{m'}, b_{m'}\} \) and \( \rho_{m'} \) have been found such that \( m' = \min(m_1, m_2) \).

The average of \( \{\rho_1, ... \rho_{m'}\} \) is often used as an overall similarity measure, as in related work exploring multilingual representations in neural machine translation systems (Kudugunta et al., 2019) and language models (Saphra and Lopez, 2018). Morcos et al. (2018) show that in studying recurrent and convolutional networks, replacing a weighted average leads to a more robust measure of similarity between two sets of activations. For the rest of the paper we use this PWCCA measure to determine the similarity of two sets of activations. The measure lies between \([1,0]\) with 1 being identical and 0 being no similarity between the representations.

CCA is typically employed to compare representations for the same inputs for different models or layers (Raghu et al., 2017; Morcos et al., 2018). We also use CCA to compare representations from the same neural network when fed two translated versions of the same input (Figure 2).

3 Experiments and Discussion

We use the uncased multilingual BERT model (Devlin et al., 2018) and the XNLI data set for most experiments. Multilingual BERT is pre-trained on the Wikipedia articles form 102 languages and is 12-layers deep. The XNLI dataset consists of the MultiNLI dataset translated into 15 languages. The uncased multilingual BERT model does not contain tokenization or pretraining for Thai so we focus our analysis on the remaining 14 languages. To provide a more robust study of a broader variety of languages, we supplement the XNLI data set by further translating the first 15 thousand examples using google translate. This allows for analysis of representations for 14 additional languages including Azerbaijani, Czech, Danish, Estonian, Finish, Hungarian, Kazakh, Latvian, Lithuanian, Dutch, Norwegian, Swedish, Ukrainian, and Uzbek.

Following the standard approach to using BERT (Devlin et al., 2018), a [CLS] token is prepended to each example, which consists of a premise, a [SEP] token and a hypothesis. The [CLS] token has been pretrained to extract inter-sentence relationships between the sentences that follow it. When fine-tuned on XNLI, the final representations for the [CLS] token is used to predict the relationship between sentences as either entailment, contradiction or neutral. This [CLS] token
can be thought of as a summary embedding for the input as a whole. We analyze the activations of this [CLS] token for the same XNLI examples across all available languages (Figure 2). These representations have 768 neurons computed over 15 thousand datapoints.

For all fine-tuning experiments we use the hyperparameters and optimization strategies recommended by (Devlin et al., 2018) unless otherwise specified. We use a learning rate warm-up for 10% of training iterations and then linearly decay to zero. The batch size is 32 and the target learning rate after warm-up is $2e^{-5}$.

3.1 Representations across languages are less similar in the deeper layers of BERT

Figure 3 demonstrates that for all language combinations tested, the summary representation (associated with the [CLS] token) for semantically similar inputs translated into multiple languages is most similar at the shallower layers of BERT, close to the initial embeddings. The representations steadily become more dissimilar in deeper layers until the final layer. The jump in similarity in the final layer can be explained by the common classification layer that contains only three classes. In order to finally choose an output class, the network must project towards one of the three embeddings associated with those classes (Liu et al., 2019).

The trend towards dissimilarity in deeper layers suggests that contextualization in BERT is not a process of semantic abstraction as would be expected of an interlingua. Though semantic features common to the multiple translations of the input might also be extracted, the similarity between representations is dominated by features that differentiate them. BERT appears to preserve and refine features that separate the inputs, which we speculate are more closely related to syntactic and grammatical features of the input.

Representations at the shallower layers, closer to the subword embeddings, exhibit the highest degree of similarity. This provides further evidence for how a subword vocabulary can effectively span a large space of languages.

3.2 Representations diverge with depth after fine-tuning

In the previous set of experiments, BERT had only been pretrained on the unupservised masked language modeling objective. In that setting the [CLS] token was trained to predict whether the second sentence followed the first. This does not align well with the XNLI task in cases in which the hypothesis would not likely follow the premise in the corpora used for pretraining. To alleviate concerns that this might influence the representational similarity, we repeat the above experiments after fine-tuning BERT on several languages. Figure 4 confirms that representations for semantically similar inputs in different languages diverge in PWCCA similarity in deeper layers of BERT.

3.3 Deeper layers change more dramatically during fine-tuning

We also notice that during fine-tuning, the deepest layers of BERT change the most according to PWCCA similarity. In these experiments, we use PWCCA in the more standard setting, in which identical inputs are provided to two different models in order to get two set of neuron activations.
The two different models are different checkpoints of pretrained, multilingual BERT over the course of fine-tuning. Figures 5a - 5d follow a similar structure in which the PWCCA value is computed between all the layers of two models. The matrices are symmetric in expectation, but noise during optimization creates slight asymmetry. Figure 5a shows a baseline case demonstrating that a pretrained, multilingual BERT compared with itself has a PWCCA value of 1 with strong diagonal showing the identity between each layer. The off-diagonal entries show that layer-wise similarity depends on relative depth. This successive and gradual changing of representations is precisely the behavior we expect from networks with residual connections (Raghu et al., 2017).

We compare the pretrained multilingual BERT to a converged BERT fine-tuned on XNLI in Figure 5b and 5c. We use representations for the [CLS] token in Figure 5b and the first token in the premise for Figure 5c. Both confirm that the function of early layers remains more similar as the network is fine-tuned. We find this trend to hold for a wide range of tasks including SST and QNLI as well.

Figure 5d shows that deep pretrained networks also converge bottom up during fine-tuning by comparing the representations a quarter of the way through fine-tuning with those of a converged model. Most of the remaining change in the representations between a quarter of the way through training and convergence happens in the later layers. Therefore the changes to middle layers we observe in Figure 5b happen during the first quarter of training.

3.4 Phylogentic Tree of Language Evolution

Figures 3 and 4 show that the representations learned for different languages diverge as we go deeper into the network, as opposed to converging if the network were learning an interlingua or a shared representation space. However, the relative similarities between languages clearly varies for different pairs and changes as a function of depth. To further investigate the internal relationships between representations learned by BERT we create a similarity matrix using PWCCA between all 28 languages for all 12 layers in BERT. For the PWCCA calculations we use the representations of the [CLS] token to generate $L_1$ and $L_2$. The resulting similarity matrix for Layer 1 is shown in Figure 6.

To visualize these relationships this matrix can be converted to a phylogenetic tree using a cluster algorithm. In Figure 1 we use unweighted pair group method with arithmetic mean (UPGMA), a simple agglomerative (bottom-up) hierarchical clustering method (Sokal, 1958) to generate a phylogentic tree from the representations from Layer 6 of BERT. The generated phylogentic tree closely resembles the language tree constructed by linguists to explain the relationships and evolution of human languages. The details of the li
tic evolutionary phylogenetic tree of languages is still debated and a tree model faces some limitations as not all evolutionary relationships are completely hierarchical and it can not easily account for horizontal transmissions. However many of the commonly known relationships between languages are embedded in BERT’s representations. We see that BERT’s space of its internal representations is finely partitioned into families and subfamilies of languages.

Northern Germanic languages are clustered together and the Western Germanic languages are clustered together before being combined together into the pro-germanic family. Romantic languages are clustered together before the Romantic and Germanic families are combined together. BERT’s internal representation of English is in-between that of the Germanic and Romantic sub-families. This captures evolution and structure of English, which is considered a Germanic language but borrows heavily from romantic and latin languages. By varying the layer at which the representations are used to create the phylogentic tree, different structures emerge. Sometimes English is clustered with German before it is combined with the romantic languages, but mostly BERT seems to classify English as a romantic language.

For Layers 6 through 12 the trees generated are almost or exactly like Figure 1. At these layers, Azerbaijani, Turkish, Kazakh, and Uzbek are grouped into the same family although these languages span multiple scripts and have had their official scripts changed multiple times allowing for the possible introduction of confounding differences. Interestingly, at these same layers in Figure 3, languages seem to diverge the most from each other. This seems to suggest that instead of finding a shared latent space for all of the languages, as would be necessary for an interlingua, BERT is actually carefully partitioning its space in a fashion that linguistic and evolutionary relationships are preserved between languages. Trees generated from Layers 1 through 5 seem to make more mistakes than those of later layers. We see that these trees end up failing to group Azerbaijani, Turkish, Kazakh, and Uzbek into the same family, often leaving Kazakh out which is written in Cyrillic script. We can hypothesis that BERT’s internal representations are more reliant on the identity of shared subwords earlier in the network as opposed to later in the network. As a matter of fact, if we use agglomerative clustering to construct a tree from a matrix of subword overlap counts (Figure 7a), we find that it almost exactly matches the tree constructed from BERT’s earlier layers.

It seems that BERT’s shared multilingual subword vocabulary (Mikolov et al., 2012; Sennrich et al., 2015) provides it with a strong bias towards what linguistic relationships exist between human languages. Instead of then fusing the representations of different languages into one shared representation during training, BERT actually successively refines this partitioned space to better reflect the linguistic relationships between languages at higher layers (Figure 1).

3.5 Tokenization Provides a Strong Bias Towards Knowledge of Linguistic Relationships Between Languages

We tokenize the first 15 thousand examples from XNLI and our translated data using different tokenization methods and compute the token overlap between different languages, generating similarity matrices similar to the one shown in Figure 6. From these matrices we perform agglomerative clustering of languages to generate phylogenetic trees (Figure 7). These trees show how different tokenization schemes can embed different linguistic biases into our models. We investigate subword, word, and character level tokenization. The subword tokenization is done using BERT’s learned BPE vocabulary. The word level tokenization is achieved by simply tokenizing at spaces, and the character level tokenization is done using Python’s native character level string splitting. Figure 7a is generated from using subwords, and although is not as accurate as the tree generated from BERT’s representation at layer 6 (Figure 1), it is still non-trivially close to a linguistically accurate depiction of human language evolution. We see that by using a shared subword vocabulary, multilingual BERT has a very strong bias to discover the linguistic relationships between languages. However, this bias is not as strong if other forms of tokenization are used. Figures 7b and 7c show the trees generated by word level and character level tokenization respectively. We see that word level tokenization splits the Romantic and Germanic languages into completely different trees, and that character level tokenization ends up combining all languages that share the Latin script regardless of their true families. Perhaps the
Figure 7: Different agglomerative clusterings of languages based on subword, word, and character overlap. We see that different tokenization schemes used in NLP embed different linguistic biases into models.
ability of subwords to capture these linguistic relationships between languages has contributed to their wide success in applications including machine translation and language modeling.

4 Conclusion and Future Directions

While natural language processing systems often focus on a single language, multilingual transfer learning has the potential to improve performance, especially for low-resource languages. Many previous multilingual approaches claim to develop shared representations of different languages. Recently, multilingual BERT and related models trained in an unsupervised fashion on monolingual corpora from over 100 languages achieve state of the art performance on many tasks involving low resource languages. Using Cononical Corelation Analysis (CCA) on the internal representations of BERT, we find that it is not embedding different languages into a shared space. Rather, at deeper layers, BERT partitions the space to better reflect the linguistic and evolutionary relationships between languages. We also find that subword tokenization, in contrast to word and character level tokenization, provides a strong bias to discover linguistic and evolutionary relationships between languages.
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Abstract

Entities, which refer to distinct objects in the real world, can be viewed as language universals and used as effective signals to generate less ambiguous semantic representations and align multiple languages. We propose a novel method, CLEW, to generate cross-lingual data that is a mix of entities and contextual words based on Wikipedia. We replace each anchor link in the source language with its corresponding entity title in the target language if it exists, or in the source language otherwise. A cross-lingual joint entity and word embedding learned from this kind of data not only can disambiguate linkable entities but can also effectively represent unlinkable entities. Because this multilingual common space directly relates the semantics of contextual words in the source language to that of entities in the target language, we leverage it for unsupervised cross-lingual entity linking. Experimental results show that CLEW significantly advances the state-of-the-art: up to 3.1% absolute F-score gain for unsupervised cross-lingual entity linking. Moreover, it provides reliable alignment on both the word/entity level and the sentence level, and thus we use it to mine parallel sentences for all \( \binom{302}{2} \) language pairs in Wikipedia.\(^1\)

1 Introduction

The sheer amount of natural language data provides a great opportunity to represent named entity mentions by their probability distributions, so that they can be exploited for many Natural Language Processing (NLP) applications. However, named entity mentions are fundamentally different from common words or phrases in three aspects. First, the semantic meaning of a named entity mention (e.g., a person name “Bill Gates”) is not a simple summation of the meanings of the words it contains (“Bill” + “Gates”). Second, entity mentions are often highly ambiguous in various local contexts. For example, “Michael Jordan” may refer to the basketball player or the computer science professor. Third, representing entity mentions as mere phrases fails when names are rendered quite differently, especially when they appear across multiple languages. For example, “Ang Lee” in English is “Li An” in Chinese.

Fortunately, entities, the objects which mentions refer to, are unique and equivalent across languages. Many manually constructed entity-centric knowledge base resources such as Wikipedia\(^2\), DBPedia (Auer et al., 2007) and YAGO (Suchanek et al., 2007) are widely available. Even better, they are massively multilingual. For example, up to August 2018, Wikipedia contains 21 million inter-language links\(^3\) between 302 languages. We propose a novel cross-lingual joint entity and word (CLEW) embedding learning framework based on multilingual Wikipedia and evaluate its effectiveness on two practical NLP applications: Cross-lingual Entity Linking and Parallel Sentence Mining.

Wikipedia contains rich entity anchor links. As shown in Figure 2, many mentions (e.g., “小米” (Xiaomi)) in a source language are linked to the entities in the same language that they refer to (e.g., zh/小米科技 (Xiaomi Technology)), and some mentions are further linked to their corresponding English entities (e.g., Chinese mention “苹果” (Apple) is linked to entity en/Apple_Inc in English). We replace each mention (anchor link) in the source language with its corresponding entity title in the target language if it exists, or in

\(^1\)We make all software and resources publicly available for research purpose at http://panx27.github.io/wikiann.

\(^2\)https://www.wikipedia.org

\(^3\)https://en.wikipedia.org/wiki/Help:Interlanguage_links
the source language otherwise. After this replacement, each entity mention is treated as a unique disambiguated entity, then we can learn joint entity and word embedding representations for the source language and target language respectively.

Furthermore, we leverage these shared target language entities as pivots to learn a rotation matrix and seamlessly align two embedding spaces into one by linear mapping. In this unified common space, multiple mentions are reliably disambiguated and grounded, which enables us to directly compute the semantic similarity between a mention in a source language and an entity in a target language (e.g., English), and thus we can perform Cross-lingual Entity Linking in an unsupervised way, without using any training data. In addition, considering each pair of Wikipedia articles connected by an inter-language link as comparable documents, we use this multilingual common space to represent sentences and extract many parallel sentence pairs.

The novel contributions of this paper are:

- We develop a novel approach based on rich anchor links in Wikipedia to learn cross-lingual joint entity and word embedding, so that entity mentions across multiple languages are disambiguated and grounded into one unified common space.

- Using this joint entity and word embedding space, entity mentions in any language can be linked to an English knowledge base without any annotation cost. We achieve state-of-the-art performance on unsupervised cross-lingual entity linking.

- We construct a rich resource of parallel sentences for \( \binom{302}{2} \) language pairs along with accurate entity alignment and word alignment.

2 Approach

2.1 Training Data Generation

Wikipedia contains rich entity anchor links. For example, in the following sentence from English Wikipedia markup: "[[Apple Inc.|apple]] is a technology company.", we replace each anchor link with its corresponding entity title, and thus treat each entity title as a unique word. For example, "en/Apple_Inc.|apple" is an anchor link that links the anchor text "apple" to the entity en/Apple_Inc.

Traditional approaches to derive training data from Wikipedia usually replace each anchor link with its anchor text, for example, “apple is a technology company.”. These methods have two limitations: (1) Information loss: For example, the anchor text “apple” itself does not convey information such as the entity is a company; (2) Ambiguity (Faruqui et al., 2016): For example, the fruit sense and the company sense of “apple” mistakenly share one surface form. Similar to previous work (Wang et al., 2014; Tsai and Roth, 2016; Yamada et al., 2016), we replace each anchor link with its corresponding entity title, and thus treat each entity title as a unique word. For example, “en/Apple_Inc.|apple|is a technology company.”. Using this kind of data mix of entity titles and contextual words, we can learn joint embedding of entities and words.

![Figure 1: Traditional word embedding (left), and joint entity and word embedding (right).](image)

The results from traditional word embedding and joint embedding for “apple” are visualized through Principal Component Analysis (PCA) in Figure 1. Using the joint embedding we can successfully separate those words referring to fruit and others referring to companies in the vector space. Moreover, the similarity can be computed based on entity-level instead of word-level. For example, en/Apple_Inc and en/Steve_Jobs are close in the vector space because they share many context words and entities.

Moreover, the above approach can be easily extended to the cross-lingual setting by using Wikipedia inter-language links. We replace each anchor link in a source language with its corresponding entity title in a target language if it exists, and otherwise replace each anchor link with its corresponding entity title in the source language. An example is illustrated in Figure 2.

Using this approach, the entities in a target language can be embedded along with words and the entities in a source language, as illustrated in Fig-
Figure 2: Using Wikipedia inter-language links to generate sentences which contain words and entities in a source language (e.g., Chinese) and entities in a target language (e.g., English).

Figure 3: Embedding which includes entities in English, and words and entities in Chinese (English words in brackets are human translations of Chinese words).

This joint representation has two advantages:

1. **Disambiguation**: For example, two entities en/Apple_Inc. and en/Apple can be differentiated by their distinct neighbors “电脑” (computer) and “水果” (fruit) respectively. (2) Effective representation of unknown entities: For example, the new entity zh/小米科技 (Xiaomi Technology), a Chinese mobile phone manufacturer, may not have an English Wikipedia page yet. But because it’s close to neighbors such as en/Microsoft, “手机” (phone) and “公司” (company), we can infer it’s likely to be a technology company.

### 2.2 Linear Mapping across Languages

Word embedding spaces have similar geometric arrangements across languages (Mikolov et al., 2013b). Given two sets of independently trained word embedding, the source language embedding $Z^S$ and the target language embedding $Z^T$, and a set of pre-aligned word pairs, a linear mapping $W$ is learned to transform $Z^S$ into a shared space where the distance between the embedding of the source language word and the embedding of its pre-aligned target language word is minimized. For example, given a set of pre-aligned word pairs, we use $X$ and $Y$ to denote two aligned matrices which contain the embedding of the pre-aligned words from $Z^S$ and $Z^T$ respectively. A linear mapping $W$ can be learned such that:

$$\arg\min_W ||WX - Y||_F$$

Previous work (Xing et al., 2015; Smith et al., 2017) shows that enforcing an orthogonal constraint $W$ yields better performance. Consequently, the above equation can be transferred to Orthogonal Procrustes problem (Conneau et al., 2017):

$$\arg\min_W ||WX - Y||_F = UV^T$$

Then $W$ can be obtained from the singular value decomposition (SVD) of $YX^T$ such that:

$$U\Sigma V^T = \text{SVD}(YX^T)$$

In this paper, we propose using entities instead of pre-aligned words as anchors to learn such a linear mapping $W$. The basic idea is illustrated in Figure 4. We use $E_T$ and $W_T$ to denote the sets of entities and words in the target language associated with the target entity and word embedding $Z^T$:

$$Z^T = \{z^T_{e_1}, \ldots, z^T_{e_{|E_T|}}, z^T_{w_1}, \ldots, z^T_{w_{|W_T|}}\}$$

Similarly, we use $E_S$ and $W_S$ to denote the sets of entities and words in the source language associated with the source entity and word embedding $Z^S$:

$$Z^S = \{z^S_{e_1}, \ldots, z^S_{e_{|E_S|}}, z^S_{w_1}, \ldots, z^S_{w_{|W_S|}}\}$$

and use $E'_{T}$ to denote the set of entities in the source language which are replaced with the corresponding entities in the target language, where $E'_{T} \in E_T$. Then $Z^S$ can be represented as:

$$Z^S = \{z^S_{e_1}, \ldots, z^S_{e_{|E'_{T}|}}, z^S_{e_1}, \ldots, z^S_{e_{|E_S|-|E'_{T}|}}, z^S_{w_1}, \ldots, z^S_{w_{|W_S|}}\}$$

Note that $z^S_{e_i}$ and $z^S_{e_i}$ are the embedding of $e_i$ in $Z^T$ and $Z^S$ respectively. Therefore, using entities in $E'_{T}$ as anchors, we can learn a linear mapping $W$ that maps $Z^S$ into the vector space of $Z^T$, and
obtain the cross-lingual joint entity and word embedding $\mathcal{Z}$.

We adopt the refinement procedure proposed by Conneau et al. (2017) to improve the quality of $W$. A set of new high-quality anchors is generated to refine $W$ learned from $Z_T$. High-quality anchors refer to entities that have high frequency (e.g., top 5,000) and entities that are mutual nearest neighbors. We iteratively apply this procedure to optimize $W$. At each iteration, the new high-quality anchors are exploited to learn a new mapping.

Conneau et al. (2017) also propose a novel comparison metric, Cross-domain Similarity Local Scaling (CSLS), to relieve the hubness phenomenon, where some vectors (hubs) are the nearest neighbors of many others. For example, entity en/United_States is a hub in the vector space. By employing this metric, the similarity of isolated vectors is increased, while the similarity of vectors in dense areas is decreased. Specifically, given a mapped source embedding $Wx$ and a target embedding $y$, the mean cosine similarity of $Wx$ and $y$ for their $K$ nearest neighbors in the other language, $r_T(Wx)$ and $r_S(y)$ are computed respectively. The comparison metric is defined as follows:

$$\text{CSLS}(Wx, y) = \cos(Wx, y) - r_T(Wx) - r_S(y)$$

Conneau et al. (2017) show that the performance is essentially the same when $K = 5, 10, 50$. Following this work, we set $K = 10$.

3 Downstream Applications

We apply CLEW to enhance two important downstream tasks: Cross-lingual Entity Linking and Parallel Sentence Mining.

3.1 Unsupervised Cross-lingual Entity Linking

Cross-lingual Entity Linking aims to link an entity mention in a source language text to its referent entity in a knowledge base (KB) in a target language (e.g., English Wikipedia). A typical Cross-lingual Entity Linking framework includes three steps: mention translation, entity candidate generation, and mention disambiguation. We use translation dictionaries collected from Wikipedia (Ji et al., 2009) to translate each mention into English. If a mention has multiple translations, we merge the linking results of all translations at the end. We adopt a dictionary-based approach (Medelyan and Legg, 2008) to generate entity candidates for each mention. Then we use CLEW to implement the following two widely used mention disambiguation features: Context Similarity and Coherence.

Context Similarity refers to the context similarity between a mention and a candidate entity. Given a mention $m$, we consider the entire sentence containing $m$ as its local context. Using CLEW embedding $\mathcal{Z}$, the vectors of context words are averaged to obtain the context vector representation of $m$:

$$v_m = \frac{1}{|\mathcal{W}_m|} \sum_{w \in \mathcal{W}_m} z_w$$

where $\mathcal{W}_m$ is the set of context words of $m$, and $z_w \in \mathcal{Z}$ is the embedding of the context word $w$. We measure context similarity between $m$ and each of its entity candidates by using the cosine similarity between $v_m$ and entity embedding $z_e \in \mathcal{Z}$ such that:

$$\mathcal{F}_{\text{txt}}(e) = \cos(v_m, z_e) = \frac{v_m \cdot z_e}{|v_m| |z_e|}$$
Feature Description

\( \mathcal{F}_{\text{prior}}(e) \)  
Entity Prior: \( |A_{e,*}|, \) where \( A_{e,*} \) is a set of anchor links that link to entity \( e \) and \( A_{*,*} \) is all anchor links in the KB.

\( \mathcal{F}_{\text{prob}}(e|m) \)  
Mention to Entity Probability: \( |A_{e,m}|, \) where \( A_{e,m} \) is a set of anchor links with anchor text \( m \) and \( A_{*,*} \) is a subset that links to entity \( e \).

\( \mathcal{F}_{\text{type}}(e|m,t) \)  
Entity Type (Ling et al., 2015): \( \frac{p(e|m)}{\sum_{m',t} p(e|m')} \), where \( e \mapsto t \) indicates that \( t \) is one of \( e \)'s entity types. Conditional probability \( p(e|m) \) can be estimated by \( \mathcal{F}_{\text{prob}}(e|m) \).

Table 1: Mention disambiguation features.

Coherence is driven by the assumption that if multiple mentions appear together within a context window, their referent entities are more likely to be strongly connected to each other in the KB. Previous work (Cucerzan, 2007; Milne and Witten, 2008; Hoffart et al., 2011; Ratinov et al., 2011; Cheng and Roth, 2013; Ceccarelli et al., 2013; Ling et al., 2015) considers the KB as a knowledge graph and models coherence based on the overlapped neighbors of two entities in the knowledge graph. These approaches heavily rely on explicit connections among entities in the knowledge graph and thus cannot capture the coherence between two entities that are implicitly connected. For example, two entities en/Mosquito and en/Cockroach only have very few overlapped neighbors in the knowledge graph, but they usually appear together and have similar contexts in text. Using CLEW embedding \( \mathcal{Z} \), the coherence score can be estimated by cosine similarity between the embedding of two entities. This coherence metric pays more attention to semantics.

We consider mentions that appear in the same sentence as coherent. Let \( m \) be a mention, and \( C_{e} \) be the set of corresponding entity candidates of \( m \)'s coherent mentions. The coherence score for each of \( m \)'s entity candidates is the average:

\[
\mathcal{F}_{\text{coh}}(e) = \frac{1}{|C_{e}|} \sum_{c_{e} \in C_{e}} \cos(z_{e}, z_{c_{e}})
\]

Finally, we linearly combine these two features with several other common mention disambiguation features as shown in Table 1.

3.2 Parallel Sentence Mining

One major bottleneck of low-resource language machine translation is the lack of parallel sentences. This inspires us to mine parallel sentences from Wikipedia automatically using CLEW embedding \( \mathcal{Z} \).

Wikipedia contributors tend to translate some content from existing articles in other languages while editing an article. Therefore, if there exists an inter-language link between two Wikipedia articles in different languages, these two articles can be considered comparable and thus they are very likely to contain parallel sentences. We represent a Wikipedia sentence in any of the 302 languages by aggregating the embedding of entities and words it contains. In order to penalize high frequent words and entities, we apply a weighted metric:

\[
\text{IDF}(t, S) = \log \left( \frac{|S|}{|\{s \in S : t \in s\}|} \right)
\]

where \( t \) is a term (entity or word), \( S \) is an article containing \( |S| \) sentences, and \( |\{s \in S : t \in s\}| \) is the total number of sentences containing \( t \). The embedding of a sentence \( v_{s} \) can be computed as:

\[
v_{s} = \frac{1}{|T_{s}|} \sum_{t \in T_{s}} \text{IDF}(t, S) \cdot z_{t}
\]

where \( T_{s} \) is the set of terms of \( s \) and \( z_{t} \in \mathcal{Z} \) is the embedding of \( t \).

Given two comparable Wikipedia articles connected by an inter-language link, we compute the similarity of all possible sentence pairs using the CSLS metric described in Section 2.2 and rank them. If the CSLS score of a sentence pair is greater than a threshold (in this paper, we empirically set the threshold to 0.1 based on a separate small development set), then the sentence pair is considered as parallel. An advantage of our approach is that it provides a similarity score for every term pair, which can be used for improving word alignment and entity alignment.
4 Experiments

4.1 Training Data

We use an April 1, 2018 Wikipedia XML dump to generate data to train the joint entity and word embedding. We only select and analyze those main Wikipedia pages (ns tag is 0) which are not redirected (redirect tag is None) using the approach described in Section 2.1. We use the Skip-gram model in Word2Vec (Mikolov et al., 2013a,c) to learn the unaligned embeddings. The number of dimensions of the embedding is set to 300, and the minimal number of occurrences, the size of the context window, and the learning rate are set to 5, 5, and 0.025 respectively.

4.2 Linear Mapping

A large number of aligned entities can be obtained using the approach described in Section 2.1. For example, there are about 400,000 aligned entities between English and Spanish. However, the mapping algorithm does not perform well if we try to align all anchors, because the embedding of rare entities is updated less often, and thus their contexts are very different across languages. Therefore, we learn the global mapping using only high-quality anchors, and select high-frequency entities only as anchors using the salience metric described in Table 1. We use 5,000 anchors for training and 1,500 anchors for testing for each language pair. Our proposed method is applied to 9 language pairs in our experiments. Table 2 shows the statistics and the performance. We can see that mapping a language to its related language (e.g., Ukrainian to Russian) usually achieves better performance.

<table>
<thead>
<tr>
<th>Source-Target</th>
<th>P@1</th>
<th>P@5</th>
<th>P@10</th>
</tr>
</thead>
<tbody>
<tr>
<td>es-en</td>
<td>79.1</td>
<td>89.2</td>
<td>92.3</td>
</tr>
<tr>
<td>it-en</td>
<td>74.5</td>
<td>86.9</td>
<td>90.5</td>
</tr>
<tr>
<td>ru-en</td>
<td>68.4</td>
<td>82.8</td>
<td>86.7</td>
</tr>
<tr>
<td>tr-en</td>
<td>59.0</td>
<td>79.9</td>
<td>86.3</td>
</tr>
<tr>
<td>uk-en</td>
<td>63.0</td>
<td>79.7</td>
<td>85.9</td>
</tr>
<tr>
<td>zh-en</td>
<td>63.1</td>
<td>83.8</td>
<td>89.2</td>
</tr>
<tr>
<td>uk-ru</td>
<td>78.1</td>
<td>90.3</td>
<td>92.8</td>
</tr>
<tr>
<td>ru-uk</td>
<td>75.8</td>
<td>90.2</td>
<td>93.7</td>
</tr>
</tbody>
</table>

Table 2: Linear entity mapping statistics and performance (Precision (%) at K) (en: English, es: Spanish, it: Italian, ru: Russian, so: Somali, tr: Turkish, uk: Ukrainian, zh: Chinese).

4.3 Cross-lingual Entity Linking

We use the training set and evaluation set (LDC2015E75 and LDC2015E103) in TAC Knowledge Base Population (TAC-KBP) 2015 Tri-lingual Entity Linking Track (Ji et al., 2015) for the cross-lingual entity linking experiments, because these data sets include the most recent and comprehensive gold-standard annotations on this task and we can compare our model with previously reported state-of-the-art approaches on the same benchmark.

We first compare our unsupervised approach to the top TAC2015 unsupervised system reported by Ji et al. (2015). In order to have a fair comparison with the state-of-the-art supervised methods, we also combine the features as described in Section 3.1 in a point-wised learning to rank algorithm based on Gradient Boosted Regression Trees (Friedman, 2000). The learning rate and the maximum depth of the decision trees are set to 0.01 and 4 respectively. The results are shown in Table 3. We can see that our unsupervised and supervised approaches significantly outperform the best TAC15 systems.

<table>
<thead>
<tr>
<th>Method</th>
<th>ENG</th>
<th>CMN</th>
<th>SPA</th>
</tr>
</thead>
<tbody>
<tr>
<td>Best TAC15 Unsupervised</td>
<td>67.1</td>
<td>78.1</td>
<td>71.5</td>
</tr>
<tr>
<td>Our Unsupervised</td>
<td>70.0</td>
<td>81.2</td>
<td>73.4</td>
</tr>
<tr>
<td>w/o Context Similarity</td>
<td>66.9</td>
<td>79.0</td>
<td>70.6</td>
</tr>
<tr>
<td>w/o Coherence</td>
<td>68.5</td>
<td>78.6</td>
<td>71.4</td>
</tr>
<tr>
<td>Best TAC15 Supervised</td>
<td>73.7</td>
<td>83.1</td>
<td>80.4</td>
</tr>
<tr>
<td>(Tsai and Roth, 2016)</td>
<td>-</td>
<td>83.6</td>
<td>80.9</td>
</tr>
<tr>
<td>(Sil et al., 2017)</td>
<td>-</td>
<td>84.4</td>
<td>82.3</td>
</tr>
<tr>
<td>Our Supervised</td>
<td>74.8</td>
<td>84.2</td>
<td>82.1</td>
</tr>
<tr>
<td>w/o Context Similarity</td>
<td>72.2</td>
<td>80.4</td>
<td>79.5</td>
</tr>
<tr>
<td>w/o Coherence</td>
<td>73.3</td>
<td>82.1</td>
<td>77.8</td>
</tr>
</tbody>
</table>

Table 3: F1 (%) of the evaluation set in TAC KBP 2015 Tri-lingual Entity Linking Track (Ji et al., 2015) (ENG: English, CMN: Chinese, SPA: Spanish).

We further observe that Context Similarity and Coherence features derived from Z play significant roles. Without such features, the performance drops significantly, as shown in Table 3. For example, in the following sentence: “欧盟委员会副主席雷丁就此表示... (European Commission vice president Redding said that...)”, without Context Similarity feature, mention “雷丁(Redding)” is likely to be linked to the football club en/Reading_F.C. or the city en/Redding,_California. Using contextual words such as “委员会(commission)” and “主
席(president)”, we can successfully link this mention to the target entity en/Viviane_Reding.

4.4 Parallel Sentence Mining

The proposed parallel sentence mining approach can be applied to any two languages in Wikipedia. Therefore, we have mined parallel sentences from a total number of $\binom{302}{2}$ language pairs and made this data set publicly available for research purpose. Table 4 shows some examples of mined parallel sentences from Wikipedia, with word and entity alignment highlighted.

<table>
<thead>
<tr>
<th>Language Pairs</th>
<th>Prefect</th>
<th>Partial</th>
<th>Word</th>
<th>Entity</th>
</tr>
</thead>
<tbody>
<tr>
<td>Chinese-English</td>
<td>81%</td>
<td>10%</td>
<td>92.3%</td>
<td>95.5%</td>
</tr>
<tr>
<td>Spanish-English</td>
<td>75%</td>
<td>13%</td>
<td>89.7%</td>
<td>91.1%</td>
</tr>
<tr>
<td>Russian-Ukrainian</td>
<td>70%</td>
<td>16%</td>
<td>82.4%</td>
<td>90.3%</td>
</tr>
</tbody>
</table>

Table 5: Quality of the mined parallel sentences (Perfect and Partial stand for the percentage of perfect and partial respectively; Word and Entity stand for the Accuracy of word and entity alignments respectively).

Transformer model (Vaswani et al., 2017) implemented by Tensor2Tensor\(^5\). Our Transformer model has 6 encoder and decoder layers, 8 attention heads, 512-dimension hidden states, 2048-dimension feed-forward layers, dropout of 0.1 and label smoothing of 0.1. The model is trained up to 128,000 optimizer steps.

Using the NMT model as a black box, we perform two experiments using the following training and tuning settings:

- **Baseline:** Adding 44,000 training and 1,000 tuning sentences mined from Wikipedia using CLEW.

Using 1,000 randomly selected sentences from WMT 17 corpus for testing, the baseline achieves 19.0% BLEU score while our approach achieves 20.8% BLEU score.

5 Related Work

Cross-lingual Word Embedding Learning. Mikolov et al. (2013b) first notice that word embedding spaces have similar geometric arrangements across languages. They use this property to learn a linear mapping between two spaces. After that, several methods attempt to improve the mapping (Faruqui and Dyer, 2014; Xing et al., 2015; Lazaridou et al., 2015; Ammar et al., 2016; Artetxe et al., 2017; Smith et al., 2017). The measures used to compute similarity between a foreign word and an English word often include distributed monolingual representations on character-level (Costa-jussà and Fonollosa, 2016; Luong and Manning, 2016), subword-level (Anwarus Salam et al., 2012; Rei et al.,

\(^{5}\)https://github.com/tensorflow/tensor2tensor

**Table 4:** Examples of mined parallel sentences from Wikipedia. A portion of alignments are highlighted using the same colors.

We randomly select 100 mined parallel sentence pairs for each of 3 language pairs, and ask linguistic experts to judge the quality of these sentence pairs (perfect, partial, or not parallel). The results are shown in Table 5. We can see that the quality of mined parallel sentence is promising and the quality of word and entity alignment is decent.

Furthermore, we evaluate the quality of mined parallel sentences extrinsically using a neural machine translation (NMT) model. We use the
and bi-lingual word embedding (Madhyastha and España-Bonet, 2017). Recent attempts have shown that it is possible to derive cross-lingual word embedding from unaligned corpora in an unsupervised fashion (Zhang et al., 2017; Conneau et al., 2017; Artetxe et al., 2018).

Another strategy for cross-lingual word embedding learning is to combine monolingual and cross-lingual training objectives (Zou et al., 2013; Klementiev et al., 2012; Luong et al., 2015; Ammar et al., 2016; Vulić et al., 2017). Compared to their approach that relies on comparable data, we align two embedding spaces into one. In contrast, we only choose salient entities as anchors to learn a linear mapping. Cao et al. (2018) generate comparable data via distant supervision over multilingual knowledge bases, and use an entity regularizer and a sentence regularizer to align cross-lingual words and entities. Further, they design knowledge attention and cross-lingual attention to refine the alignment. Essentially, they train cross-lingual embedding jointly, while we align two embedding spaces that trained independently. Moreover, compared to their approach that relies on comparable data, aligned entities are easier to acquire.

Parallel Sentence Mining. Automatic mining parallel sentences from comparable documents is an important and useful task to improve Statistical Machine Translation. Early efforts mainly exploited bilingual word dictionaries for bootstrapping (Fung and Cheung, 2004). Recent approaches are mainly based on bilingual word embeddings (Marie and Fujita, 2017) and sentence embeddings (Schwenk, 2018) to detect sentence pairs or continuous parallel segments (Hangya and Fraser, 2019). To the best of our knowledge, this is the first work to incorporate joint entity and word embedding into parallel sentence mining. As a result the sentence pairs we include reliable alignment between entity mentions which are often out-of-vocabulary and ambiguous and thus receive poor alignment quality from previous methods.

6 Conclusions and Future Work

We developed a simple yet effective framework to learn cross-lingual joint entity and word embedding based on rich anchor links in Wikipedia. The learned embedding strongly enhances two downstream applications: cross-lingual entity linking and parallel sentence mining. The results demonstrate that our proposed method advances the state-of-the-art for unsupervised cross-lingual entity linking task. We have also constructed a valuable repository of parallel sentences for all language pairs in Wikipedia to share with the community. In the future, we will extend the framework to capture better representation of other types of knowledge elements such as relations and events.
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Abstract

We present a novel framework to deal with relation extraction tasks in cases where there is complete lack of supervision, either in the form of gold annotations, or relations from a knowledge base. Our approach leverages syntactic parsing and pre-trained word embeddings to extract few but precise relations, which are then used to annotate a larger corpus, in a manner identical to distant supervision. The resulting data set is employed to fine tune a pre-trained BERT model in order to perform relation extraction. Empirical evaluation on four data sets from the biomedical domain shows that our method significantly outperforms two simple baselines for unsupervised relation extraction and, even if not using any supervision at all, achieves slightly worse results than the state-of-the-art in three out of four data sets. Importantly, we show that it is possible to successfully fine tune a large pretrained language model with noisy data, as opposed to previous works that rely on gold data for fine tuning.

1 Introduction

The last years have seen a number of important advances in the field of Relation Extraction (RE), mainly based on deep learning models (Zeng et al., 2014, 2015; Lin et al., 2016; Zeng et al., 2016; Wu et al., 2017; Verga et al., 2018). These advances have led to significant improvements in benchmark tasks for RE. The above cases assume the existence of some form of supervision either manually annotated or distantly supervised data (Mintz et al., 2009), where relations from a knowledge base are used in order to automatically annotate data, which then can be used as a noisy training set. For most real-world cases manually labeled data is either limited or completely missing, so typically one resorts to distant supervision to tackle a RE task.

<table>
<thead>
<tr>
<th>Verb</th>
<th>Relation</th>
<th>Similarity</th>
</tr>
</thead>
<tbody>
<tr>
<td>apply use</td>
<td>treat</td>
<td>0.40</td>
</tr>
<tr>
<td>investigate</td>
<td>treat</td>
<td>0.51</td>
</tr>
<tr>
<td>have manage</td>
<td>treat</td>
<td>0.60</td>
</tr>
<tr>
<td>evaluate</td>
<td>treat</td>
<td>0.41</td>
</tr>
<tr>
<td>be eradicate</td>
<td>treat</td>
<td>0.55</td>
</tr>
<tr>
<td>develop</td>
<td>cause</td>
<td>0.81</td>
</tr>
<tr>
<td>induce</td>
<td>cause</td>
<td>0.58</td>
</tr>
<tr>
<td>know</td>
<td>cause</td>
<td>0.41</td>
</tr>
<tr>
<td>result</td>
<td>cause</td>
<td>0.57</td>
</tr>
<tr>
<td>relate</td>
<td>cause</td>
<td>0.47</td>
</tr>
</tbody>
</table>

Table 1: Examples of verb mappings for compound-disease relation. Each verb (can be n-gram as well) is mapped to its closest class (cause, treat) with pre-trained word embeddings.

There exist cases though, where even the distant supervision approach cannot be followed due to the lack of a knowledge base. This is often the case in domains like the Web or the biomedical literature, where entities of interest might be related with other entities and no available supervision signal exists.

In this work, we propose an approach to deal with such a scenario, from a purely unsupervised approach, that is without providing any manual annotation or any supervision whatsoever. Our goal is to provide a framework that enables a pretrained language model to be self-fine tuned\(^1\) on a set of predefined relation types, in situations without any existing training data and without the possibility or budget for human supervision.

Our method proceeds as follows:

- The data are first parsed syntactically, extracting relations of the form subject-verb-object. The resulting verbs are embedded in a

\(^1\)We employ the term self-fine tuned to denote that the model creates its own data set, without any supervision.
vector space along with the relation types that we are interested to learn and each is mapped to their most similar relation type. Table 1 shows an example of this mapping process. This process is entirely automatic, we only provide the set of relation types that we are interested in and a threshold below which a verb is mapped to a \textit{Null} class.

- Subsequently, we use these extracted relations identically to a distant supervision signal to annotate automatically all co-occurrences of entities on a large corpus.

- The resulting data set is used to fine tune a Deep Bidirectional Transformer (BERT) model (Devlin et al., 2018).

Importantly, the first step ensures that the resulting relations will have high precision (although at the expense of low recall), since they largely exclude the possibility of the two entities co-occurring randomly in the sentence, through the subject-verb-object association. In other words, we end up with a small, but high quality set of relations, which can then be used in a way identical to distant supervision.

The main contribution of this work is the introduction of a novel framework to deal with RE tasks without any supervision, either manually annotated data or known relations. Our approach is empirically evaluated on four data sets. A secondary implication of our work involves how we employ a pre-trained language model such as BERT: unlike previous approaches that employ a small gold data set, we show that it is possible to instead use a large noisy data set to successfully fine tune such a model.

The rest of the paper is organized as follows: we describe the related work in Section 2, subsequently describing our method in Section 3 and presenting the empirical evaluation results in Section 4.

2 Related work

Dealing with relation extraction in the absence of training data is not a novel task: for more than a decade, researchers have employed successfully techniques to tackle the lack of supervision, mainly by resorting to distant supervision (Mintz et al., 2009; Riedel et al., 2010). This approach assumes the existence of a knowledge base, which contains already known relations between specific entities. These relations are then used to automatically annotate texts containing these entity pairs. Although this approach leads to noisy labelling, it is cheap and has the ability to leverage a vast amount of training data. A great body of work has built upon this approach aiming to alleviate the noise in annotations, using formulations such as multi-label multi-instance learning (Surdeanu et al., 2012; Zeng et al., 2015), employing generative models to reduce wrong labelling (Takamatsu et al., 2012), developing different loss functions for relation extraction (dos Santos et al., 2015; Wang et al., 2016) or using side information to constraint predicted relations (Vashishth et al., 2018).

More recently, a number of other interesting approaches have been presented aiming to deal with the lack of training data, with direct application to RE: data programming (Ratner et al., 2016) provides a framework that allows domain experts to write labelling functions which are then denoised through a generative model. Levy et al. (2017) have formulated the relation extraction task as a reading comprehension problem by associating one or more natural language questions with each relation. This approach enables generalization to unseen relations in a zero-shot setting.

Our work is different from the aforementioned approaches, in that it does not rely on the existence of any form of supervision. We build a model that is driven by the data, discovering a small set of precise relations, using them to annotate a larger corpus and being self-fine tuned to extract new relationships.

To train the RE classifier, we employ BERT, a recently proposed deep language model that achieved state-of-the-art results across a variety of tasks. BERT, similarly to the works of Radford et al. (2018a) and Radford et al. (2018b), builds upon the idea of pre-training a deep language model on massive amounts of data and then applies it (by fine tuning) to solve a diverse set of tasks. The building block of BERT is the Transformer model (Vaswani et al., 2017), a neural network cell that uses a multi-head, self-attention mechanism.

The first step of our approach is highly reminiscent of approaches from the open Information Extraction (openIE) literature (Banko et al., 2007). Indeed, similar to openIE approaches, we also use
syntactic parsing to extract relations. Nevertheless, unlike openIE we are interested in a) specific types of entities which we assume that have been previously extracted with Named Entity Recognition (NER) and b) in specific, predefined types of relations between entities. We use syntactic parsing only as a means to extract a few precise relations and then follow an approach similar to distant supervision to train a neural relation extraction classifier. It should be noted though, that as a potential extension of this work we could employ more sophisticated techniques instead of syntactic parsing, similar to the latest openIE works (Yahya et al., 2014)

3 Method and Implementation Details

We present here the details of our method. First, we describe how we create our training set which results from a purely unsupervised procedure during which the only human intervention is to define the relation types of interest, e.g., ‘treat’ or ‘associate’. Subsequently, we describe BERT, the model that we use in our approach.

3.1 Training Set Creation

Our method assumes that the corpus is split in sentences, which are then passed through a NER model and a syntactic parser. We use the spaCy library for the above steps.

Given a pair of two entities \(A\) and \(B\), we find their shortest dependency path and if one or more verbs \(V\) are in that path we assume that \(A\) is related to \(B\) with \(V\). The next step involves mapping the verbs to a set of predefined relation types, as shown in Table 1. To do so, we embed both relation types and verbs to a continuous, lower-dimensional space with a pre-trained skip gram model (Mikolov et al., 2013), and map each verb to its closest relation type, if the cosine similarity of the two vectors is greater than a threshold \(0.4\). Otherwise, the verb is not considered to represent a relation. In our experiments we used the pre-trained BioASQ word vectors, since our results from a purely unsupervised procedure during which the only human involvement is defining the relation types of interest, e.g., ‘treat’ or ‘associate’. Subsequently, we describe BERT, the model that we use in our approach.

3.1 Training Set Creation

Our method assumes that the corpus is split in sentences, which are then passed through a NER model and a syntactic parser. We use the spaCy library for the above steps.

Given a pair of two entities \(A\) and \(B\), we find their shortest dependency path and if one or more verbs \(V\) are in that path we assume that \(A\) is related to \(B\) with \(V\). The next step involves mapping the verbs to a set of predefined relation types, as shown in Table 1. To do so, we embed both relation types and verbs to a continuous, lower-dimensional space with a pre-trained skip gram model (Mikolov et al., 2013), and map each verb to its closest relation type, if the cosine similarity of the two vectors is greater than a threshold (in initial small scale experiments using a validation set, we have found that a threshold \(0.4\) works well). Otherwise, the verb is not considered to represent a relation. In our experiments we used the pre-trained BioASQ word vectors, since our

\[ \text{imbalance} \]

As expected, there will be errors in the relations that come from the syntactic parsing and verbs mapping procedure.

- Our distant supervision-like approach comes also with inherent noise: we end up with a training set that has a lot of false negative and also a few false positive errors.

- The resulting training set will be largely imbalanced, since the way that we extract relations sacrifices recall for precision.

To deal with the above noise, we employ BERT as a relation extraction classifier. Furthermore, we use a balanced bagging approach to deal with class imbalance. Both approaches are described in detail in the following section.

3.2 Deep Bidirectional Transformers

BERT is a deep learning network that focus in learning general language representations which can then be used in downstream tasks. Much like the work of Radford et al. (2018a) and Radford et al. (2018b), the general idea is to leverage the expressive power of a deep Transformer architecture that is pre-trained on a massive corpus on a language modelling task. Indeed, BERT comes in two flavors of 12 and 24 layers and 110M and 340M parameters respectively and is pre-trained on a concatenation of the English Wikipedia and the Book Corpus (Zhu et al., 2015). The resulting language model can then be fine-tuned across a variety of different NLP tasks.

The main novelty of BERT is its ability to pre-train bidirectional representations by using a masked language model as a training objective. The idea behind the masked language model is to
randomly mask some of the word tokens from the input, the objective being to predict what that word actually is, based on its context. The model is simultaneously trained on a second objective in order to model sentence relationships, that is, given two sentences $sent_a$ and $sent_b$, predict if $sent_b$ is the next sentence after $sent_a$.

BERT has achieved state-of-the-art across eleven NLP tasks using the same pre-trained model and only with some simple fine tuning. This makes it particularly attractive for our use case, where we need a strong language model that will be able to learn from noisy patterns.

In order to further deal with the challenges mentioned in the previous section, in our experiments we fine tuned BERT for up to 5 epochs, since in early experiments we noticed that the model started overfitting to noise and validation loss started increasing after that point.

### 3.3 Balanced Bagging

In order to deal with class imbalance we employed balanced bagging (Tao et al., 2006), an ensembling technique where each component model is trained on a sub-sample of the data, such that the negative examples are roughly equal to the positive ones. To train each model of the ensemble, we sub-sample only the negative class so as to end up with a balanced set of positives and negatives.

This sub-sampling of the negative class is important not only in order to alleviate the data imbalance, but also because the negative class will contain more noise than the positive by definition of our approach. In other words, since we consider as positives only a small set of relations coming from syntax parsing and verb mapping, it is more likely that a negative is in reality a positive sample rather than the opposite.

### 4 Experiments

In this section we first describe the data sets used in experiments and the experimental setup and then present the results of our experiments.

### 4.1 Data Sets and Setup

We evaluate our method on four data sets coming from the biomedical domain, expressing disease-drug and disease-gene relations. Three of them are well known benchmark data sets for relation extraction: The BioCreative chemical-disease relations (CDR) data set (Li et al., 2016), the Genetic Association Database (GAD) data set (Bravo et al., 2015) and the EU-ADR data set (Van Mulligen et al., 2012). Additionally, we present a proprietary manually curated data set, Healx CD, expressing therapeutic drug-disease relations. We consider only sentence-level relations, so we split CDR instances into sentences (the rest of the data sets are already at sentence-level). Statistics for the data sets are provided in Table 2. We should note that for our approach we map each verb to the respective relation class that is depicted in Table 2 in parentheses.

As stated, we are mainly interested to understand how our proposed method performs under complete lack of training signal, so we compare it with two simple baselines for unsupervised relation extraction. The first, assumes that a sentence co-occurrence of two entities signals a positive relation, while the second is equivalent to the first two steps of our method, syntactic parsing followed by verb mapping to the relation types of interest. In other words, if two entities are connected in the shortest dependency path through a verb that is mapped to a class, they are considered to be related with that class.

Additionally, we would like to understand how our method performs against supervised methods, so for the first three data sets we compare it with a BERT model trained on the respective gold data, reporting also the current state-of-the-art, while for the Healx CD data set since there are no manual annotations, we compare our method against a distant supervision approach, retrieving ground truth relations from our internal knowledge base.

Across all experiments and for all methods we use the same BERT model, BioBERT (Lee et al., 2019), which is a BERT model initialized with the model from Devlin et al. (2018) and then pre-trained on PubMed, and thus more relevant to our tasks. That model is fine tuned on relation extraction classification using the code provided by the BioBERT authors, either on the gold or the distantly supervised or our approach’s training set. We fine tune for up to 5 epochs with a learning rate of 0.00005 and a batch size of 128, keeping the model that achieves the best loss on the respective validation set.

Finally, for the distant supervision as well as for our method, we use the previously mentioned balanced bagging approach, fine tuning an ensemble of ten models for each relation.
<table>
<thead>
<tr>
<th>Data set</th>
<th>Relation (class)</th>
<th># Train (pos)</th>
<th># Dev (pos)</th>
<th># Test (pos)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Annotated</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>CDR</td>
<td>Drug-Disease (cause)</td>
<td>3,596(1,453)</td>
<td>3,875(1,548)</td>
<td>3,805(1,482)</td>
</tr>
<tr>
<td>GAD</td>
<td>Disease-Gene (cause)</td>
<td>5,330(1,834)</td>
<td>-</td>
<td>-</td>
</tr>
<tr>
<td>EUADR</td>
<td>Disease-Gene (cause)</td>
<td>355(243)</td>
<td>-</td>
<td>-</td>
</tr>
<tr>
<td>Healx CD</td>
<td>Drug-Disease (treat)</td>
<td>564(325)</td>
<td>-</td>
<td>-</td>
</tr>
<tr>
<td>Dist.Sup.</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>250k</td>
<td>Drug-Disease (treat)</td>
<td>250k(35k)</td>
<td>-</td>
<td>-</td>
</tr>
<tr>
<td>full</td>
<td>Drug-Disease (treat)</td>
<td>8m(1.1m)</td>
<td>-</td>
<td>-</td>
</tr>
<tr>
<td>Our approach</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>250k</td>
<td>Drug-Disease (treat, cause)</td>
<td>250k(70k 10k)</td>
<td>-</td>
<td>-</td>
</tr>
<tr>
<td>full</td>
<td>Drug-Disease (treat, cause)</td>
<td>8m(2.2m 325k)</td>
<td>-</td>
<td>-</td>
</tr>
<tr>
<td>250k</td>
<td>Disease-Gene (cause)</td>
<td>250k(62k)</td>
<td>-</td>
<td>-</td>
</tr>
<tr>
<td>full</td>
<td>Disease-Gene (cause)</td>
<td>9.1m(2.2m)</td>
<td>-</td>
<td>-</td>
</tr>
</tbody>
</table>

Table 2: Data sets used in our experiments. ‘Our approach’ stands for the procedure described in Section 3.1. The Drug-Disease relation for our approach yields two positive classes, treat and cause, therefore we report accordingly positives from each class in parentheses.

4.2 Results

Table 3 shows the results for the four data sets, reporting the average over five runs. For the GAD and EU-ADR data sets, we use the train and test splits provided by Lee et al. (2019). Also, for CDR, since the state-of-the-art results (Verga et al., 2018) are given at the abstract level, we re-run their proposed algorithm on our transformed sentence-level CDR data set, reporting results for a single model, without additional data (Verga et al. (2018) reports also results when adding weakly labeled data).

Let us first focus on the two unsupervised baselines. The first, dubbed ‘co-occurrences’, achieves a perfect recall since it considers all entity pairs co-occurrences as expressing a relation, but is clearly sub-optimal with regards to precision. The opposite behaviour is observed for the second baseline (syntactic parsing with verb mapping) since that one focuses in extracting high-precision relations, sacrificing recall: only entity pairs with a verb in between that is mapped to a relation are considered positives. Notably, this baseline achieves the highest precision in two out of four data sets, even compared to the supervised methods.

Our method proves significantly better compared to the other two unsupervised baselines, outperforming them by a large margin in all cases apart for EUADR. In that case our method is slightly worse than the co-occurrences baseline, since EUADR contains a big percentage of positives. Specifically, it is interesting to observe the improvement over the second baseline, which acts as a training signal for our method. Thanks to the predictive power and the robustness of BERT, our method manages to learn useful patterns from a noisy data set and actually improve substantially upon its training signal.

An additional advantage of our method compared to the two other unsupervised baselines and similar approaches in general, is that it outputs a probability. Unlike the other methods, this probability allows us to tune our method for better precision or recall, depending on the application.

We then focus on comparing our proposed approach against the same BERT model fine tuned on supervised data, either manually annotated for the first three data sets, or distantly annotated for the fourth. For the first three data sets, we also report the current state-of-the-art results. Interestingly, even if our method is completely unsupervised, it is competitive with the state-of-the-art of fully supervised methods in three out of four cases, being inferior to them from 3.7 to 14.1 F1 points. On average, our method is worse by 7.5 F1 points against the best supervised model (either BERT or current state-of-the-art).

These results are particularly important, if we take into account that they come from a procedure that is fully unsupervised and which entails substantial noise from its sub-steps: the syntactic parsing may come with errors and mapping the verbs to relevant relation types is a process...
Table 3: Results on relation classification. State-of-the-art results were obtained from the corresponding papers. We averaged over five runs and report the evaluation metrics for a 0.5 probability threshold.

4.3 Qualitative Analysis

Although we showed empirically that our proposed approach is consistently capable to achieve results comparable to the SOTA, we would like to further focus on what are the weak points of the syntax parsing method and of our approach compared to a fully supervised approach.

To this end we inspected manually examples of predictions of the three aforementioned methods on the CDR data set, focusing on failures of our method and the syntactic parsing method which acts as training signal of our approach. Table 4 shows some characteristic cases:

- In the first sentence, the syntactic parsing+verb mapping baseline (SP+VM) fails since the verb (developed) is not associated with cause. Conversely our method, BERT...
<table>
<thead>
<tr>
<th>Sentence</th>
<th>class</th>
<th>BERT+gold</th>
<th>BERT+SP+VM</th>
<th>SP+VM</th>
</tr>
</thead>
<tbody>
<tr>
<td>A patient with renal disease developed coombs-positive DISEASE while</td>
<td>cause</td>
<td>0.98</td>
<td>0.69</td>
<td>Null</td>
</tr>
<tr>
<td>receiving COMPOUND therapy.</td>
<td></td>
<td></td>
<td></td>
<td>(developed)</td>
</tr>
<tr>
<td>Five cases of DISEASE during treatment of loiasis with COMPOUND.</td>
<td>cause</td>
<td>0.97</td>
<td>0.95</td>
<td>Null</td>
</tr>
<tr>
<td>COMPOUND induced bradycardia in a patient with DISEASE.</td>
<td>Null</td>
<td>0.04</td>
<td>0.99</td>
<td>cause (induced)</td>
</tr>
<tr>
<td>Neuroleptic drugs such as haloperidol, which block COMPOUND receptors,</td>
<td>null</td>
<td>0.92</td>
<td>0.99</td>
<td>treat (block)</td>
</tr>
<tr>
<td>also cause DISEASE in rodents.</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>The results provide new insight into the potential role of ectopic hilar</td>
<td>cause</td>
<td>0.89</td>
<td>0.05</td>
<td>Null (provide)</td>
</tr>
<tr>
<td>granule cells in the COMPOUND model of DISEASE.</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

Table 4: Examples of predictions from the three methods on the CDR data set. SP+VM stands for the syntactic parsing+verb mapping baseline, while BERT+SP+VM stands for our method. BERT+gold is a BERT model trained on the gold CDR training set. For SP+VM we also provide the phrase verb in parentheses.

With SP+VM manages to model correctly the sentence and extract the relation.

- SP+VM fails in the second example for the same reason, although the sentence is relatively simple.

- The third sentence represents also an interesting case, with SP+VM being "tricked" by the verb induced. Our method also fails here, failing to attend correctly to the DISEASE masked entity.

- The fourth example represents a similar case, both BERT-based models are being tricked by the language. The SP+VM baseline is erroneously associating the verb block to the relation treat instead of cause.

- The fifth sentence resembles the first two: SP+VM fails to extract the relation for the same reason (verb in between). Our method fails too in that case, perhaps due to the relatively uncommon way that the causal relation is expressed (COMPOUND model of DISEASE).

While further inspecting the results, we also noticed a steady tendency of SP+VM to be able to capture relations in simpler (from a syntax perspective) and shorter sentences, while failing in the opposite case.

Overall, we observe, as expected, that the SP+VM method is largely dependent on the simplicity of the expressed relation. Our method is clearly dependent on the quality of the syntax parsing, but manages up to a point to overcome low quality training data. To conclude, we can safely assume that our method would further benefit by replacing the SP+VM method with a more sophisticated unsupervised approach as the training signal, a future direction that we intend to take.

5 Conclusions

This work has introduced a novel framework to deal with relation extraction tasks in settings where there is complete lack of supervision. Our method employs syntactic parsing and word embeddings to extract a small set of precise relations which are then used to annotate a larger corpus, in the same way as distant supervision. With that data, we fine tune a pre-trained BERT model to perform relation extraction.

We have empirically evaluated our method against two unsupervised baselines, a BERT model trained with gold or distantly supervised data and the current state-of-the-art. The results showed that our approach is significantly better than the unsupervised baselines, ranking slightly worse than the state-of-the-art in three out of four cases.

Apart from presenting a novel perspective on how to train a relation extraction model in the ab-
sence of supervision, our work also shows empirically that it is possible to successfully fine tune a deep pre-trained language model with substantially noisy data.

We are interested in extending this paradigm to other areas of natural language processing tasks or adjusting our framework for more complex relation extraction tasks, as well as using more sophisticated unsupervised methods as training signal.

Acknowledgments

We would like to thank Saatviga Sudhahar, for her insightful comments that greatly helped in improving this paper.

References


Álex Bravo, Janet Piñero, Núria Queralt-Rosinach, Michael Rautsckha, and Laura I Furlong. 2015. Extraction of relations between genes and diseases from text and large-scale data analysis: implications for translational research. BMC bioinformatics, 16(1):55.


Domain Adaptation with BERT-based Domain Classification and Data Selection

Xiaofei Ma, Peng Xu, Zhiguo Wang, Ramesh Nallapati, Bing Xiang
AWS AI Labs
{xiaofeim, pengx, zhiguow, rnallapa, bxiang}@amazon.com

Abstract

The performance of deep neural models can deteriorate substantially when there is a domain shift between training and test data. For example, the pre-trained BERT model can be easily fine-tuned with just one additional output layer to create a state-of-the-art model for a wide range of tasks. However, the fine-tuned BERT model suffers considerably at zero-shot when applied to a different domain. In this paper, we present a novel two-step domain adaptation framework based on curriculum learning and domain-discriminative data selection. The domain adaptation is conducted in a mostly unsupervised manner using a small target domain validation set for hyper-parameter tuning. We tested the framework on four large public datasets with different domain similarities and task types. Our framework outperforms a popular discrepancy-based domain adaptation method on most transfer tasks while consuming only a fraction of the training budget.

1 Introduction

Modern deep NLP models with millions of parameters are powerful learners in that they can easily adapt to a new learning task and dataset when enough supervision is given. However, they are also very fragile when deployed in the wild since the data distribution and sometimes even the task type can be very different between the training and inference time. Domain adaptation (Csurka, 2017), a prominent approach to mitigate this problem, aims to leverage labeled data in one or more related source domains to learn a classifier for unseen or unlabeled data in a target domain.

Fine-tuning deep neural networks (Chu et al., 2016) is a popular supervised approach for domain adaptation in which a base network is trained with the source data, and then the first $n$ layers of the base network are fixed while the target domain labeled data is used to fine-tune the last few layers of the network. However, this approach requires a significant amount of labeled data from the target domain to be successful.

While classical methods such as instance re-weighting and feature transformation (Pan and Yang, 2010) are among the most popular and effective early solutions of domain adaptation for classical machine learning algorithms, deep learning architectures specifically designed for domain adaptation is more promising for deep domain adaptation. The major idea in unsupervised domain adaptation is to learn a domain invariant representation (Wang and Deng, 2018) leveraging both labeled data from the source domains and unlabeled data from the target domain. Various methods and architectures have been proposed which often fall into discrepancy-based or adversarial-based domain adaptation categories. In discrepancy-based methods, domain discrepancy based on maximum mean discrepancy (MMD) (Smola et al., 2006) or Wasserstein Distance (Shen et al., 2017) defined between corresponding activation layers of the two streams of the Siamese architecture is often used as a regularization term to enforce the learning of domain non-discriminative representations. In adversarial-based approaches, which can be either generative or non-generative, the aim is to encourage domain confusion through an adversarial objective. In the generative approach, a Generative Adversarial Network (GAN) is used to generate synthetic target data to pair with synthetic source data to share label information (Liu and Tuzel, 2016). Inspired by GAN, in the non-generative approach, a domain confusion loss produced by the domain discriminator helps to learn the domain-invariant representations. For example, Ganin et al. implemented a domain-adversarial net-
work in which unsupervised domain adaptation is achieved by adding a domain classifier. The domain classifier is trained via a gradient reversal layer that multiplies the gradient by a certain negative constant during the backpropagation. As the training progresses, the approach promotes the emergence of a representation that is discriminative for the main learning task and indiscriminate with respect to the shift between the domains. However, such type of models are usually hard to train since the optimization problem involves a minimization with respect to some parameters, as well as a maximization with respect to the others.

Very early approaches in NLP utilized instance re-weighting (Jiang and Zhai, 2007) and target data co-training (Chen et al., 2011) to achieve domain adaptation. Recently, Denoising Auto-encoders (Glorot et al., 2011), domain discrepancy regularization and domain adversarial training (Shah et al., 2019; Shen et al., 2017) have been employed to learn a domain invariant representation for neural network models. Many domain adaptation studies have focused on tasks such as sentiment analysis (Glorot et al., 2011; Shen et al., 2017), Part-Of-Speech (POS) tagging (Ruder et al., 2017a) and paraphrase detection (Shah et al., 2019), and tested on neural network models such as multilayer perceptron (MLP) and Long Short-term Memory (LSTM). In terms of multiple source domain adaptation, while some of the methods of single-source adaptation can be directly extended to the multiple sources case, models that specially designed for multiple sources domain adaptation such as the mixture of experts and knowledge adaptation (teacher-student network) (Ruder et al., 2017b) are more effective.

BERT model (Devlin et al., 2018) is one of the latest models that leverage heavily on language model pre-training. It has achieved state-of-the-art performance in many natural language understanding tasks ranging from sequence classification and sequence-pair classification to question answering. Although pre-trained BERT can be easily fine-tuned with just one additional output layer on a supervised dataset, sometimes the zero-shot transfer of the fine-tuned model from a source domain is necessary due to the very limited labeled data in the target domain. The performance of the fine-tuned BERT can deteriorate substantially if there is a domain shift between the fine-tuning and the test data (see section 4.3). Due to the complex attention mechanisms and large parameter size, it is hard to train BERT for domain adaptation using the domain-adversarial approach. Our initial experiments demonstrated the unsteadiness of this approach when applied to BERT. Unsupervised language model (LM) fine-tuning method (Howard and Ruder, 2018) consisting of general-domain LM pre-training and target task LM fine-tuning is effective using a AWD-LSTM language model on many text classification tasks such as sentimental analysis, question classification and topic classification. However, due to the unique objective of BERT language model pre-training (masked LM and next sentence prediction) which requires multi-sentences natural language paragraphs, unsupervised fine-tuning of BERT LM does not apply to many sentence-pair classification datasets.

In this work, we propose a novel domain adaptation framework, in which the idea of domain-adversarial training is effectively executed in two separate steps. In the first step, a BERT-based domain classifier is trained on data from different domains with domain labels. In the second step, a small subset of source domain data is selected based on the domain classifier for fine-tuning BERT. The order of presentation of the selected source domain data to the model learner (training curriculum) also plays an important role and is determined by the point-wise domain probability. We demonstrate the effectiveness of our framework by comparing it against an MMD-based domain adaptation method and a naive zero-shot baseline. Our method achieved the best performance on most transfer tasks while only consuming a portion of the training budget.

2 Related Work

Our method is inspired by the work on curriculum learning and recent work on data selection for transfer learning.

Curriculum Learning: Curriculum Learning (Bengio et al., 2009) deals with the question of how to use prior knowledge about the difficulty of the training examples, to boost the rate of learning and the performance of the final model. The ranking or weighting of the training examples is used to guide the order of presentation of examples to the learner. The idea is to build a curriculum of progressively harder samples in order to significantly accelerate a neural network’s train-
ing. While curriculum learning can leverage label information (loss of the model, training progress) (Weinshall and Amir, 2018) to guide data selection, this work assumes no or few labeled data in the new domain.

**Data Selection:** Not all the data points from the source domain are equally important for target domain transfer. Irrelevant source data points only add noise and overfit the training model. Recent work from Ruder and Plank, applied Bayesian optimization to learn a scoring function to rank the source data points. Data selection method was also used by Tsvetkov et al. to learn the curriculum for task-specific word representation learning, and by Axelrod et al.; Duh et al. for machine translation using a neural language model.

### 3 Approach

In this section, we propose a domain adaptation framework based on domain-discriminative data selection. Specifically, instead of training a deep neural network model in a domain-adversarial way, we effectively execute the idea in two separate steps. In the first step, we train a domain classifier with the same model architecture on the data from different domains with domain labels. In the second step, we select a subset of source domain data based on the domain probability from the domain classifier, and train the original model on the selected source data. We further design the training curriculum by presenting first the data points that are most similar to the target domain as ranked by the domain probability. Compared with the integrated training of domain classifier and task classifier based on batch-wise input of source and target data, the advantage of our two-step approach is that all the source data can be ranked at the same time and only the source data that are most similar to the target domain are selected for training the task classifier. We apply this framework to the domain adaptation of the fine-tuned BERT model.

**BERT Domain Classifier** BERT representations are very discriminative of texts from different domains due to the extensive language model pre-training. A t-SNE plot of BERT embeddings is presented at Figure 3, on which the data points from different domains are grouped into well-separated regions. In order to effectively select source data that is most similar to the target domain distribution, we train a BERT-based domain classifier on mixed data points with domain labels. The probability score from the domain classifier quantifies the domain similarity.

**Learning Curriculum** As demonstrated in many curriculum learning papers, the order of training data presented to the learning algorithm plays an important role in convergence rate and final model performance. The idea is to build a curriculum of progressively harder samples so that a neural network can learn from easy samples first and gradually adjust its parameters. As part of the proposed domain adaptation framework, we propose a learning curriculum based on the domain probability from the domain classifier. In the context of domain adaptation, an “easy” source sample is a sample very similar to the target domain data, while a “hard” sample is a sample very different from the target domain data.

**Domain Regularization Method** We compare our framework with a popular domain adaptation method: MMD-based domain regularization. Specifically, we enforce domain regularization by minimizing the maximum mean discrepancy (MMD) in the BERT latent space between the source and target domains. Formally, the squared MMD between the probability distributions $P$ and $Q$ in the reproducing kernel Hilbert space $\mathcal{H}_k$ (RKHS) with kernel $k$ is defined as:

$$d_k^2(P, Q) := \|E_P[x] - E_Q[x]\|^2_{\mathcal{H}_k}$$

With that, we have the following domain regularized training objective for the BERT model:

$$\min_\theta \frac{1}{S} \sum_{(x_i, y_i) \in S} \mathcal{L}(x_i, y_i; \theta) + \lambda \cdot d_k^2(D_s, D_t; \theta)$$

where $S$ is the collection of labeled source domain data, and $\lambda$ is the regularization parameter. We choose rational quadratic kernel of the form:

$$k(x, x') = \sigma^2(1 + \frac{(x - x')^2}{2\alpha l^2})^{-\alpha}$$

as the characteristic kernel in the experiment. The lengthscale $l$ determines the length of the “wiggles” in the function. The parameter $\alpha$ determines the relative weighting of large-scale and small-scale variations.

### 4 Experiment

In this section, we conduct both qualitative and quantitative studies of the proposed method, and compare its performance against the MMD-based domain regularization method and naive zero-shot
transfer from the source domain. In the experiments, in order to determine the optimal number of data points selected from the source domain, we set aside a small target domain dataset for validation. Starting from only a hundred examples, we double the training data size every time we observe a significant change in transfer performance evaluated on the validation set.

4.1 Datasets

We tested our framework on four large public datasets across three task categories: natural language inference (SNLI and MNLI), answer sentence selection (QNLI) and paraphrase detection (Quora). Large datasets usually have a much smaller variance in evaluation metrics compared with smaller datasets. We used the pre-processed datasets from GLUE natural language understanding benchmark (Wang et al., 2018). A summary of the dataset statistics and the details of the experiment setup are presented in Table 1.

<table>
<thead>
<tr>
<th>Task Category</th>
<th>Dataset</th>
<th>Train Size</th>
<th>Dev Size</th>
</tr>
</thead>
<tbody>
<tr>
<td>Natural Language Inference</td>
<td>SNLI</td>
<td>510,771</td>
<td>9,831</td>
</tr>
<tr>
<td>Natural Language Inference</td>
<td>MNLI</td>
<td>392,702</td>
<td>9,815</td>
</tr>
<tr>
<td>Answer Sentence Selection</td>
<td>QNLI</td>
<td>108,436</td>
<td>5,732</td>
</tr>
<tr>
<td>Paraphrase Detection</td>
<td>Quora</td>
<td>363,847</td>
<td>40,430</td>
</tr>
</tbody>
</table>

Table 1: Summary of the datasets

SNLI The Stanford Natural Language Inference (SNLI) Corpus (Bowman et al., 2015) is a collection of 570k human-written English sentence pairs supporting the task of natural language inference. Given a premise sentence and a hypothesis sentence, the task is to predict whether the premise entails the hypothesis (entailment), contradicts the hypothesis (contradiction), or neither (neutral). In order to make the label set the same across all the datasets, we convert the original three-label classification task into a binary classification task with “entailment” as the positive label, and “contradiction” and “neutral” as negative.

MNLI The Multi-Genre Natural Language Inference (MNLI) corpus (Williams et al., 2017) is a crowd-sourced collection of 433k sentence pairs annotated with textual entailment information. The corpus is modeled on the SNLI corpus but differs in that it covers a range of genres including transcribed speech, fiction, and government reports, and supports a distinctive cross-genre generalization evaluation. We used the training data from GLUE but evaluate only on the matched (in-domain) section. Similar as in SNLI, we convert the three-label classification task into a binary classification task.

QNLI The Question-answering Natural Language Inference (QNLI) is a dataset converted from the Stanford Question Answering Dataset (SQuAD) (Rajpurkar et al., 2016). Although its name contains “natural language inference”, the text domain and task type of QNLI are fundamentally different from those of SNLI and MNLI. The original SQuAD dataset consists of question-paragraph pairs, where one of the sentences in the paragraph (drawn from Wikipedia) contains the answer to the corresponding question (written by an annotator). GLUE converts the task into sentence pair classification by forming a pair between each question and each sentence in the corresponding context and filtering out pairs with low lexical overlap between the question and the context sentence. The task is to determine whether the context sentence contains the correct answer to the question.

QQP The Quora Question Pairs (QQP) dataset is a collection of question pairs from the community question-answering website Quora (Wang et al., 2017). The task is to determine whether a pair of questions are semantically equivalent. One source of negative examples are pairs of “related questions” which, although pertaining to similar topics, are not truly semantically equivalent. Due to community nature, the ground-truth labels contain some amount of noise.

4.2 Experiment Setup

BERT Domain Classifier The setup for training the BERT domain classifier is shown in Figure 1. Basically, the setup is similar to that for fine-tuning BERT on sequence-pair classification task (since we test our method on sequence-pair classification tasks). We take the hidden state of the [CLS] token of the input sequence pair, and feed it into a two-layer feedforward neural network with hidden units of 100 and 10 in each layer and ReLU as the activation function. The label for each data point is the domain that the data point belongs to.

MMD-based Domain Regularization The goal of domain regularization is to train the BERT model on the source domain but learn domain-invariant latent representations. The computation pipeline of training BERT model using MMD-based domain regularization is presented in Fig-
Figure 1: Setup for training a BERT domain classifier. Picture adapted from (Devlin et al., 2018)

Figure 2. Basically, we feed both labeled source domain data and unlabelled target domain data to the model, a classification loss is calculated based on source labels and model prediction, and an MMD domain loss is calculated from the BERT representations of source domain data and target domain data. We combine the two losses as the training objective. It is straightforward to optimize this objective using stochastic gradient methods.

Experiment Details The experiments were conducted in three phases. In the first phase, a BERT-based domain classifier is trained to distinguish samples from a pair of datasets. In the second phase, all source domain training samples are ranked based on the output from the BERT domain classifier, and a subset of data points is selected from the source domain training set. The selected subset of source data and their ground truth labels are then used to fine-tune a BERT model in the final phase.

We train one binary domain classifier for each pair of source-target datasets. For each dataset, 5,000 data points were randomly selected to make up the training set, and another 1,000 data points were sampled as the test set. We train the BERT domain classifier for a fixed step of 100, using a small learning rate of $2e-6$ and batch size of 64. Due to the domain discriminative nature of pre-trained BERT representations, the BERT domain classifier can easily achieve an accuracy > 99% domain classification performance on the holdout test dataset.

The trained domain classifier is then used to predict the target domain probability for each data point from the source domain. Source data points with the highest target domain probability are selected for fine-tuning BERT for domain adaptation. For each target domain, we set aside a small validation set (1 percent of the target training set) for tuning the hyper-parameters such as batch size. We incrementally increase the size of the selected source data. For each batch size and number of selected source data combination, we fine-tuned the BERT model for 10 epochs, and record the best performance for each configuration.

4.3 Results

BERT Representations The fact that pre-trained BERT can be easily fine-tuned with just one additional output layer to create state-of-the-art models for a wide range of tasks suggests that BERT representations are potential universal text embeddings. In order to visualize BERT representations, we randomly select 5,000 training samples from each dataset and extract the BERT embeddings of them. Figure 3 presents the t-SNE plot of the BERT representations. As we can see from the figure, data points from different datasets are grouped into well-separated regions. This shows that BERT is extremely effective at mapping text from different domains to different locations within its representation space.

Transfer Performance The transfer performance of different methods is presented in Table 2. As the first baseline, we evaluate the performance of naive zero-shot transfer of fine-tuned BERT models. The results are presented in the column “NZS”. Each fine-tuned BERT model is trained to convergence using all the source domain data, and zero-shot transferred to the target do-
main. While in-domain fine-tuned BERT models usually achieve state-of-the-art performance, their zero-shot performance on the target domain can be significantly degraded. For transfers between dissimilar domains such as SNLI to QNLI, naive zero-shot can lead to more than 40% loss in accuracy compared with in-domain supervised training. By learning a domain invariant representation, the MMD-based domain adaptation method (column “MMD”) significantly outperforms the naive zero-shot baseline in almost all the transfer tasks. However, our discriminative data selection method (column “DDS”) achieves the best transfer performance in 10 out of the 12 pairwise transfer tasks while training on only a small fraction of source domain data (column “% Data”). The relative improvement is as large as 18% over the naive zero-shot and 3.3% over the MMD-based domain regularization. Even though we doubled the training data size every time we observe an increase in transfer performance, the cumulative training time is still much smaller than fine-tuning on the whole source dataset.

The Effect of Learning Curriculum

In order to evaluate the effectiveness of our learning curriculum, we designed experiments to compare the learning curves of five learning curricula. The five learning curricula are described as the following:

“Most Similar” is the curriculum adopted in this paper, in which all the source training samples are ranked based on the target domain probability. A subset of source data is selected and presented to the model learner according to the curriculum that the samples with the highest target domain probability are trained first. “Most Dissimilar”: the curriculum ranks the source data reversely according to the target domain probability, selects and trains the most dissimilar samples first. In “Random Sample” curriculum, a subset of source samples are randomly selected and fed into the training model. In “Random Order within Selected” case, the subset is selected first based on target domain probability. However, the order of presentation during training is random. In “Reverse Order within Selected” scenario, the subset is selected based on target domain probability, and the order of presentation during training is based on the reverse order of target domain probability. As we can see from the figure, both the data selection strategy and learning curriculum have a clear effect on the transfer performance. “Most Similar” curriculum enjoys the highest convergence rate when trained on a small amount of source data, while “Most Dissimilar” curriculum has the lowest convergence rate. The transfer performance of all the learning curricula benefits initially from adding more training data and eventually saturates. Overall, “Most Similar” curriculum...


<table>
<thead>
<tr>
<th>Source</th>
<th>Target</th>
<th>IFT</th>
<th>NZS</th>
<th>MMD</th>
<th>DDS</th>
<th>% Data</th>
</tr>
</thead>
<tbody>
<tr>
<td>MNLI</td>
<td>QNLI</td>
<td>85.3</td>
<td>49.8</td>
<td>58.0</td>
<td>58.5</td>
<td>0.1%</td>
</tr>
<tr>
<td>MNLI</td>
<td>Quora</td>
<td>89.3</td>
<td>73.7</td>
<td>71.5</td>
<td>73.9</td>
<td>26.1%</td>
</tr>
<tr>
<td>MNLI</td>
<td>SNLI</td>
<td>92.9</td>
<td>87.4</td>
<td>87.6</td>
<td>88.3</td>
<td>26.1%</td>
</tr>
<tr>
<td>QNLI</td>
<td>MNLI</td>
<td>88.3</td>
<td>63.7</td>
<td>66.0</td>
<td>67.2</td>
<td>0.4%</td>
</tr>
<tr>
<td>QNLI</td>
<td>Quora</td>
<td>89.3</td>
<td>61.8</td>
<td>66.1</td>
<td>67.6</td>
<td>1.5%</td>
</tr>
<tr>
<td>QNLI</td>
<td>SNLI</td>
<td>92.9</td>
<td>56.1</td>
<td>65.3</td>
<td>66.6</td>
<td>0.4%</td>
</tr>
<tr>
<td>Quora</td>
<td>MNLI</td>
<td>88.3</td>
<td>71.0</td>
<td>76.6</td>
<td>83.6</td>
<td>3.5%</td>
</tr>
<tr>
<td>Quora</td>
<td>QNLI</td>
<td>85.3</td>
<td>50.8</td>
<td>58.8</td>
<td>59.1</td>
<td>1.8%</td>
</tr>
<tr>
<td>QNLI</td>
<td>MNLI</td>
<td>92.9</td>
<td>69.1</td>
<td>72.4</td>
<td>71.6</td>
<td>1.8%</td>
</tr>
<tr>
<td>SNLI</td>
<td>MNLI</td>
<td>88.3</td>
<td>77.0</td>
<td>82.2</td>
<td>80.2</td>
<td>5.0%</td>
</tr>
<tr>
<td>SNLI</td>
<td>QNLI</td>
<td>85.3</td>
<td>49.0</td>
<td>54.9</td>
<td>56.7</td>
<td>0.1%</td>
</tr>
<tr>
<td>SNLI</td>
<td>Quora</td>
<td>89.3</td>
<td>67.0</td>
<td>70.8</td>
<td>70.9</td>
<td>1.3%</td>
</tr>
</tbody>
</table>
converges to the best performance among other curricula. The observation demonstrates the effectiveness of using target domain probability as a measure of learning "hardness".

Figure 4: Transfer performance from MNLI to SNLI for five learning curricula. “Most Similar” curriculum achieves the best convergence rate and transfer performance.

5 Conclusion

In conclusion, we propose a novel domain adaptation framework for fine-tuned BERT models through a two-step domain-discriminative data selection and curriculum learning. Our approach significantly outperforms the baseline models on four large datasets, which demonstrates the effectiveness of both the data selection strategy and curriculum design. The method can be readily extended to multi-source domain adaptation, or applied to few-shot learning scenarios in which the selected source domain data can be used to augment the limited target domain training data.
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Abstract

Active learning (AL) for machine translation (MT) has been well-studied for the phrase-based MT paradigm. Several AL algorithms for data sampling have been proposed over the years. However, given the rapid advancement in neural methods, these algorithms have not been thoroughly investigated in the context of neural MT (NMT). In this work, we address this missing aspect by conducting a systematic comparison of different AL methods in a simulated AL framework. Our experimental setup to compare different AL methods uses: i) State-of-the-art NMT architecture to achieve realistic results; and ii) the same dataset (WMT’13 English-Spanish) to have fair comparison across different methods. We then demonstrate how recent advancements in unsupervised pre-training and paraphrastic embedding can be used to improve existing AL methods. Finally, we propose a neural extension for an AL sampling method used in the context of phrase-based MT - Round Trip Translation Likelihood (RTTL). RTTL uses a bidirectional translation model to estimate the loss of information during translation and outperforms previous methods.

1 Introduction

Active learning (AL) is an iterative supervised learning procedure where the learner is able to query an oracle for labeling new data points. Since the learner chooses the data points for annotation, the amount of labeling needed to learn a concept can be much lower than annotating the whole unlabeled dataset (Balcan et al., 2009). This approach is useful in low-resource scenarios where unlabeled data is abundant but manual labeling is expensive. AL has been successfully applied to many areas of NLP like classification, sequence labeling, spoken language understanding (Cohn et al., 1994; Guo and Greiner, 2007; Dagan and Engelson, 1995; Settles and Craven, 2008; Tur et al., 2005) as well as machine translation (MT) (Ambati, 2011; Haffari et al., 2009; Eck, 2008; Peris and Casacuberta, 2018; Zhang et al., 2018). In MT, most of the AL methods have been investigated under the phrase-based paradigm. Although neural MT has dominated the field (Barrault et al., 2019), there has only been limited effort to investigate and compare existing AL algorithms in this newer paradigm. The few recently published papers in this direction (Peris and Casacuberta, 2018; Zhang et al., 2018) use LSTM-based MT systems, whereas, the latest state-of-the-art systems are based on the Transformer architecture (Vaswani et al., 2017). Moreover, these papers either investigate different algorithms of the same class or compare only a handful of methods from different classes. Thus a global picture showing the effect of different AL methods on the same dataset for the state-of-the-art (SotA) MT system has been missing.

In this work, we fill this missing gap by performing a comprehensive evaluation of different AL algorithms on a publicly available dataset (WMT’13) using the SotA NMT architecture. To make our analysis thorough, we take into account different evaluation metrics to avoid any bias arising because of similarity between the evaluation metric and some components of the AL algorithm. Finally, we propose two extensions of existing AL algorithms. One leverages recent advances in paraphrastic embeddings (Wieting and Gimpel, 2018) and other is based on round-trip translation - a neural variant of the approach proposed in phrase-based MT (Haffari et al., 2009). Both of these approaches outperform existing methods with the latter showing the best results.
2 Active Learning Framework

We simulate AL in a batch setup because it is more practical to send batches of data for manual translation rather than a single sentence at disjoint intervals of time. Algorithm 1 summarizes the procedure. It expects: i) a labeled parallel corpus ($\mathcal{L}$), which is used to train the NMT system ($\mathcal{M}$); ii) an unlabeled monolingual corpus ($\mathcal{U}$), which is used to sample new data points for manual translation; iii) a scoring function ($\psi$), which is used to estimate the importance of data points in ($\mathcal{U}$); and iv) batch size ($B$), which indicates the number of data points to sample in each iteration.\footnote{In our simulation, $\mathcal{U}$ is basically the source side of a parallel corpus $\mathcal{L}'$ ($\mathcal{L}' \neq \mathcal{L}$), and to label new data points from $\mathcal{U}$ we simply extract the corresponding references from $\mathcal{L}'$ rather than asking a human annotator.} In practice, the AL algorithm will iterate until we exhaust the budget for annotation (step 2). However, in our simulation we already have reference translations for all the unlabeled data points (see Footnote 1), therefore, we iterate until we exhaust all the data points in $\mathcal{U}$. In each iteration, we first train an NMT system from scratch using $\mathcal{L}$ (step 3). We then score all the sentences in $\mathcal{U}$ with $\psi$ that takes in to account $\mathcal{L}$, $\mathcal{U}$, and $\mathcal{M}$ (step 4-6). The $\psi$ function is a key component in all AL algorithms, which is discussed in detail along with its variants in the next section. We then select the highest scoring $B$ sentences for manual translation (step 7-8). These sentences are removed from $\mathcal{U}$ (step 9), and added to $\mathcal{L}$ along with their reference translations (step 10). The algorithm then proceeds to step 2 for the next round.

Algorithm 1: Batch Active Learning for NMT

1: Given: Parallel data $\mathcal{L}$, Monolingual source language data $\mathcal{U}$, Sampling strategy $\psi(\cdot)$, Sampling batch size $B$.
2: while Budget $\neq$ EMPTY do
3: \hspace{1em} $\mathcal{M} = \text{TrainNMTsystem}(\mathcal{L})$;
4: \hspace{1em} for $x \in \mathcal{U}$ do
5: \hspace{2em} $f(x) = \psi(x, \mathcal{U}, \mathcal{L}, \mathcal{M})$;
6: \hspace{1em} end for
7: \hspace{1em} $X_B = \text{TopScoringSamples}(f(x), B)$;
8: \hspace{1em} $Y_B = \text{HumanTranslation}(X_B)$;
9: \hspace{1em} $\mathcal{U} = \mathcal{U} - X_B$;
10: \hspace{1em} $\mathcal{L} = \mathcal{L} \cup \{X_B, Y_B\}$;
11: \hspace{1em} end while
12: return $\mathcal{L}$

3 Methodology

In this section we outline the AL methods - i.e. the scoring functions ($\psi$), which have been proposed to work best for NMT, SMT and various sequence labeling tasks (Peris and Casacuberta, 2018; Zhang et al., 2018; Ambati, 2011; Haffari et al., 2009; Settles and Craven, 2008). These approaches can be broadly categorized into two classes: model-driven and data-driven.

Model-driven approaches sample instances based on the model, the labeled dataset and the unlabeled dataset, i.e. $\psi(x, \ldots) = \psi(x, \mathcal{M}, \mathcal{U}, \mathcal{L})$. These methods receive direct signal from the model, which can potentially help in sampling more sentences from regions of the input space, where the model is weak. We first describe several model-driven approaches from the above works, all of which sample instances where the model is least certain about the prediction. We then propose Round Trip Translation Likelihood, a neural extension of an existing method, which outperforms other model-driven methods substantially.

Data-driven approaches on the other hand only rely on $\mathcal{U}$ and $\mathcal{L}$ to sample sentences, i.e. $\psi(x, \ldots) = \psi(x, \mathcal{U}, \mathcal{L})$. Since these methods are model independent, model training in step 3 of Algorithm 1 can be ignored, making these methods computationally faster. We summarize various existing data-driven approaches from MT literature and demonstrate how these approaches can benefit considerably from sentence embeddings specifically trained for capturing semantic similarity.

3.1 Model-Driven

In this class of methods, we explore uncertainty sampling (Lewis and Catlett, 1994) strategies that have been widely used in MT. In this strategy an unlabeled example $x$ is scored with some measure of uncertainty in the probability distribution over the label classes assigned by the model $p_M(y|x)$. In the case of classification tasks, using the entropy $H(p_M(y|x))$ is the most obvious choice, but in the case of structure prediction tasks, the space of all possible labels is usually exponential, making entropy calculation intractable. Settles and Craven (2008) found two heuristics: Least Confidence and N-best Sequence Entropy, which seemed to be the most effective estimators of model uncertainty across for two sequence labeling tasks. In addition to these, we also investigate Coverage Sampling (Peris and Casacuberta, 2018).
proposed for interactive NMT, and our version of Round Trip Translation Likelihood inspired from the work in phrase-based MT (Haffari et al., 2009).

3.1 Least Confidence (LC)
This method estimates the model uncertainty of a source sentence $x$ by averaging token-level log probability of the corresponding decoded translation $\hat{y}$. In our formulation, we further add length normalization to avoid any bias towards the length of the translations.

$$\psi_{\text{LC}}(x, M) = -\frac{1}{L} \log p_M(\hat{y}|x),$$

where $L$ denotes the length of $\hat{y}$.

3.1.2 N-best Sequence Entropy (NSE)
Another tractable approximator of model uncertainty is computing the entropy of the $n$-best hypotheses. Corresponding to a source sentence $x$, let $\mathcal{N} = \{\hat{y}_1, \hat{y}_2, \ldots, \hat{y}_n\}$ denote the set of $n$-best translations. The normalized probability $\hat{P}$ of each hypothesis can be computed as:

$$\forall \hat{y} \in \mathcal{N}, \quad \hat{P}(\hat{y}) = \frac{p_M(\hat{y}|x)}{\sum_{\hat{y} \in \mathcal{N}} p_M(\hat{y}|x)}.$$  

(2)

Each source sentence is scored with the entropy of the probability distribution $\hat{P}$:

$$\psi_{\text{NSE}}(x, M) = -\sum_{\hat{y} \in \mathcal{N}} \hat{P}(\hat{y}) \log \hat{P}(\hat{y}).$$

(3)

3.1.3 Coverage Sampling (CS)
Under-translation is a well known problem in NMT (Tu et al., 2016), wherein not all source tokens are translated during decoding. The attention mechanism in LSTM based encoder-decoder architecture (Bahdanau et al., 2015) can model word alignment between translation and source to some degree. The extent of coverage of the attention weights over the source sentence can be an indicator of the quality of the translation. Peris and Casacuberta (2018) proposed Coverage Sampling (CS), which uses this coverage to estimate uncertainty. Formally:

$$\psi_{\text{CS}}(x, M) = -\frac{\sum_{i=1}^{x} \log(\min(\sum_{j=1}^{y} \alpha_{i,j}, 1))}{|x|}.$$  

(4)

where $x$ and $\hat{y}$ are the source sentence and the decoded translation respectively, $|\cdot|$ denotes the number of tokens and $\alpha_{i,j}$ denotes the attention probability on the $j^{th}$ word of $x$ while predicting the $i^{th}$ word of the $\hat{y}$.

3.1.4 Round Trip Translation Likelihood (RTTL)
Ott et al. (2018) showed that even a well trained NMT model does not necessarily assign higher probabilities to better translations. This behavior can be detrimental for methods like LC in which sentences with highly probable translations are not selected for human translations. In this scenario we assume that a low quality translation will lose some source-side information and it will become difficult to reconstruct the original source from this translation. To this end, we train models $M$ and $M_{\text{rev}}$ to translate from source language to target language and the reverse direction respectively. $M_{\text{rev}}$ is identical to $M$ except that it is trained on data obtained by flipping source and target sentences in $L$. Formally, for any source sentence $x$ of length $L$, we first translate it to a target sentence $\hat{y}$ using $M$. Then we translate $\hat{y}$ back using $M_{\text{rev}}$, but instead of decoding, we compute the probability of the original source sentence $x$ and use it as a measure of uncertainty.

$$\hat{y} \approx \arg\max_y p_M(y|x). \quad \text{(beam search)}$$  

(5)

$$\psi_{\text{RTTL}}(x, M, M_{\text{rev}}) = -\frac{1}{L} \log p_{M_{\text{rev}}}(x|\hat{y}).$$

(6)

RTTL is inspired by one of the methods proposed by Haffari et al. (2009), but differs from it in terms of modeling uncertainty. In their formulation, $x$ is first translated to $\hat{y}$ like us but instead of scoring the likelihood of $x$ given $\hat{y}$, under $M_{\text{rev}}$, they use $M_{\text{rev}}$ to translate $\hat{y}$ to a new source sentence $\hat{x}$ and measure uncertainty using sentence-level BLEU between $x$ and $\hat{x}$. They showed that their approach did not perform better than a random baseline, however, in our experiments, RTTL outperforms the random baseline as well as all other model-driven methods. We suspect that this might be due to model log probability being a much finer grained metric than sentence-level BLEU.

3.2 Data-Driven
The data-driven approaches usually score sentences based on optimizing either one or a trade-
off between the following two metrics:

- **Density**: This metric scores sentences based on how similar they are with respect to the entire data in \( \mathcal{U} \). In other words, sentences with higher likelihood under the data distribution of \( \mathcal{U} \) are scored higher. This strategy assumes that the test set has the same distribution as \( \mathcal{U} \), which makes achieving good translations on the dense regions of \( \mathcal{U} \) more important.

- **Diversity**: This metric compliments the above and encourages sampling sentences which are less similar to the data in \( \mathcal{L} \). This eventually leads to \( \mathcal{L} \) containing a diverse set of sentences, leading to better generalization performance of model \( \mathcal{M} \).

A key component in the above two metrics is how the similarity between two sentences is measured. We select the two common practices in literature are using n-gram overlap and cosine similarity between sentence embeddings. In the sections below, we describe the formulation of various data-driven methods based on how sentence similarity is measured.

### 3.2.1 N-gram Overlap

Ambati (2011) and Eck (2008) investigated density and diversity metrics using n-gram overlap for phrase-based MT and concluded that the best approach is to combine both of them together in the scoring function. Therefore, we select Density Weighted Diversity method from the former and Static Sentence Sorting from the latter in our study. Both methods use the following notations:

- \( \mathcal{I} \): denotes the indicator function,
- \( \text{n-gram}(x) \): denotes the multiset of n-grams in a sentence (or a set of sentence) \( x \),
- \( \#(a|\mathcal{X}) \): denotes the frequency of an n-gram \( a \) in \( \text{n-gram}(\mathcal{X}) \).

**Density Weighted Diversity (DWDS)** combines the density and diversity metrics using a harmonic mean. Equation 7 and 8 respectively define the density (\( \alpha \)) and diversity (\( \beta \)) metrics, which are combined together in Equation 9 to obtain the DWDS scoring function.

\[
\alpha(x, \mathcal{U}, \mathcal{L}) = \sum_{s \in \text{n-gram}(x)} \frac{\#(s|\mathcal{U})e^{-\lambda\#(s|\mathcal{L})}}{|\text{n-gram}(x)||\text{n-gram}(\mathcal{U})|} \tag{7}
\]

Here, \( \lambda \) is used as a decay parameter to give discount the n-grams which have already been seen in the bilingual data.

\[
\beta(x, \mathcal{U}, \mathcal{L}) = \frac{\sum_{x \in \text{n-gram}(x)} \mathcal{I}(s \notin \text{n-gram}(\mathcal{L}))}{|\text{n-gram}(x)|} \tag{8}
\]

\[
\psi_{\text{DWDS}}(x, \mathcal{U}, \mathcal{L}) = \frac{\alpha(x, \mathcal{U}, \mathcal{L})\beta(x, \mathcal{U}, \mathcal{L})}{k\alpha(x, \mathcal{U}, \mathcal{L}) + \beta(x, \mathcal{U}, \mathcal{L})} \tag{9}
\]

Here, \( k \) controls the relative weighting of \( \alpha \) and \( \beta \).

**Static Sentence Sorting (SSS)** is a much simpler formulation which samples sentences from dense regions of \( \mathcal{U} \), containing n-grams which are absent in \( \mathcal{L} \).

\[
\psi_{\text{SS}}(x, \mathcal{U}, \mathcal{L}) = \frac{\sum_{s \in \text{n-gram}(x)} \mathcal{I}(s \notin \mathcal{L})\#(s|\mathcal{U})}{|x|} \tag{10}
\]

### 3.2.2 Cosine Similarity

Zhang et al. (2018) proposed S-Score (SS) to use cosine similarity between sentence embeddings rather than n-gram overlap as a measure of sentence similarity. S-Score mainly relies on the diversity metric for selection. It samples sentences from \( \mathcal{U} \) which are furthest from their nearest neighbors in \( \mathcal{L} \). Essentially sentences which are semantically different from all the sentences in \( \mathcal{L} \) would be selected. Let \( e(x) \) denote the embedding vector of the sentence \( x \) and \( \cos(\cdot, \cdot) \) denote the cosine similarity, then S-Score is defined as:

\[
\psi_{\text{SS}}(x, \mathcal{L}) = \min_{y \in \mathcal{L}} \cos(e(x), e(y)) \tag{11}
\]

Zhang et al. (2018) used learnt sentence embeddings starting from fasttext (Bojanowski et al., 2017) and fine-tuned using Paragraph Vector (Le and Mikolov, 2014).

To better understand how recent advances in unsupervised pre-training can benefit active learning, we perform an ablation study of the S-Score method with varying the source of embeddings. We experiment with the following three increasingly expressive sentence representations:

**Bag of words (SS-BoW)**: This is the simplest method in which the sentence embeddings are computed by taking the average of all the word embeddings. The word embeddings are obtained from the fasttext tool.
Contextual embedding (SS-CE): In this method, we leverage unsupervised pre-training techniques like BERT which have significantly advanced the SotA in NLP (Devlin et al., 2019). Specifically, we train the Transformer Encoder using the Masked Language Modeling (MLM) objective proposed in BERT (Devlin et al., 2019). We then compute the sentence embedding by averaging outputs from the trained encoder corresponding to all the sentence tokens.

Paraphrastic embedding (SS-PE): The sentence embedding methods listed above and those used by Zhang et al. (2018) are all trained with the objective of predicting tokens based on their context. While this allows the embeddings to be somewhat correlated with the semantics, explicitly fine-tuning the embeddings on semantic similarity can be helpful for our use case. Therefore, we fine-tune the contextual embedding model discussed above on the paraphrase task as proposed in Wieting and Gimpel (2018).

Wieting and Gimpel (2018) created a dataset containing pairs of English paraphrases by back-translation the Czech side of an English-Czech corpus. We fine-tune the embeddings of the paraphrase pairs to be close to each other using a contrastive loss. We specifically choose this task because it does not utilize any supervised human annotated corpus for semantic similarity while achieving competitive performance on SemEval semantic textual similarity (STS) benchmarks.

We show that using contextual sentence embeddings does not give any noticeable gains over simply using bag of words embeddings, however fine-tuning the embeddings on semantic similarity tasks improves the performance of S-Score substantially, enabling it to outperform other data-driven approaches.

4 Experiments

4.1 Dataset

Our setup is based on the WMT’13 English-Spanish news translation task. We use the Europarl and News Commentary Corpus consisting of ~ 2M sentence pairs. We randomly sample 10% of the whole bilingual data to create the base parallel dataset \( \mathcal{L} \) (~ 200K) which is used to train an initial NMT model. We then randomly sample 50% from the remaining data to the unlabeled dataset \( \mathcal{U} \) (~ 1M) used for simulating the AL experiments. Note that we do the random sampling just once and fix \( \mathcal{L} \) and \( \mathcal{U} \) for all the experiments for fair comparison. Since we experiment in a simulated AL framework, the target sentences in \( \mathcal{U} \) are hidden while scoring source sentences with different AL strategies. Once the AL algorithm samples a batch \( B \) containing 100k source sentences from \( \mathcal{U} \), the sampled sentences along with their corresponding “hidden” translations are added to \( \mathcal{L} \). We use newstest-2012 as the validation set and newstest-2013 as the test set, each consisting of ~ 200M sentences. For preprocessing, we apply the Moses tokenizer (Koehn et al., 2007) without aggressive hyphen splitting and with punctuation normalization. We learn a joint source and target Byte-Pair-Encoding (BPE, Sennrich et al. (2016)) on the whole bilingual data with 32k merge operations.

4.2 Training and Model Hyperparameters

For the NMT models in all the experiments, we use the base Transformer configuration with 6 encoder and decoder layers, 8 attention heads, embedding size of 512, shared input and output embeddings, relu activation function and sinusoidal positional embeddings. We train with a batch size of 2000 tokens on 8 Volta GPUs using half-precision for 30 epochs. Furthermore we use Adam optimizer (Kingma and Ba, 2015) with a learning rate of 0.001, \( \beta_1 = 0.9 \), \( \beta_2 = 0.98 \), learning rate warmup over the first 4000 steps and inverse square root learning rate scheduling. We also apply dropout and label smoothing of 0.1 each. We average the weights of 5 checkpoints with the best validation loss and run inference with a beam size of 5.

While training the Transformer Encoder using the Masked Language Modeling (MLM) objective, we switch to the big configuration with an embedding size of 1024 and 16 attention heads. The masking probabilities are the same as described in Devlin et al. (2019), however instead of pair of sentences, we use text streams spanning across multiple sentences (truncated at 256 tokens) (Lample and Conneau, 2019). This model
is trained using 64 Volta GPUs, each processing a batch of 128 segments. We use a learning rate of 0.0003, with other hyperparameters similar to the NMT model. The above model is fine-tuned on the task of Paraphrastic Sentence Embeddings. Specifically we use a margin of 0.4, learning rate 0.0005, batch size 3500 tokens and megabatches consisting of 32 batches. We train for 5 epochs using 8 Volta GPUs. Lastly for DWDS, we set $k = 1, \lambda = 1$. For both the n-gram based methods, we consider up to tri-grams. In case of NSE, we restrict the $n$-best list to be of size 5. Our baseline is a system that randomly selects sentences from the unlabeled data.

5 Results and Discussion

In this section, we compare the performance of different AL algorithms of each class: model-driven and data-driven. For a comprehensive comparison, we evaluate the best approaches of both classes on:

- Various MT evaluation metrics. N-gram overlap based metrics like BLEU (Papineni et al., 2002) might be biased towards AL methods based on n-gram similarity (DWDS, SSS). For a fair comparison, we evaluate the AL approaches on BLEU, TER (Snover et al., 2006), which is based on edit distance, and BEER (Stanojević and Sima’an, 2015), which uses a linear model trained on human evaluations dataset.

- Out-of-domain evaluation sets. Since AL algorithms are sensitive to the labeled ($L$) and unlabeled data ($U$) distributions, it is possible that some AL algorithms perform worse, when evaluated on out-of-domain test sets. To compare the robustness of different AL approaches, we evaluate them on a test set sourced from biological domain, which is very different from the training data distribution (parliament speech and news).

- Evaluation sets without any translationese source sentences. Translationese refers to the distinctive style of sentences which are translated by human translators. These sentences tend to be a simplistic, standardized, explicit and lack complicated constructs like idioms etc. These properties might make it easy to reconstruct source sentences from the translationese domain, hence discouraging them to be sampled by RTTL. Presence of translationese source sentences in the test sets might unfairly penalize RTTL.

5.1 Model-Driven Approaches

Figure 1 and Table 1 compares the results of model-driven approaches and random sampling baseline. We observe that CS performs worse than the random baseline. This is in contrast to the results reported in Peris and Casacuberta (2018) where it is amongst the best performing methods. The performance of CS is dependent upon the assumption that attention probabilities are good at modeling word alignments. While this assumption is valid in the case Peris and Casacuberta (2018), which uses attentional sequence-sequence models with LSTMs/GRUs, it breaks down in the presence of multi-layered, multi-headed attention mechanism of the Transformer architecture. Upon closer inspection, we found that this method sampled very long sentences with rare words and many BPE splits, resulting in sub-optimal performance. LC has slightly better performance than NSE, while RTTL outperforms all the other methods consistently by a non-trivial margin. This demonstrates that our proposed extension is an effective approximation of model uncertainty.

![Figure 1: Results of model-driven approaches.](image)

5.2 Data-Driven Approaches

Figure 2 shows the results of n-gram based data-driven approaches. As illustrated in Figure 2, these computationally inexpensive methods can consistently outperform the random baseline by a
large margin. In spite of modeling density and diversity in very different ways, both the methods achieve similar performance.

Figure 3 shows the results of embedding based data-driven approaches (SS) corresponding to different sources of embeddings. It is noteworthy that using bag-of-words (SS-BoW) and contextual embeddings (SS-CE) results in roughly the same performance, barely beating the random baseline. However, fine-tuning the contextual embeddings on the paraphrase task (SS-PE), brings about a large performance gain, emphasizing the effectiveness of fine-tuning on semantic similarity tasks for AL.

The above trends are inline with the results reported in Table 1 as well.

<table>
<thead>
<tr>
<th>Random</th>
<th>Model-Driven</th>
<th>Data-Driven (N-Gram)</th>
<th>Data-Driven (Embedding)</th>
</tr>
</thead>
<tbody>
<tr>
<td>LC</td>
<td>CS</td>
<td>NSE</td>
<td>RTTL</td>
</tr>
<tr>
<td>29.54</td>
<td>30.06</td>
<td>29.35</td>
<td><strong>30.29</strong></td>
</tr>
<tr>
<td>DWDS</td>
<td>SSS</td>
<td>30.29</td>
<td>30.22</td>
</tr>
<tr>
<td><strong>30.29</strong></td>
<td>30.21</td>
<td>29.84</td>
<td>30</td>
</tr>
</tbody>
</table>

Table 1: Results for Model-Driven and Data-Driven approaches. We report the average BLEU scores across 20 active learning iterations. Best methods within each category are bolded.

Figure 3: Results of the SS method with various sources of embeddings.

5.3 Performance on Different Evaluation Metrics

Figure 4 compares the top three AL methods (RTTL, DWDS, SS-PE) using BLEU. All three methods are quite competitive, with RTTL and SS-PE performing slightly better than DWDS in the beginning. Figures 4 and 5 show consistent performance trends using all the three metrics. It is worth noting from figure 4, that all the methods are able to achieve the same BLEU (as with using the whole bitext) with using only 70% of the bitext. This outlines that AL can be quite effective for NMT.
5.4 Evaluation on Test Sets Without Translationese

Zhang and Toral (2019) brought to light the effect of having translationese in the source side of the evaluation sets used in WMT over the years. The situation is even worse for newstest2013 which contains translations of sentences from 5 different languages, in the source side. We create a new test set, by collecting $\sim 2000$ sentences from newstest2009-13 except newstest2012 (since we use newstest2012 as validation set) which are originally from English. The BLEU scores of all the methods are much higher on this test set corrected for translationese ($\sim 38$ BLEU), as compared to newstest2013 ($\sim 31$ BLEU), however the relative performance trends remain the same.

5.5 Evaluation on Out-of-Domain Test Sets

Figure 6 shows the results on out-of-domain test set from the WMT16 Shared Task on Biomedical Translation. It can be observed from figure 6 that, while RTTL and DWDS are quite robust to the test domain, and strongly outperform the random baseline, there is some degradation in the performance of SS-PE.

6 Related Work

Early work on AL for MT includes Ambati (2011); Eck (2008); Haffari et al. (2009) among others. These papers investigated the AL approaches for phrase-based MT systems. Given that the current SotA MT systems are neural-based, in this work, we investigate the effectiveness of their proposed methods in the neural paradigm. Couple of works that did investigate the AL methods for NMT are Peris and Casacuberta (2018) and Zhang et al. (2018). Both of these used RNN/LSTM based NMT architecture, whereas, we use the latest SotA Transformer in our investigation. Peris and Casacuberta (2018) used an interactive NMT setup and mostly focused on model-driven approaches disregarding data-driven methods. Zhang et al. (2018) did compare methods from both the classes but considered only a handful of methods. Our work is closer to Zhang et al. (2018), but we cover much a wider spectrum of methods in AL. We also go one step further and show that the cosine similarity based methods proposed in Zhang et al. (2018) are more effective when the embeddings are optimized for the paraphrase task. As far as we know, most of the prior work concluded that data-driven methods outperform model-driven methods, however, our model-driven RTTL formulation obtains slight gain over the best data-driven method.

7 Conclusion

In this work, we performed an empirical evaluation of different AL methods for the state-of-the-art neural MT architecture, a missing aspect in prior work. We explored two classes of approaches: data-driven and model-driven, and observed that all the methods outperform a random baseline, except coverage sampling which relies on the attention mechanism. Coverage sampling was shown to be amongst the best approaches in prior work that used LSTM-based NMT model. Given Transformer’s more complex attention ar-
architecture (multi-headed and multi-layered), it appears that the attention scores are not reliable enough to be used with the AL methods.

From our ablation study on using different sources of embeddings, we discovered that optimizing the embeddings towards a semantic similarity task can give significant performance improvements in data-driven AL methods. Also, for the first time, we observed that a model-driven approach can outperform data-driven methods. The improvement was more evident in the out-of-domain evaluation results. This was possible with our proposed neural extension - RTTL, which computes the likelihood score of re-constructing the original source from its translation using a reverse translation model. Overall, we observed that the performance trends of different AL methods were consistent with all the three evaluation metrics (BLEU, BEER, and TER) and on different evaluation sets (in-domain and out-of-domain).
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Abstract

Semantic parsers are used to convert user’s natural language commands to executable logical form in intelligent personal agents. Labeled datasets required to train such parsers are expensive to collect, and are never comprehensive. As a result, for effective post-deployment domain adaptation and personalization, semantic parsers are continuously retrained to learn new user vocabulary and paraphrase variety. However, state-of-the-art attention based neural parsers are slow to retrain which inhibits real time domain adaptation. Secondly, these parsers do not leverage numerous paraphrases already present in the training dataset. Designing parsers which can simultaneously maintain high accuracy and fast retraining time is challenging. In this paper, we present novel paraphrase attention based sequence-to-sequence/tree parsers which support fast near real time retraining. In addition, our parsers often boost accuracy by jointly modeling the semantic dependencies of paraphrases. We evaluate our model on benchmark datasets to demonstrate up to 9X speedup in retraining time compared to existing parsers, as well as achieving state-of-the-art accuracy.

1 Introduction

Semantic parsers are used in modern intelligent personal agents (e.g. Alexa, Bixby, Jibo) to allow users to carry out a wide variety of tasks using natural language commands/queries. Specifically, these parsers convert the input query to an executable logical form representation. However, labeled datasets required to train state-of-the-art neural semantic parsers are difficult to collect due to their annotation complexity. Secondly, users from different locale tend to use different vocabulary, and paraphrases making it nearly impossible to collect a comprehensive dataset covering all possible variety of queries. As a result, once deployed, the semantic parsers require frequent retraining for adaptation to the locale and user specific vocabulary (Thomason et al., 2015; Azaria et al., 2016; Ray et al., 2018). Such domain adaptation and personalization is a key feature in current commercial personal agents (Kim et al., 2018).

Recently, neural semantic parsers based on attention based sequence-to-sequence/tree models were proposed (Jia and Liang, 2016; Dong and Lapata, 2016). These are attractive for commercial personal agents, since unlike previous approaches these can be trained end-to-end without requiring hand crafted domain specific grammar/lexicon, thereby improving scalability. However, these parsers are particularly prone to error when queries contain out-of-vocabulary (OOV) words (Ray et al., 2018). They are also slow to retrain since the attention layer, which is critical for boosting accuracy (Dong and Lapata, 2016), also constraints the encoder and decoder to be retrained simultaneously. As an example, in benchmark ATIS dataset with 4,485 training queries, a sequence-to-sequence semantic parser requires over 1 hour retraining time using a single GPU.

In this paper, we present novel sequence-to-sequence/tree parsers with two key advantages over previous parsers. First, our parser is trained to use either attention from input query or attention from its paraphrase (referred as paraphrase attention) when available. For learning new vocabulary from paraphrased queries (Azaria et al., 2016; Ray et al., 2018), this naturally enables our parsers to be retrained much faster, since in our parser only the encoder requires retraining. Secondly, by jointly modeling the semantic dependencies between paraphrases, our parser often achieves better accuracy over previous models. Our main contributions are summarized below.

- We propose novel sequence-to-sequence and
tree parsers with paraphrase attention which can be retrained much faster than previous models, enabling real time domain adaptation of intelligent agents.

- Our models explicitly leverage paraphrases in the training dataset resulting in better semantic understanding. On benchmark datasets our models achieve similar or better parsing accuracy over previous models.

- On OOV datasets, our models can learn new personalized words/phrases up to 9X faster than previous attention based parsers after retraining.

1.1 Related work

In this section we highlight the most related prior literature. In the last few decades a wide variety of semantic parsers have been proposed using both rule based and supervised approaches (Zelle and Mooney, 1996; Wong and Mooney, 2007; Zettlemoyer and Collins, 2005, 2007; Kwiatkowski et al., 2010, 2011; Artzi and Zettlemoyer, 2013). More recently, end-to-end neural network models are being explored due to their superior performance and ease of training (Jia and Liang, 2016; Dong and Lapata, 2016; Iyer et al., 2017; Dong and Lapata, 2018). The use of paraphrases to boost performance of semantic parsers have been studied (Berant and Liang, 2014; Ray et al., 2018).

Domain adaptation of semantic parsers have been explored in both pre–deployment (Herzig and Berant, 2017; Fan et al., 2017) and post–deployment (Thomason et al., 2015; Azaria et al., 2016; Iyer et al., 2017; Ray et al., 2018) settings, and using both CCG based and neural network parsers. In (Ray et al., 2018), the authors propose new models to effectively learn user specific OOV words by retraining neural semantic parsers.

Neural semantic parsers are mainly based on attention based sequence-to-sequence networks. Although sequence-to-sequence networks were first proposed to solve the problem of machine translation (Sutskever et al., 2014; Bahdanau et al., 2015), it has been applied successfully in a wide range of NLP tasks (Cho et al., 2014; Vinyals et al., 2015b; Prakash et al., 2016). While adding extra context information from the input in the form of attention network greatly improves the performance of these models (Bahdanau et al., 2015; Vinyals et al., 2015a; Dong and Lapata, 2016), they also slow down their retraining time by constraining both the encoder and decoder networks to be retrained simultaneously.

Our work lie in the intersection of these areas. We propose new sequence-to-sequence/tree parsers using paraphrase attention, which facilitates faster domain adaptation, while maintaining competitive parsing accuracy as current models.

This paper is organized as follows. Section 2 formally defines our problem and discuss related background. We describe our new paraphrase attention based parsers in Section 3. In Section 4 we present our numerical evaluation results. Finally, we conclude in Section 5.

2 Problem and Background

In this section, we concretely define our problem and discuss related notations. A semantic parser \( P \) converts an user provided query \( q = (w_1, \ldots, w_n) \) to its corresponding logical form \( l(q) = (l_1, \ldots, l_m) \), where \( w_i \)'s represent words from vocabulary \( V \), and \( l_j \)'s correspond to logical expression tokens. The parser \( P \) is trained over a labeled training set \( T \). After deployment, users often use their own personal or locale specific vocabulary in queries, some of which are absent in the training vocabulary \( V \). Let \( p^* \) be a query with OOV words which parser \( P \) cannot parse. We follow the post–deployment domain adaptation settings similar to (Azaria et al., 2016; Ray et al., 2018), where using user feedback/dialog, a paraphrased query \( q^* \) of \( p^* \) is obtained which is parsable. The main task of domain adaptation is to retrain \( P \) using both the given paraphrased sample \( (p^*, q^*, l(q^*)) \), and the training set \( T \) to obtain an improved personalized parser \( P' \).

2.1 Sequence-to-sequence/tree parsers

In (Dong and Lapata, 2016; Jia and Liang, 2016), the authors demonstrate that attention based sequence-to-sequence/tree models can be utilized to solve the semantic parsing task. A basic attention based sequence-to-sequence/tree parser consists of an encoder, a decoder, and an attention layer. The encoder, and the decoder again consist of recurrent neural networks (e.g. LSTM). The model is trained by maximizing the simplified likelihood function:

\[
P(l_1, \ldots, l_m|w_1, \ldots, w_n) = \prod_{t=1}^{m} P(l_t|l_1, \ldots, l_{t-1}, c)
\]

(1)
where $c$ is the context vector (or final encoder hidden state).

Figure 1: Figure showing our new sequence-to-sequence parser with paraphrase attention. During training, encoder 1 encodes a query (“I want to fly from $c_{i0}$ to $c_{i1}$”), and encoder 2 encodes its paraphrase (“show flights between $c_{i0}$ and $c_{i1}$”). For decoding, the context state is provided by encoder 1 and attention is computed from encoder 2 top states. Both encoders share same LSTM parameters. During inference, a single encoder is used to compute both context and attention states.

3 Our Model

In this section we describe our new sequence-to-sequence/tree parser using paraphrase attention. The motivation behind our parser is as follows. Existing attention based sequence-to-sequence/tree parsers are slow to retrain since both the encoder and decoder needs to be retrained simultaneously to achieve satisfactory accuracy, hindering real time domain adaptation. While it may be possible to freeze the decoder parameters, and finetune only the encoder, however this is still slow since the error gradients need to be propagated all the way back to the encoder. Freezing the encoder parameters and finetuning just the decoder results in poor performance (shown in evaluation Section 4) since the model fails to learn the proper encoder representation corresponding to new OOV words.

Recall that, to teach a query $p^*$ with OOV words to an intelligent agent, user provides a paraphrased query $q^*$ with known words which the parser $P$ understands. Since $p^*$ and $q^*$ have the same meaning (hence the same logical form), their context representation $c$ should be the same. We make two key observations. First, to learn new query $p^*$ we can finetune just the encoder by treating the context vector $c$ (computed from paraphrased query $q^*$) as ground-truth. However, the top encoder states corresponding to query $p^*$, which are required for attention computation, are still unknown. We make a second observation that, if during training the model is taught to use attention either from a query, or its paraphrase, we can simply use attention from $q^*$ to decode $p^*$. Therefore, we do not require knowledge of top encoder states of $p^*$, instead we just need to know those of $q^*$. This can be obtained since $P$ can correctly parse $q^*$. Before describing our model details, we discuss another essential data processing step which identifies paraphrased sentences for model training.

3.1 Data preprocessing

We now describe two key preprocessing steps required to train our paraphrase attention model. Figure 2 provides an overview of these data processing steps.

Argument replacement: In (Dong and Lapata, 2016; Ray et al., 2018), the authors use an important preprocessing step called argument replacement. This step replaces certain words/phrases in the user query (e.g. entities or numbers), which correspond to logical form arguments, using special argument tokens before training. This greatly improves parsing accuracy by reducing the input variability (Dong and Lapata, 2016). Figure 1 shows an example of argument replaced query “I want to fly from $c_{i0}$ to $c_{i1}$” for the original query “I want to fly from atlanta to philadelphia” in ATIS dataset, where $c_{i0}, c_{i1}$ are special argument tokens. As a first preprocessing step, we perform this argument replacement to convert original training set $T$ to an argument replaced training set.
Paraphrase identification: In order to train a sequence-to-sequence parser which can use attention either from a query or its paraphrase, first we need to identify sentential paraphrases in the training dataset. Intuitively, if two paraphrased queries have the same meaning, they must share the same logical form. However, in the original training set $T$ there are not many paraphrases, since often logical forms differ only by a constant. Instead, if we consider the argument replaced training set $T_{a}$, where such constants have been replaced by argument tokens, many identical logical forms exist. In our second paraphrase identification step, using the queries in $T_{a}$ whose paraphrase exist, we construct a new paraphrase training set $T_{p} = \{q_{i}^{1}, q_{i}^{2}, l(q_{i}^{1})\}_{i=1}^{p}$, of a given size $p$, where $q_{i}^{1}, q_{i}^{2}$ are paraphrases. An example of such paraphrase pair is shown in Figure 1.

3.2 Sequence-to-sequence/tree with paraphrase attention

Now we describe our sequence-to-sequence with paraphrase attention model. Our model consists of two encoders (with shared parameters), one decoder, and one attention layer as shown in Figure 1. Sequence encoders 1 and 2 encode a query and its paraphrase respectively. During, decoding the decoder context is initialized from encoder 1 final hidden state, however the attention states are computed using the top hidden states of encoder 2. This enables our model to jointly capture the semantic dependence between the paraphrase pair.

Training: A key feature of our model is that the attention network is able to generate attention signals from both the query, or its paraphrase.

To ensure this, we train our model on a combined dataset $T_{a} \cup T_{p}$ using a multi-task objective. For a sample without a paraphrase $(q_{1}, l(q_{1})) \in T_{a}$, we perform forward/backward propagation identical to sequence-to-sequence with attention parsers using a single encoder (either 1 or 2 since they share parameters). For a sample with paraphrase $(q_{1}, q_{2}, l(q_{1})) \in T_{p}$, we perform forward/backward propagation using both encoders, and use the attention from encoder 2. We use the overall negative log-likelihood function as our training objective.

$$\mathcal{L} = -\log P(l(q_{1})|q_{1}, q_{2})$$

Figure 2 provides an overview of the data processing steps and training procedure of our new parser.

Inference: During model inference/testing we only have one user provided query $q$ and no paraphrase. However, thanks to the shared encoder parameters, both encoder context and top states can be computed from this query $q$. Therefore, during inference the model essentially acts as a normal sequence-to-sequence/tree parser.

Fast domain adaptation: For domain adaptation, user provides a OOV query $p^{*}$ and its paraphrase $q^{*}$. In end-to-end neural network models it is straight-forward to fine-tuning the parser $P$ after adding this new sample $(p^{*}, q^{*}, l(q^{*}))$ to the training set. As mentioned before, in previous sequence-to-sequence parsers such fine-tuning is slow since it involves updating the entire model parameters. In our model, a faster alternative is to fine-tune just the encoder. We can perform this by using a MSE objective as follows.

$$\mathcal{L} = \sum_{t=1}^{|q|} \| \hat{h}_{t} - h_{t} \|^2 + \| \hat{c} - c \|^2$$

where $\{\hat{h}_{t}\}_{t=1}^{q}, \hat{c}$ are the predicted top encoder states, and context vector respectively; while $\{h_{t}\}_{t=1}^{q}, c$ are their ground-truths. For all training samples of $P$, the ground-truths can be computed by a single forward pass using $P$. Unfortunately, in sequence-to-sequence with attention parser, the ground-truth top encoder states $\{\hat{h}_{t}\}_{t=1}^{p}$, for the new OOV query $p^{*}$, are unknown. This cannot be computed even from the paraphrase $q^{*}$ since they may have different lengths (example in Figure 1). In our paraphrase attention model, we can naturally fine-tune the encoder, since the attention is computed from a paraphrase $q^{*}$. Specifically,
1. The ground-truth encoder 1 context $\bar{c}$ is computed by encoding $q^*$ using encoder 2, since query $p^*$ should have the same meaning representation as $q^*$.

2. The ground-truth encoder 2 states $\{\hat{h}_t\}_{t=1}^{h}$ are also computed by encoding $q^*$ using encoder 2. Since only encoder 2 provides the attention signal, the different length of query $p^*$ is irrelevant.

Discussion: Note that, by fine-tuning using a MSE objective may result in a new context vector $\tilde{c}$ which is perturbed from the original semantic feature space that represented training queries. Thankfully, we observe in our experiments that the intermediate neural network layers are robust to small perturbations from the context feature space, and may not result in any significant changes in final classification output (or accuracy). Such robustness of intermediate layers have also been observed in works on neural network model compression (Denton et al., 2014; Aghasi et al., 2017; Kasiviswanathan et al., 2018).

To the best of our knowledge, this is the first work to use attention from paraphrase to improve parsing accuracy, and retraining time. Observe that, we harness accurate paraphrases from the training dataset itself as opposed to noisy auto-generated paraphrases from external resource like PPDB (Ganitkevitch et al., 2013; Dong et al., 2017), or a domain specific KB (Berant and Liang, 2014) used in recent literature. Moreover, in low resource languages such external paraphrase resource are generally unavailable. In (Ray et al., 2018) the authors train a paraphrase generator by first training an auto-encoder, and subsequently fine-tuning it with user provided paraphrases. In contrast, our model is trained using paraphrases identified within the training data even without any user input. Our model can also be trained end-to-end, unlike the hybrid parser model of (Ray et al., 2018).

4 Experiments

In this section we present our evaluation results. We have the following objectives. First we show that our new parsers using paraphrase attention can achieve a competitive or better parsing accuracy over previous models on benchmark datasets. Next, we present the main result that our new models can be retrained significantly faster to learn new OOV words/phrases than previous models.

4.1 Datasets

In order to test the performance of our model we consider three benchmark semantic parsing datasets:

1. airline queries dataset (ATIS) with 5,410 queries (4,480 training, 480 validation, 450 test)
2. geographical queries dataset (GEO) with 880 queries
3. job queries dataset (JOB) with 640 queries

For ATIS dataset we use the standard train-test split for our evaluation. However, for GEO and JOB datasets, owing to their small size, the parsing accuracy can vary significantly depending on the chosen split. Hence, in these smaller datasets we perform a 10 fold validation similar to (Wong and Mooney, 2007; Lu et al., 2008; Ray et al., 2018).

To test domain adaptation, we use OOV datasets used in (Ray et al., 2018) referred as PARA-ATIS and PARA-GEO datasets respectively (examples in Table 1). These datasets were constructed from benchmark datasets by substituting words $w$ in the benchmark queries by synonymous OOV words and phrases $s \in Syn(w)$, to generate candidate paraphrases. For a given train–test split, the dataset is in the form of tuple pairs (word $w$, synonym $s$, $T_{trn}(w, s)$, $T_{tst}(w, s)$), where $T_{trn}(w, s)/T_{tst}(w, s)$ denotes the subset of queries from original train/test set where $w$ has been replaced by $s$. The PARA-GEO dataset contains 180 word–synonym pairs and 5,783 OOV queries; while the PARA-ATIS dataset contains 161 word–synonym pairs and 13,501 OOV queries. Note that, the crowdsourced benchmark datasets contain typical queries that most users may ask. However, in order to test domain adaptation we need to consider atypical queries which are rare overall, but important for a particular user or locale. Hence, these OOV datasets containing atypical queries are suitable for this evaluation task.
PARA-ATIS
from
i need
(this for our future work.
words/phrases are leaned by the model. We defer interpretable, since it is not clear exactly which phrases. However, such evaluation is less in-
train–test sets containing different sentential paraphrase datasets (from benchmark GEO and ATIS datasets (Ray et al., 2018). Underlined words in the original benchmark queries are replaced with synonymous out-of-vocabulary words and phrases.

<table>
<thead>
<tr>
<th>Benchmark</th>
<th>Original benchmark query $q^*$</th>
<th>OOV substituted query $p^*$</th>
<th>Logical form $l(q^*)$</th>
<th>OOV dataset</th>
</tr>
</thead>
<tbody>
<tr>
<td>ATIS</td>
<td>list all flights departing from s0 to c1</td>
<td>list all flights taking off from s0 to c1</td>
<td>$(\lambda $0 (and (flight $0$) (from $0$ s0)))$</td>
<td>PARA-ATIS</td>
</tr>
<tr>
<td>GEO</td>
<td>how many bag cities are in s0</td>
<td>how many large cities are in s0</td>
<td>$(\text{count} (\lambda $0 (and (major $0$) (city $0$) (loc $0$ s0))))$</td>
<td>PARA-GEO</td>
</tr>
</tbody>
</table>

Table 1: Table showing examples from OOV datasets PARA-GEO and PARA-ATIS which were constructed from the benchmark GEO and ATIS datasets (Ray et al., 2018). Underlined words in the original benchmark queries are replaced with synonymous out-of-vocabulary words and phrases.

<table>
<thead>
<tr>
<th>Model</th>
<th>10 fold accuracy %</th>
</tr>
</thead>
<tbody>
<tr>
<td>COCKTAIL (Tang and Mooney, 2001)</td>
<td>79.40</td>
</tr>
<tr>
<td>argument transfer (Ray et al., 2018)</td>
<td>88.59</td>
</tr>
<tr>
<td>seq-to-seq + attention (our baseline)</td>
<td>93.75</td>
</tr>
<tr>
<td>seq-to-tree + attention (our baseline)</td>
<td>95.31</td>
</tr>
<tr>
<td>seq-to-seq + paraphrase attention (our model)</td>
<td>95.31</td>
</tr>
<tr>
<td>seq-to-tree + paraphrase attention (our model)</td>
<td>95.31</td>
</tr>
</tbody>
</table>

Table 2: Comparison of best 10 fold accuracy of all models on benchmark JOB dataset. In our paraphrase attention models we use $p = 50$ paraphrase pairs.

4.2 Methodology

First we train our parsers $P$ on the combined dataset $T_a \cup T_p$, where $T_a$ correspond to the argument replaced benchmark dataset, and $T_p$ contain $p$ randomly sampled paraphrase pairs from the dataset $T_a$. We compare the parsing accuracy (computed as exact logical form match) on the test set with baseline attention based sequence-to-sequence and tree models by (Dong and Lapata, 2016). Next, to evaluate retraining performance, we follow the same experimental setup as (Ray et al., 2018). We fine-tune the parser $P$ adding at most 5 samples (i.e. user provides 5 paraphrase pairs) from OOV training set $T_{\text{trn}}(w, s)$ to training set of $P$, and test accuracy on the corresponding OOV test set $T_{\text{test}}(w, s)$ (referred as the retrained accuracy). Within an appropriate retraining period, let $t_b$ be the minimum time required by the baseline model to achieve best retrained accuracy, and $t_p$ be the minimum time required by our paraphrase attention model to achieve the same retrained accuracy. We compute the retraining speedup $t_b/t_p$ achieved by our parser over baseline. An alternative evaluation methodology involves crowdsourcing sentence level paraphrase datasets (from benchmark dataset) and split it into train–test sets containing different sentential paraphrases. However, such evaluation is less interpretable, since it is not clear exactly which words/phrases are leaned by the model. We defer this for our future work.

1The number of paraphrase pairs $p$ is treated as an additional hyperparameter.

<table>
<thead>
<tr>
<th>Model</th>
<th>10 fold accuracy %</th>
</tr>
</thead>
<tbody>
<tr>
<td>seq-to-tree + paraphrase attention (our model)</td>
<td>90.91</td>
</tr>
<tr>
<td>seq-to-tree + paraphrase attention (our model)</td>
<td>92.05</td>
</tr>
</tbody>
</table>

Table 3: Comparison of best 10 fold accuracy of all models on benchmark GEO dataset. In our paraphrase attention models we use $p = 150$ paraphrase pairs.

4.3 Parameters

We implemented our models using Torch 7. All baseline model hyper-parameters were tuned on validation data. To test the performance gain, our models use the same hyper-parameters as the baseline model. To compare retraining time, all models were trained/retrained on a server with NVIDIA Tesla K80 GPU. At the encoder, we initialize all embedding vectors (including OOV words) with GLOVE embeddings (Pennington et al., 2014). RMSProp was used as the optimization algorithm. We restrict the embedding dimension, and hidden state dimension $d \in \{100, 200, 300\}$. The learning rate was chosen in the range $[0.0125, 0.005]$, and dropout rates among $\{0.5, 0.4, 0.3, 0.2\}$. For paraphrase attention models we choose the number of paraphrase pairs $p \in \{50, 100, 150, 200, 250\}$. For the baseline model, we use the code made available by the authors of (Dong and Lapata, 2016).

<table>
<thead>
<tr>
<th>Model</th>
<th>test accuracy %</th>
</tr>
</thead>
<tbody>
<tr>
<td>seq-to-tree + paraphrase attention (our model)</td>
<td>86.16</td>
</tr>
<tr>
<td>seq-to-tree + paraphrase attention (our model)</td>
<td>82.37</td>
</tr>
</tbody>
</table>

Table 4: Comparison of best test accuracy of all models on benchmark ATIS dataset. In our paraphrase attention models we use $p = 200$ paraphrase pairs.
Figure 4: Comparison of the average retrained accuracy of all sequence-to-sequence based models with retraining time in (a) PARA-ATIS (b) PARA-GEO datasets. We show in brackets the part of the model being fine-tuned; where Encoder=E, Decoder=D, Attention=A. Our paraphrase attention model with encoder fine-tuning seq2seq + para attn (E), reaches the retrained accuracy of baseline seq-to-seq + attention model 4X faster in PARA-ATIS, and 9X faster in PARA-GEO dataset.

4.4 Results

First, we compare the accuracy of our models to baseline sequence-to-sequence/tree with attention parsers (Dong and Lapata, 2016). Table 2 compares the best 10 fold accuracy achieved by all models in JOB dataset, while Table 3 compares the same in GEO dataset. For our paraphrase attention models we randomly choose $p = 50$ paraphrase pairs in JOB dataset, and $p = 150$ paraphrase pairs in GEO dataset. We observe our paraphrase attention parsers to outperform most baseline models achieving state-of-the-art 10 fold accuracy. In Table 4 we report the best test accuracy achieved in ATIS dataset. In this dataset we use $p = 200$ paraphrase pairs for our paraphrase attention models. Our sequence-to-sequence + paraphrase attention model achieves a highly competitive accuracy of 86.16% on the benchmark test set outperforming all baselines except (Dong and Lapata, 2018). We remind that, our models do not use any external data compared to baselines since the paraphrases are harnessed from the training data itself.

Next, we present our main domain adaptation results by comparing the retraining performance of all models using the OOV datasets. In Figure 4, we plot the average retrained accuracy versus retraining time for PARA-ATIS and PARA-GEO datasets using sequence-to-sequence based models. The average retrained accuracy is computed on the OOV test set $T_{\text{test}}(w, s)$, and further averaged over all word–synonym pairs in this dataset. We observe that, our sequence-to-sequence + paraphrase attention model with fast encoder fine-tuning (referred as seq2seq+para
achieves the maximum retrained accuracy of baseline sequence-to-sequence + attention model (denoted as seq2seq+attn (E,D,A)) 4X faster in PARA-ATIS, and 9X faster in PARA-GEO dataset. The reference accuracy denotes the accuracy of the original parser $P$, on the subset of test queries from which the OOV test set $T_{sst}(w,s)$ was obtained, and acts as a soft upper bound on retrained accuracy. Ideally, the fine-tuned parser $P'$ should achieve retrained accuracy comparable to this target reference. In PARA-GEO dataset, our model achieves accuracy close to the reference. As discussed in Section 3, the baseline parser can also be fine-tuned faster by freezing encoder parameters, and retraining only the decoder + attention layers. This however achieves a poor retrained accuracy as shown in Figure 4 (denoted as seq2seq+attn (D,A)) since proper encoder representations corresponding to OOV words are not learned. In Figure 5 we compare the retraining performance of all sequence-to-tree based models. We again observe that sequence-to-tree with paraphrase attention model achieves maximum retrained accuracy of baseline model 3X faster in PARA-ATIS, and 5X faster in PARA-GEO dataset.

Finally, in Figure 6 we plot the average retraining time with epochs, for all sequence-to-sequence models. As expected, our paraphrase attention model with fast encoder fine-tuning (seq2seq + para attn (E)) is the fastest, and it shows a runtime speedup of 3X-4X over baseline models in both OOV datasets. When we fine-tune the entire paraphrase attention model, this too takes similar runtime as the baseline (with full model fine-tuning). When the baseline model is fine-tuned with frozen encoder parameters, it is relatively faster since the gradients need not be back-propagated to the encoder. However, as shown earlier in Figure 4, this model achieves very poor retrained accuracy. Note that, it is possible to fine-tune the baseline model with frozen decoder + attention layers, updating only encoder parameters. However, this is not expected to be significantly faster than full model fine-tuning, since it still needs to compute all decoder and attention gradients in order to back-propagate the gradients to the encoder.

5 Conclusion

Post-deployment domain adaptation of intelligent agent to better understand user and locale specific vocabulary require frequent retraining of its semantic parser. In this paper, we propose novel paraphrase attention based sequence-to-sequence/tree models for semantic parsing, which enables near real-time domain adaptation. Our parsers can be retrained quickly by fine-tuning just the encoder network; which was not possible in previous attention based parsers. On OOV datasets our parsers are shown to achieve target retrained accuracy over 3-9X faster than baseline parsers. Moreover, by jointly learning the semantic relationship between paraphrases within the model, our parsers can achieve better or comparable parsing accuracy to previous models on benchmark datasets. Our models can also be easily adapted to transformer based sequence networks, which outperform recurrent networks for many NLP tasks (Vaswani et al., 2017; Devlin et al., 2019), as shown recently.
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Abstract

Historical text normalization often relies on small training datasets. Recent work has shown that multi-task learning can lead to significant improvements by exploiting synergies with related datasets, but there has been no systematic study of different multi-task learning architectures. This paper evaluates 63 multi-task learning configurations for sequence-to-sequence-based historical text normalization across ten datasets from eight languages, using autoencoding, grapheme-to-phoneme mapping, and lemmatization as auxiliary tasks. We observe consistent, significant improvements across languages when training data for the target task is limited, but minimal or no improvements when training data is abundant. We also show that zero-shot learning outperforms the simple, but relatively strong, identity baseline.

1 Introduction

Historical text normalization is the task of mapping variant spellings in historical documents—e.g., digitized medieval manuscripts—to a common form, typically their modern equivalent. The aim is to make these documents amenable to search by today’s scholars, processable by NLP tools, and accessible to lay people. Many historical documents were written in the absence of standard spelling conventions, and annotated datasets are rare and small, making automatic normalization a challenging task (cf. Piotrowski, 2012; Bollmann, 2018).

In this paper, we experiment with datasets in eight different languages: English, German, Hungarian, Icelandic, Portuguese, Slovene, Spanish, and Swedish. We use a standard neural sequence-to-sequence model, which has been shown to be competitive for this task (e.g., Korchagina, 2017; Bollmann, 2018; Tang et al., 2018). Our main focus is on analyzing the usefulness of multi-task learning strategies (a) to leverage whatever supervision is available for the language in question (few-shot learning), or (b) to do away with the need for supervision in the target language altogether (zero-shot learning).

Bollmann et al. (2017) previously showed that multi-task learning with grapheme-to-phoneme conversion as an auxiliary task improves a sequence-to-sequence model for historical text normalization of German texts; Bollmann et al. (2018) showed that multi-task learning is particularly helpful in low-resource scenarios. We consider three auxiliary tasks in our experiments—grapheme-to-phoneme mapping, autoencoding, and lemmatization—and focus on extremely low-resource settings.

Our paper makes several contributions:

(a) We evaluate 63 multi-task learning configurations across ten datasets in eight languages, and with three different auxiliary tasks.

(b) We show that in few-shot learning scenarios (ca. 1,000 tokens), multi-task learning leads to robust, significant gains over a state-of-the-art, single-task baseline.

(c) We are, to the best of our knowledge, the first to consider zero-shot historical text normalization, and we show significant improvements over the simple, but relatively strong, identity baseline.

While our focus is on the specific task of historical text normalization, we believe that our results can be of interest to anyone looking to apply multi-task learning in low-resource scenarios.

1We note that 1,000 tokens is more instances than is typically considered in few-shot learning; e.g., Kimura et al. (2018) use up to 200 instances. We argue that for structured prediction it is reasonable to assume more data, yet we also consider scenarios down to as little as 100 instances.
<table>
<thead>
<tr>
<th>Dataset/Language</th>
<th>Tokens (Dev)</th>
</tr>
</thead>
<tbody>
<tr>
<td>DE$_A$ German (Anselm)</td>
<td>45,996</td>
</tr>
<tr>
<td>DE$_R$ German (RIDGES)</td>
<td>9,712</td>
</tr>
<tr>
<td>EN English</td>
<td>16,334</td>
</tr>
<tr>
<td>ES Spanish</td>
<td>11,650</td>
</tr>
<tr>
<td>HU Hungarian</td>
<td>16,707</td>
</tr>
<tr>
<td>IS Icelandic</td>
<td>6,109</td>
</tr>
<tr>
<td>PT Portuguese</td>
<td>26,749</td>
</tr>
<tr>
<td>SL$_B$ Slovene (Bohorič)</td>
<td>5,841</td>
</tr>
<tr>
<td>SL$_G$ Slovene (Gaj)</td>
<td>20,878</td>
</tr>
<tr>
<td>SV Swedish</td>
<td>2,245</td>
</tr>
</tbody>
</table>

Table 1: Historical datasets used in our experiments and the size of their development sets. (Size of the training sets is fixed in all our experiments.)

Datasets We consider ten datasets spanning eight languages, taken from Bollmann (2019). Table 1 gives an overview of the languages and the size of the development set, which we use for evaluation.

2 Model architecture

We use a standard attentional encoder–decoder architecture (Bahdanau et al., 2014) with words as input sequences and characters as input symbols. Following the majority of previous work on this topic (cf. Sec. 5), we limit ourselves to word-by-word normalization, ignoring problems of contextual ambiguity. Our model consists of the following parts (which we will also refer to using the bolded letters):

- **Source embedding layer**: transforms input characters into dense vectors.
- **Encoder**: a single bidirectional LSTM that encodes the embedded input sequence.
- **Attention layer**: calculates attention from the encoded inputs and the current decoder state using a multi-layer perceptron (as in Bahdanau et al., 2014).
- **Target embedding layer**: transforms output characters into dense vectors.
- **Decoder**: a single LSTM that decodes the encoded sequence one character at a time, using the attention vector and the embedded previous output characters as input.

- **Prediction layer**: a final feed-forward layer that linearly transforms the decoder output and performs a softmax to predict a distribution over all possible output characters.

Hyperparameters We tuned our hyperparameters on the English development section. We use randomly initialized embeddings of dimensionality 60, hidden layers of dimensionality 300, a dropout of 0.2 and a batch size of 30. We train the model for an unspecified number of epochs, instead relying on early stopping on a held-out validation set. Since we experiment with varying amounts of training data, we choose to derive this held-out data from the given training set, using only 90% of the tokens as actual training data and the remaining 10% to determine early stopping.

3 Multi-task learning

Multi-task learning (MTL) is a technique to improve generalization by training a model jointly on a set of related tasks. We follow the common approach of hard parameter sharing suggested by Caruana (1993), in which certain parts of a model architecture are shared across all tasks, while others are kept distinct for each one. Such approaches have been applied successfully to a variety of problems, e.g., machine translation (Dong et al., 2015), sequence labelling (Yang et al., 2016; Peng and Dredze, 2017), or discourse parsing (Braud et al., 2016).

Auxiliary tasks We experiment with the following auxiliary tasks:

- **Autoencoding**. We use data extracted from Wikipedia and train our model to recreate the input words. In the normalization task, large parts of the input words often stay the same, so autoencoding might help to reinforce this behavior in the model.

- **Grapheme-to-phoneme mapping (g2p)**. This task uses the data by Deri and Knight.

Whenever possible, we used the dumps provided by the Polyglot project: https://sites.google.com/site/rmyeid/projects/polyglot

Since an Icelandic text dump was not available from Polyglot, we generated one ourselves using the Cirrus Extractor: https://github.com/attardi/wikiextractor

All dumps were cleaned from punctuation marks.
(2016) to map words (i.e., sequences of graphemes) to sequences of phonemes. Bollmann et al. (2017) previously showed that this task can improve historical normalization, possibly because changes in spelling are often motivated by phonological processes, an assumption also made by other normalization systems (Porta et al., 2013; Etxeberria et al., 2016).

• **Lemmatization.** We use the UniMorph dataset (Kirov et al., 2018) to learn mappings from inflected word forms to their lemmas. This task is similar to normalization in that it maps a set of different word forms to a single target form, which typically bears a high resemblance to the input words.

Since we train separate models for each historical dataset, we always use auxiliary data from the same language as the dataset.

**Training details** When training an MTL model, we make sure that each training update is based on a balanced combination of main and auxiliary task inputs; i.e., for each batch of 30 tokens of the historical normalization task, the model will see 10 tokens from each auxiliary task. Epochs are still counted based on the normalization task only. This way, we try to make up for the imbalanced quantity of different auxiliary datasets.

### 3.1 Experiment 1: What to share?

In previous work on multi-task learning, there is no clear consensus on which parts of a model to share and which to keep separate. Bollmann et al. (2017) share all parts of the model except for the final prediction layer, while other multi-task sequence-to-sequence models keep task-specific encoders and decoders (cf. also Sec. 5). In principle, though, the decision to share parameters between tasks can be made for each of the encoder-decoder components individually, allowing for many more possible MTL configurations.

**Setup** We explore the effect of different sharing configurations. The architecture described in Sec. 2 leaves us with $2^6 = 64$ possible model configurations. When all parameters are shared, this is identical to training a single model to perform all tasks at once; when none are shared, this is identical to a single-task model trained on historical normalization only. We identify an MTL configuration using letters (cf. the bold letters from Sec. 2) to indicate which parts of the model are shared; e.g., an “SE” model would share the source embeddings and the encoder, an “SEATD” model would share everything except the final prediction layer, and so on.

In Experiment 1, we only use the first 1,000 tokens of the English historical dataset for training. We combine this with all three auxiliary tasks (using their full datasets) and train one MTL model for each of the 64 different sharing configurations.

**Results** Figure 1 shows an excerpt of the results, evaluated on the dev set of the English dataset. The best MTL model achieves a normalization accuracy of 75.9%, while the worst model gets 58.6%. In total, 49 configurations outperform the single-task model, showing the general effectiveness of the MTL approach. Sharing more is generally better; nine out of the top ten configurations share at least four components. Figure 2 visualizes the accuracy distribution by the number of shared components in the MTL model, supporting this conclusion.

### 3.2 Experiment 2: Which auxiliary tasks?

In the previous experiment, we trained the models using all three auxiliary tasks at the same time. However, not all of these tasks might be equally helpful for learning the normalization task. While Bollmann et al. (2017) show the effectiveness of
the grapheme-to-phoneme task, they only evaluate on German, and autoencoding and lemmatization have so far not been evaluated at all for improving historical text normalization.

Setup We want to investigate the improvements from each auxiliary task in isolation compared to (a) the single-task baseline and (b) the previous approach of training with all three auxiliary tasks simultaneously. For this, we select the best MTL configuration from Sec. 3.1, which is to share everything except the target embeddings (“SEADP”), and train one single-task model and four MTL models per dataset: one for each of the three auxiliary tasks, and one that uses all three tasks at the same time.

As before, we only use the first 1,000 tokens of each historical dataset. This also makes the results more comparable across datasets, as the size of the training set for the main task can affect the usefulness of multi-task learning.\footnote{The same is true, of course, for the size of the auxiliary datasets. We try to balance out this factor by balancing the training updates as described in Sec. 3 “Training details”, but we also note that we do not observe a correlation between auxiliary dataset size and its effectiveness for MTL in Fig. 3.}

Results Figure 3 shows the error reduction of the MTL models compared to the single-task setup. For most datasets, MTL improves the results; the main exception is Hungarian, where all three auxiliary tasks lead to a loss in accuracy. The results show that not all auxiliary tasks are equally beneficial. Autoencoding provides the largest error reduction in most cases, while lemmatization is often slightly worse, but provides the best result for German (Anselm) and Swedish. The grapheme-to-phoneme task, on the other hand, performs worst on average, yielding much less benefits on German (Ridges) and English, and even increases the error on Swedish.

Table 2a shows the accuracy scores for all datasets and models. The full MTL model—training jointly on all tasks—only achieves the best performance on four of the datasets. Since the dev sets used for this evaluation vary strongly in size, we also calculate the micro-average of the accuracy scores, i.e., the accuracy obtained over the concatenation of all datasets. Here, we can see that using only autoencoding as an auxiliary task actually produces the highest average accuracy.

3.3 Experiment 3: How much training data?
All previous experiments have used 1,000 tokens from each historical dataset for training. Bollmann et al. (2018) show that the benefits of multi-task learning depend on training data quantity, so it is unclear whether the findings generalize to smaller or larger datasets.

Setup We analyze the benefit of MTL depending on the amount of training data that is used for the main task. We do this by training MTL models (using all three auxiliary tasks, as in Sec. 3.1) with varying amounts of historical training data, ranging from 100 tokens to 50,000 tokens. Different
sharing configurations might conceivably give different benefits based on the training set size. We therefore evaluate each of the top three MTL configurations from Sec. 3.1, as well as the single-task model, across different data sizes.

**Results** Figure 4 shows learning curves for all of our historical datasets. The quantity of improvements from MTL differs between datasets, but there is a clear tendency for MTL to become less beneficial as the size of the normalization training set increases. In some cases, using MTL with larger training set sizes even results in lower accuracy compared to training a single-task model to do normalization only. This suggests that multi-task learning—at least with the auxiliary tasks we have chosen here—is mostly useful when the training data for the main task is sparse.

Since the accuracy scores of the different models are often within close range of each other, Figure 5 visualizes the three MTL configurations in terms of error reduction compared to the single-task model, averaged over all ten datasets. This again highlights the decreasing gains from MTL with increasing amounts of training data.

### 3.4 Comparison to previous work

**Bollmann (2019)** compares normalization models when trained with different amounts of data, including a setting with 1,000 tokens for training, allowing us to directly compare our results with those reported there. A These results are shown in Table 2b. Comparing our single-task system with their NMT model (which is very similar to ours), we see that the scores are overall comparable, suggesting that our implementation is sound. At the same time, our best scores with MTL are still far below those produced by SMT or the rule-based “Norma” tool. This, unfortunately, is a negative result for the neural approach in this low-resource scenario, and the diminishing gains from MTL that were shown in Sec. 3.3 suggest that our presented approach will not be sufficient for elevating the neural model above its non-neural alternatives for this particular task.

#### 3.5 Experiment 4: Zero-shot learning

Most previous work on historical text normalization has focused on a supervised scenario where some labeled data is available for the target domain, i.e., the particular historical language you are interested in. Since spelling variation is highly idiosyncratic in the absence of normative spelling guidelines, models are not expected to generalize beyond specific language stages, or sometimes even manuscript collections. This means that many historical text normalization projects require resources to annotate new data. This paper is the first to experiment with a zero-shot learning scenario that leverages existing data from other languages, but assumes no labeled data for the target language.

**Setup** For the zero-shot experiments, we use the same model as for the single-task baseline; in other words, all layers are shared between all tasks and languages. Instead, to allow the model to discern between languages and tasks, we prepend two extra symbols to all model inputs: a *lan-*
Figure 4: Learning curves for all datasets, showing the normalization accuracy of a single-task and three multi-task learning models in relation to the training set size; note that the x-axis is log-scaled.
guage identifier and a task identifier. For each language, we then train a single model on all tasks—normalization, lemmatization, autoencoding, and grapheme-to-phoneme transduction—and all languages, except for the normalization task of the target language. This way, the model can observe data from the normalization task (albeit in other languages) and from the target language (albeit from auxiliary tasks only), but does not see any normalization data from the target language. In those cases where there are two datasets from the same language, we leave out both of them from the training step. The model is similar to previous work on zero-shot neural machine translation (Johnson et al., 2016).

As before, we include only 1,000 tokens from each historical dataset for training. In each training update, we use an equal number of samples from each dataset/task combination, and define an epoch to consist of 1,000 samples from each of these combinations. Since we do not want to feed the model any normalization data from the target language during training, we cannot use early stopping, but instead train for a fixed number of 10 epochs.

Results Table 3 shows the accuracy of zero-shot normalization compared to the naive identity baseline, i.e., the accuracy obtained by simply leaving the input word forms unchanged. The zero-shot approach improves over this baseline for half of the datasets, sometimes by up to 12 percentage points (DE_A). Micro-averaging the results shows an overall advantage for zero-shot learning.

<table>
<thead>
<tr>
<th>Dataset</th>
<th>Identity</th>
<th>Zero-shot</th>
</tr>
</thead>
<tbody>
<tr>
<td>DE_A</td>
<td>30.16</td>
<td>40.94</td>
</tr>
<tr>
<td>DE_B</td>
<td>43.57</td>
<td>55.92</td>
</tr>
<tr>
<td>EN</td>
<td>75.47</td>
<td>56.31</td>
</tr>
<tr>
<td>ES</td>
<td>72.29</td>
<td>64.39</td>
</tr>
<tr>
<td>HU</td>
<td>17.81</td>
<td>20.58</td>
</tr>
<tr>
<td>IS</td>
<td>47.77</td>
<td>42.95</td>
</tr>
<tr>
<td>PT</td>
<td>65.18</td>
<td>67.64</td>
</tr>
<tr>
<td>SI</td>
<td>85.88</td>
<td>84.99</td>
</tr>
<tr>
<td>SV</td>
<td>59.24</td>
<td>50.65</td>
</tr>
<tr>
<td>Micro-Avg</td>
<td>50.17</td>
<td>52.96</td>
</tr>
</tbody>
</table>

Table 3: Normalization accuracy on dev sets for zero-shot experiments. Best results highlighted in bold.

4 Analysis

The experiment in Sec. 3.2 has shown that not all auxiliary tasks are equally useful; furthermore, autoencoding is, on average, the most useful auxiliary task of the three, closely followed by lemmatization. This gives rise to the hypothesis that MTL mostly helps the model learn the identity mappings between characters.

To analyze this, we feed the historical data into the auxiliary models; i.e., we treat them as if they were a historical text normalization model. We then correlate their normalization accuracy with the error reduction over the baseline of the MTL model using this auxiliary task. Figure 6a shows a strong correlation for the autoencoding task, suggesting that the synergy between autoencoding and historical text normalization is higher when the two tasks are very related. Figure 6b shows the same correlation for lemmatization.

We can also compare the error reduction from MTL to the identity baseline (cf. Tab. 3). Figure 7 shows the correlation of these scores for the full MTL model trained with all three auxiliary tasks. The strong correlation suggests that the regularization effect introduced by MTL is particularly helpful with tasks where there is a strong similarity between input and output; or, in other words, that multi-task learning prevents the model from over-generalizing based on the training data.

The previous correlation scores only consider the performance of models trained on 1,000 tokens of historical data. Sec. 3.3 showed that the benefit of MTL diminishes when the size of the historical training sets gets larger. Figure 8 presents learning
Figure 6: Correlations (with 95% confidence intervals) between the performance of an auxiliary task model applied to normalization data and the error reduction when using this task in a multi-task learning setup.

Figure 7: Correlation (with 95% confidence interval) between the identity baseline and the error reduction of the full MTL model with all three auxiliary tasks.

curves that have been micro-averaged over all ten datasets, but evaluated on different subsets of the data: (a) tokens that have been seen during training (“knowns”) or not (“unknowns”); and (b) tokens that stay identical in the reference normalization or not. On average, the performance of the MTL models is comparable to that of the single-task model for known tokens and non-identity normalizations. In other words, most of the gain from MTL comes from helping the model learn the identity mappings, which becomes less relevant the more historical training data is available.

5 Related work

On previous approaches to historical text normalization, Bollmann (2019, Sec. 2) gives an extensive overview. Common approaches include rule-based algorithms—with either manually crafted or automatically learned rules—or distance metrics to compare historical spellings to modern lexicon forms (Baron and Rayson, 2008; Bollmann, 2012; Pettersson et al., 2013a). Finite-state transducers are sometimes used to model this, but also to explicitly encode phonological transformations which often underlie the spelling variation (Porta et al., 2013; Etxeberria et al., 2016).

Character-based statistical machine translation (CSMT) has been successfully applied to normalization on many languages (Pettersson et al., 2013b; Scherrer and Erjavec, 2016; Domingo and Casacuberta, 2018); neural encoder–decoder models with character-level input can be seen as the neural equivalent to the statistical MT approach (Bollmann et al., 2017; Tang et al., 2018) and have been shown to be competitive with it (Robertson and Goldwater, 2018; Hämäläinen et al., 2018), although Bollmann (2019) suggests that they are still inferior to CSMT in low-resource scenarios.

All these methods rely on individual word forms as their input; there is almost no work on incorporating sentence-level context for this task (but cf. Jurish, 2010).

MTL architectures In Sec. 3.1, we explored what to share between tasks in our multi-task architecture. A common approach is to share only the first layers (e.g., Yang et al., 2016; Peng and Dredze, 2017). Multi-task encoder–decoder models will often keep the whole encoder and decoder task- or language-specific (Dong et al., 2015; Luong et al., 2015). Firat et al. (2016) explore the effect of sharing the attentional component across
all languages, while Anastasopoulos and Chiang (2018) compare both parallel and cascading model configurations.

A different MTL approach is to share all parts of a model, but prepend a task-specific symbol to the input string to enable it to learn task-specific features (cf. Sec. 3.5). Milde et al. (2017) use this approach for grapheme-to-phoneme conversion; Kann et al. (2017) apply it to morphological paradigm completion.

**Auxiliary tasks for MTL** For which auxiliary task(s) to use (Sec 3.2), few systematic studies exist. Most approaches use tasks that are deemed to be related to the main task—e.g., combining machine translation with syntactic parsing (Kiperwasser and Ballesteros, 2018)—and justify their choice by the effectiveness of the resulting model. Bingel and Søgaard (2017) analyze beneficial task relations for MTL in more detail, but only consider sequence labelling tasks. For zero-shot learning (Sec. 3.5), we use an architecture very similar to Johnson et al. (2016), also used for grapheme-to-phoneme mapping in Peters et al. (2017).

6 Conclusion

We performed an extensive evaluation of a neural encoder–decoder model on historical text normalization, using little or even no training data for the target language, and using multi-task learning (MTL) strategies to improve accuracy. We found that sharing more components between main and auxiliary tasks is usually better, and autoencoding generally provides the most benefit for our task. Analysis showed that this is mainly because MTL helps the model learn that most characters should stay the same, and that its beneficial effect vanishes as the size of the training set increases. While our models did not beat the non-neural models of Bollmann (2019), we believe our work still provides interesting insights into the impact of MTL for low-resource scenarios.
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Abstract

Recent research on cross-lingual transfer show state-of-the-art results on benchmark datasets using pre-trained language representation models (PLRM) like BERT. These results are achieved with the traditional training approaches, such as Zero-shot with no data, Translate-train or Translate-test with machine translated data. In this work, we propose an approach of “Multilingual Co-training” (MCT) where we augment the expert annotated dataset in the source language (English) with the corresponding machine translations in the target languages (e.g. Arabic, Spanish) and fine-tune the PLRM jointly. We observe that the proposed approach provides consistent gains in the performance of BERT for multiple benchmark datasets (e.g. 1.0% gain on MLDocs, and 1.2% gain on XNLI over translate-train with BERT), while requiring a single model for multiple languages. We further consider a FAQ dataset where the available English test dataset is translated by experts into Arabic and Spanish. On such a dataset, we observe an average gain of 4.9% over all other cross-lingual transfer protocols with BERT. We further observe that domain-specific joint pre-training of the PLRM using HR policy documents in English along with the machine translations in the target languages, followed by the joint finetuning, provides a further improvement of 2.8% in average accuracy.

1 Introduction

Achievement of scale, agility, and quality in support functions of large enterprises is a key demand. Conversational systems are increasingly being deployed to this effect. Such systems try to classify users’ utterances into one of the FAQ (Khurana et al., 2017), usually referred to as intent, and then show an answer that is mapped to the chosen intent. In specific geographies such as Europe, Latin America, and India such FAQ based conversational systems may be required to work in more than one language. Similar requirements are also presented to us by many international consumer oriented businesses such as airlines, shipping companies, and banks.

The straight-forward approach is to build a different classification model for every language, which is hard to maintain because of manual effort involved in preparing the training data in every language, and training time for every model. We therefore look into cross-lingual transfer learning approaches such as a) Translate-Train (Schuster et al., 2019): here we translate the training data from English into all the other languages and train a different model for every language; b) Translate-Test (Artetxe and Schwenk, 2018): here we maintain single model (usually for English), and use machine translation at the inference time before using the classification model; c) Zero-shot (Artetxe and Schwenk, 2018): here we employ multi-lingual pre-trained language representation model (PLRM) such as LASER (Artetxe and Schwenk, 2018), and train the model in high resource language (English) only and use the target language at the inference time only; d) Joint training (Upadhyay et al., 2018a,b): here the same model is trained on all the languages on which it is expected to be used. All these approaches are also shown in Figure 1. Either the accuracy of above mentioned models is low (Zero-Shot, or Translate-Test) or they are too hard to maintain in production system (Translate-Train, or Joint training). We therefore require an approach that performs better than all these approaches and is easier to maintain.

1Many often English is the most common language in all deployments of FAQ systems

In this paper, we propose a new method for cross-lingual transfer learning, i.e., Multi-Lingual
Co-Training (MCT). Here, we jointly train single model on all the languages (upto 15 languages), using different multi-lingual PLRMs. When the training data is not available for certain language, we use translate-train paradigm and use machine translations as the training data. To the best of our knowledge, such an approach has not been used by prior works in the related area. We demonstrate the efficacy of our approach on a real world dataset taken from “Watt” (Khurana et al., 2017) project. Finally, we also demonstrate the robustness on publicly available datasets such as XNLI (Conneau et al., 2018) and MLDoc (Schwenk and Li, 2018). For MLDoc dataset, MCT provides 1.0% gain for the 8 languages, whereas for the XNLI dataset it provides 1.2% gain for 15 languages.

The rest of the paper is organized as follows: We describe our problem in Section 2 and the proposed approach in Section 3. We present the results of the proposed and other baseline approaches in Section 4. We later describe related work in Section 5 and conclude in Section 6.

2 Problem Description

A labeled dataset \(D\) for the deployed FAQ assistant in the source language (i.e., English) was created by HR domain experts using policy documents. It consists of a set of intents i.e. \(D = \{I_1, I_2, ..., I_n\}\) where, each \(I_j\) comprises of a set of semantically similar queries \(Q_j = \{q_{j1}, q_{j2}, ..., q_{jm}\}\) and a common corresponding answer \(ans_j\) i.e. \(I_j = (< Q_j, ans_j >)\). Our objective here is to find a relevant intent \(I\) corresponding to a user’s query \(q\) and then retrieve and show the answer associated with that intent. This can be modeled as a multiclass sentence classification where \(I = \arg\max_{I_j \in D} P(I_j/q)\).

In the context of a multilingual FAQ assistant, we assume that there exists complete overlap between the intents of source and target languages \((T_i, i = 1, 2, ..., k)\) with no availability of human-labeled data in any target language. The objective in the case of multilingual FAQ assistant is similar to the monolingual case except that user is free to ask a query in any language. In a multilingual FAQ system, along with intent identification, a language detection module is also required to respond to a user’s query in an appropriate language.

3 Proposed Approach

In the context of a multilingual FAQ assistant, we assume that there exists complete overlap between the intents of source and target languages \((T_i, i = 1, 2, ..., k)\) with no availability of human-labeled data in any target language. To create a labeled dataset \(D_{T_i}\) for a target language \(T_i\), each set of semantically similar queries \(Q_j\) in the source language are translated to the target language to obtain \(Q_{jT_i}\), using machine translation (MT)\(^2\) and \(ans_{jT_i}\) is created by the respective HR domain experts.

To obtain a single multilingual labeled dataset \(D'\) comprising of data from the source as well as all the target languages, we combine \(D\) with all the datasets \(D_{T_i}\) created for all \(T_i\). Each intent \(I_j = (< Q_j, ans_j >)\) in the final labeled dataset \((D')\) is comprised of queries \(Q_j' = \{Q_j \cup Q_{jT_1} \cup ... \cup Q_{jT_k}\}\) and answers \(ans_j = \{ans_j \cup ans_{jT_1} \cup ... \cup ans_{jT_k}\}\) from the source and target languages.

We propose an approach referred to as Multilingual Co-training (MCT), where we use multilingual labeled dataset \(D'\) to train a multiclass classifier for intent identification. In this work, we propose three variants of MCT, which differ in terms of how we train a classifier given multilingual labeled dataset \(D'\), which we discuss in next subsections.

In all variants of MCT, we need a translation system only to create the dataset \(D'\). Unlike translate-test, we do not require to translate each user query to source language during the inference. Also, we need to maintain only a single multilingual FAQ assistant for all languages. However, in case of translate-train, in general, we need to create multiple FAQ assistants, one for each language. We use \(D'\) to train a multilingual FAQ system, which may not be the best but perform better than solely relying on representations from PLRMs (zero-shot) for cross-lingual transfer.

3.1 MCT using Multilingual Sentence Representation (MCT-MSR)

MCT-MSR is the simplest variant of MCT, where we obtain vector representation for all the queries present in dataset \(D'\) from the PLRM. Corresponding to each user query \(q_t\), we obtain vector representation \(q_t \in \mathbb{R}^d\) where \(d\) is the dimension.

\(^2\)we use google translation api for machine translation.
of query representation to train a multiclass classifier by minimizing the categorical cross entropy loss as shown in Equation 3, where $I_i \in I$, $N$ is the total number of queries in $D'$, $n$ is the number of intents in $D'$ and $y$ is 1 only for the target intent and zero otherwise. We build the classifier using a two layered feed forward network as described in Equations 1 and 2 where $W_1$, $W_2$ represent the weights and $b_1$, $b_2$ represent the biases of the two layers. We also use dropout (Srivastava et al., 2014) for regularization and $tanh$ as the nonlinear activation function.

Finally, as shown in Figure 2a, we use trained classifier with language detection module i.e., Multilingual FAQ assistant to answer user’s query in source or target language.

$$\alpha_t = \text{dropout}(tanh(W_1 * q_t + b_1))$$ \hspace{1cm} (1)

$$p(I | q_t) = \text{softmax}(W_2 * \alpha_t + b_2)$$ \hspace{1cm} (2)

$$\mathcal{L}_{CE} = -\frac{1}{N} \sum_{t=1}^{N} \sum_{i=1}^{n} y_i \cdot \log(p(I_i | q_t))$$ \hspace{1cm} (3)

### 3.2 MCT using Fine Tuning (MCT-FT)

In the recent work (Devlin et al., 2019; Lample and Conneau, 2019; Wu and Dredze, 2019), it is shown that fine-tuning of all or a few layers of PLRM on end task performs better than task-specific models. Unlike in MCT-MSR, in MCT-FT we use $D'$ to fine-tune all the parameters of PLRM along with the weights $W_3$ and biases $b_3$ of a task-specific linear layer as shown in Equation 4 which is similar to (Devlin et al., 2019). In Equation 4, $q_t$ refers to vector representation of user’s query i.e., $q_t$ obtained from PLRM.

$$p(I | q_t) = \text{softmax}(W_3 * q_t + b_3)$$ \hspace{1cm} (4)

Finally, as shown in Figure 2b, we use PLRM, obtained after fine-tuning with language detection module i.e., Multilingual FAQ assistant to answer user’s query in source or target language.

### 3.3 MCT via pre-training followed by fine-tuning (MCT-FT-PT)

In (Devlin et al., 2019), it is shown that additional pre-training of PLRMs on domain-specific text corpus improve the performance on the end task. In this work, addition to $D'$, we also use policy documents to create our multilingual FAQ assistant. A policy document is a semi-structured document which contains information (e.g., purpose, applicability, approval workflow, etc.) about leave type in the form of tables, plain text, etc. In this work, we only use plain text from policy documents. Due to unavailability of policy documents in the target languages, we use MT to translate them to target languages.

In MCT-PT-FT, we perform domain-specific pre-training of existing PLRMs using policy documents on tasks specific to PLRM. For example, we pre-train BERT (Devlin et al., 2019) using MLM and NSP tasks. Similar to MCT-FT, we fine-tune the PLRM obtained after pre-training on policy documents.

Finally, as shown in Figure 2c, we use a PLRM, obtained after domain-specific pre-training and fine-tuning with language detection (LD) module forming the Multilingual FAQ assistant to answer user’s query in source or target language.
**Table 1:** We compare the existing baselines with MCT-MSR using LASER, BERT and XLM as PLRMs without fine-tuning on “Leave Dataset”. Bold with * denotes the best and underline denotes the second best average classification accuracy on test set.

<table>
<thead>
<tr>
<th>Language Code</th>
<th>LASER (Artetxe and Schwenk, 2018)</th>
<th>XLM (MLM+TLM) (Lample and Conneau, 2019)</th>
<th>BERT (Devlin et al., 2019)</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Z-shot</td>
<td>T-train</td>
<td>T-test</td>
</tr>
<tr>
<td>en</td>
<td>85.5</td>
<td>85.5</td>
<td>82.4</td>
</tr>
<tr>
<td>ar</td>
<td>45.6</td>
<td>52.4</td>
<td>48.7</td>
</tr>
<tr>
<td>es</td>
<td>63.6</td>
<td>73.3</td>
<td>63.9</td>
</tr>
<tr>
<td>Average</td>
<td>64.9</td>
<td>70.4</td>
<td>66.0</td>
</tr>
</tbody>
</table>

**Table 2:** We compare the existing baselines with MCT-FT using Watt, BERT and XLM as PLRMs with fine-tuning on “Leave Dataset”. Bold with * denotes the best and underline denotes the second best average classification accuracy on test set.

<table>
<thead>
<tr>
<th>Language Code</th>
<th>Watt (BiLSTM + SQRT-KLD) (Khurana et al., 2017)</th>
<th>XLM (MLM+TLM) (Lample and Conneau, 2019)</th>
<th>BERT (Devlin et al., 2019)</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Z-shot</td>
<td>T-train</td>
<td>T-test</td>
</tr>
<tr>
<td>en</td>
<td>83.5</td>
<td>83.5</td>
<td>79.4</td>
</tr>
<tr>
<td>ar</td>
<td>18.1</td>
<td>24.1</td>
<td>31.5</td>
</tr>
<tr>
<td>es</td>
<td>56.3</td>
<td>34.0</td>
<td>63.9</td>
</tr>
<tr>
<td>Average</td>
<td>52.6</td>
<td>47.2</td>
<td>58.3</td>
</tr>
</tbody>
</table>

**Table 3:** Dataset description. SPL refers to Samples Per Language

<table>
<thead>
<tr>
<th>Property / Dataset</th>
<th>Leave Dataset</th>
<th>MLDoc</th>
<th>XNLI</th>
</tr>
</thead>
<tbody>
<tr>
<td>Train-SPL</td>
<td>2601</td>
<td>1000</td>
<td>192,702</td>
</tr>
<tr>
<td>Validation-SPL</td>
<td>934</td>
<td>1000</td>
<td>2490</td>
</tr>
<tr>
<td>Test-SPL</td>
<td>832</td>
<td>4000</td>
<td>5010</td>
</tr>
<tr>
<td>No. of classes</td>
<td>199</td>
<td>4</td>
<td>3</td>
</tr>
<tr>
<td>No. of languages</td>
<td>3</td>
<td>6</td>
<td>13</td>
</tr>
</tbody>
</table>

4 Experiments and Results

In this section, we describe the various datasets and also give details of the different hyper-parameters of the models used in our experiments. We later present all the results and note some key observations from them.

4.1 Dataset Description

We evaluate proposed approaches on three datasets as shown in Table 3.

Leave dataset (Khurana et al., 2017) is created by HR domain experts in English and for our purpose, we translate training and validation set in target languages (Arabic and Spanish) using MT, while test set is translated by respective target language experts. Similar to (Wu and Dredze, 2019), we take first two sentences from each document in our experiments and use NLTK for sentence tokenization.

MLDoc\(^3\) (Schwenk and Li, 2018) is a four class, multilingual document classification dataset containing news stories in eight languages, where stories in target languages are written by respective target language experts. Similar to (Wu and Dredze, 2019), we take first two sentences from each document in our experiments and use NLTK\(^4\) for sentence tokenization.

The Cross-lingual Natural Language Inference (XNLI) (Conneau et al., 2018) dataset is an extension of Multi-Genre Natural Language Inference (MultiNLI)\(^5\) corpus, where objective is to classify a pair of sentences (premise and hypothesis) in one of the three classes. Validation and test set are translated by domain experts and the training set by a machine translation system in 14 target languages.

4.2 Training Details

For training Watt, the final hyper-parameters are selected from the sets as mentioned in (Khurana et al., 2017). The datasets mentioned in the Table 3 are not pre-processed in any form during our experiments. All the final hyper-parameters are selected based on the performance on a validation set. We use Adam (Kingma and Ba, 2014) for optimization and dropout for regularization (Srivastava et al., 2014). The batch size is selected from the set {16, 32}.

We use multilingual variants of PLRMs, viz. BERT\(^6\), XLM(MLM+TLM)\(^7\) (Lample and Conneau, 2019) and LASER\(^8\) (Artetxe and Schwenk, 2018) in our experiments.

MCT-MSR The number of hidden units and layers are selected from the sets {512, 1024, 2048, 512, 1024, 2048, 512, 1024, 2048}.

\(^{3}\)https://www.nyu.edu/projects/bowman/multinli/

\(^{4}\)https://trec.nist.gov/data/reuters/reuters.html

\(^{5}\)https://storage.googleapis.com/bert_models/2018_11_23/multi_cased_L-12_H-768_A-12.zip

\(^{6}\)https://dl.fbaipublicfiles.com/XLM/mlm_tlm_xnli15_1024.pth

\(^{7}\)https://github.com/facebookresearch/LASER
Table 4: We compare the results of Fine-tuning vs Pre-training followed by Fine-tuning of various models on “Leave Dataset”. For MCT we use BERT as a PLRM. Bold with * denotes the best and underline denotes the second best average classification accuracy on test set.

<table>
<thead>
<tr>
<th>Language Code</th>
<th>Fine-tuning</th>
<th>Pre-training followed by Fine-tuning</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Z-shot T-train T-test MCT-FT (Ours)</td>
<td>Z-shot T-train T-test MCT-PT-FT (Ours)</td>
</tr>
<tr>
<td>en</td>
<td>90.0 90.0 90.0 89.8</td>
<td>90.3 90.3 90.3 90.5</td>
</tr>
<tr>
<td>ar</td>
<td>9.4 44.9 44.4 56.5</td>
<td>10.9 44.9 44.8 59.4</td>
</tr>
<tr>
<td>es</td>
<td>26.5 78.5 58.5 81.8</td>
<td>30.8 79.2 60.0 86.4</td>
</tr>
<tr>
<td>Average</td>
<td>42.0 71.1 64.3 76.0*</td>
<td>44.0 71.5 65.0 78.8*</td>
</tr>
</tbody>
</table>

Table 5: We compare the results of different approaches to bilingual co-training (BCT) on “Leave Dataset”. We use LASER (Artetxe and Schwenk, 2018), BERT (Devlin et al., 2019) and XLM (MLM+TLM) (Lample and Conneau, 2019) as PLRMs. Bold with * denotes the best and underline denotes the second best average classification accuracy on test set for each approach. Bold with ** denotes the overall best. The first three rows showcase results of the bilingual models created on en-ar pair and later 3 rows on en-es pair.

<table>
<thead>
<tr>
<th>Language Code</th>
<th>BCT-MSR</th>
<th>BCT-FT</th>
<th>BCT-PT-FT</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>LASER</td>
<td>XLM (MLM+TLM)</td>
<td>BERT</td>
</tr>
<tr>
<td>en</td>
<td>81.9</td>
<td>39.5</td>
<td>53.3</td>
</tr>
<tr>
<td>ar</td>
<td>55.1</td>
<td>16.3</td>
<td>18.1</td>
</tr>
<tr>
<td>es</td>
<td>68.5*</td>
<td>27.9</td>
<td>35.7</td>
</tr>
<tr>
<td>Average</td>
<td>68.5*</td>
<td>27.9</td>
<td>35.7</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Language Code</th>
<th>BCT-MSR</th>
<th>BCT-FT</th>
<th>BCT-PT-FT</th>
</tr>
</thead>
<tbody>
<tr>
<td>en</td>
<td>84.7</td>
<td>48.3</td>
<td>56.6</td>
</tr>
<tr>
<td>ar</td>
<td>73.9</td>
<td>34.7</td>
<td>36.0</td>
</tr>
<tr>
<td>es</td>
<td>79.3*</td>
<td>41.5</td>
<td>46.3</td>
</tr>
</tbody>
</table>

2048} and {1, 2} respectively with \( \tanh \) as the non-linearity. The learning rate and dropout are selected from the sets \{\( 1e^{-2}, 1e^{-3} \)\} and \{0.1, 0.2, 0.3\} respectively.

**MCT-FT** For fine-tuning of PLRMs based on the end task, we use dropout of 0.1 and the learning rate is selected from the set \{2e^{-5}, 3e^{-5}, 5e^{-5}\}. For MLDoc dataset, we also use L2 weight decay of 0.01 in addition to dropout for regularization. For XNLI (Conneau et al., 2018) and MLDoc (Schwenk and Li, 2018) datasets, the number of epochs for fine-tuning are selected from the set \{3, 4\}. However for Leave dataset due to high number of classes and small data size, we have used early stopping.

**MCT-PT-FT** To utilize domain-specific corpus i.e., policy documents, we have run additional steps of pre-training starting from the existing Multilingual BERT model. We have used a masking probability of 0.15, learning rate of \( 2e^{-5} \), 50% noise for data creation for NSP, batch size of 32 and a maximum of 20 masked LM predictions per sequence. The number of epochs for pre-training of BERT are selected from the set \{5, 10, 15\}.

### 4.3 Results And Discussion

In this work, we compare proposed approaches with existing baselines. For fair comparison, we compare proposed approaches with existing baselines under different scenarios, i.e. use of PLRMs with/without finetuning and/or pre-training. In all our experiments we assume that the accuracy of the language detection (LD) module is 100%. This is not an unreasonable assumption, as IP address, employee number, scripts and vocabulary can all be used together for language detection.

**MCT-MSR vs Baselines** In first scenario (without fine-tuning of PLRMs), we obtain multilingual sentence representations (MSRs) for each sentence in a given dataset and train a classifier as described in subsection 3.1. According to Table 1, on Leave dataset, for LASER, MCT-MSR perform slightly better than other baseline approaches. However, in case of BERT and XLM, baseline approaches perform better than MCT-MSR. Overall, LASER-based approaches perform better than BERT and XLM since, pre-training objective of LASER, “machine translation using single encoder for 93 languages”, seems to explicitly force alignment of sentence representations in
Table 6: We compare MCT-FT with the existing baselines on “MLDoc” (Schwenk and Li, 2018) Dataset. We use BERT (Devlin et al., 2019; Wu and Dredze, 2019) as a PLRM for MCT-FT. Bold with * denotes the best classification accuracy on test set for each language and also for the average across all languages.

<table>
<thead>
<tr>
<th>Language Code</th>
<th>Z-shot</th>
<th>T-train</th>
<th>MCT-FT (Ours)</th>
<th>Language Code</th>
<th>Z-shot</th>
<th>T-train</th>
<th>MCT-FT (Ours)</th>
</tr>
</thead>
<tbody>
<tr>
<td>en</td>
<td>92.2</td>
<td>89.9</td>
<td>94.2</td>
<td>de</td>
<td>81.2</td>
<td>84.8</td>
<td>80.2</td>
</tr>
<tr>
<td>zh</td>
<td>74.7</td>
<td>71.9</td>
<td>76.9</td>
<td>es</td>
<td>72.5</td>
<td>77.3</td>
<td>72.6</td>
</tr>
<tr>
<td>fr</td>
<td>72.6</td>
<td>78.0</td>
<td>72.6</td>
<td>de</td>
<td>69.4</td>
<td>69.4</td>
<td>68.9</td>
</tr>
<tr>
<td>zh</td>
<td>67.6</td>
<td>60.3</td>
<td>56.5</td>
<td>it</td>
<td>60.8</td>
<td>67.8</td>
<td>73.7</td>
</tr>
<tr>
<td>Average</td>
<td>73.9</td>
<td>74.9</td>
<td>74.5</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

Table 7: We compare MCT-FT (Ours) with the existing baselines on “XNLI Dataset” (Conneau et al., 2018) Dataset. We use BERT and XLM (MLM+TLM) as PLRMs for MCT-FT (Ours). Bold with * denotes the best classification accuracy on test set for each language and also for the average across all languages.

<table>
<thead>
<tr>
<th>Language Code</th>
<th>XLM (MLM+TLM) (Lample and Conneau, 2019)</th>
<th>BERT (Devlin et al., 2019; Wu and Dredze, 2019)</th>
</tr>
</thead>
<tbody>
<tr>
<td>en</td>
<td>85.0*</td>
<td>85.0*</td>
</tr>
<tr>
<td>fr</td>
<td>78.9</td>
<td>80.8*</td>
</tr>
<tr>
<td>es</td>
<td>77.8</td>
<td>80.3*</td>
</tr>
<tr>
<td>de</td>
<td>76.6</td>
<td>78.1*</td>
</tr>
<tr>
<td>bg</td>
<td>77.4</td>
<td>79.3*</td>
</tr>
<tr>
<td>ru</td>
<td>75.3</td>
<td>78.1*</td>
</tr>
<tr>
<td>tr</td>
<td>72.5</td>
<td>74.7*</td>
</tr>
<tr>
<td>ar</td>
<td>73.1</td>
<td>76.5*</td>
</tr>
<tr>
<td>vi</td>
<td>76.1</td>
<td>76.6*</td>
</tr>
<tr>
<td>th</td>
<td>73.2</td>
<td>75.5*</td>
</tr>
<tr>
<td>zh</td>
<td>76.5</td>
<td>78.6*</td>
</tr>
<tr>
<td>hi</td>
<td>69.6</td>
<td>72.3*</td>
</tr>
<tr>
<td>sw</td>
<td>68.4</td>
<td>70.9*</td>
</tr>
<tr>
<td>ur</td>
<td>67.3</td>
<td>63.2*</td>
</tr>
<tr>
<td>Average</td>
<td>75.1</td>
<td>76.7*</td>
</tr>
</tbody>
</table>

multiple languages.

**MCT-FT vs Baselines** In second scenario (fine-tuning of PLRMs), we fine-tune PLRMs as described in subsection 3.2. However, Watt is not based on PLRMs and for comparison we train it from scratch as described in (Khurana et al., 2017). As LASER (Artetxe and Schwenk, 2018) is typically used to obtain MSRs, we have not considered it for comparison here. According to Table 2, for Leave dataset, proposed approach MCT-FT performs significantly better than baseline approaches in all cases and for BERT we gain 4.9% in terms of average classification accuracy compared to translate-train. For MLDoc dataset we achieve better accuracy in seven out of eight languages with 1.0% average improvement over existing baselines as shown in Table 6. According to Table 7, for XLM, baseline translate-train performs better than the proposed approach by 0.8%. However, in case of BERT we achieve better accuracy in nine out of fifteen languages with an improvement of 1.2% in terms of average classification accuracy compared to translate-train.

**MCT-PT-FT vs Baselines** In third scenario (pre-training followed by fine-tuning of PLRMs), we pre-train PLRM using domain-specific unlabeled text corpus (policy documents) and fine-tune it on labeled dataset as discussed in subsection 3.3. Since BERT outperformed XLM during fine-tuning we use BERT as a PLRM for all
baselines and as well as the proposed approach MCT-PT-FT. According to Table 4, MCT-PT-FT outperforms translate-train by a margin of 7.3% and gains an improvement of 2.8% over MCT-FT. MCT-PT-FT was tested on Leave dataset only as for other datasets their domain-specific unlabeled text corpora were unavailable.

**Bilingual Co-training (BCT)** For completeness, we also report results on bilingual co-training which is type of MCT, where unlike bilingual joint-training we use machine translated data for target language. According to Table 5, BERT based MCT-PT-FT performs better for both language pairs i.e., en-es and en-ar as compared to MCT-MSR and MCT-FT.

**Does noisy translation affect MCT ?**

It is interesting to note, from Table 4, the gains obtained by MCT-PT-FT over Translate-train on Spanish (es) (86.4% over 79.2%) and Arabic (ar) (59.4% over 44.9%). Apart from these gains in performance, the poorer performance on ar compared to es can be attributed to the noise induced by MT when translating the domain-specific words from English to target languages. To verify this, we translate the test set of English into es and ar (one set for each) using MT. We then evaluate the performance of MT in terms of BLEU (Papineni et al., 2002) score by considering the manually labeled test sets of es and ar as the reference translations. These are found to be 40.0 for ar and 63.0 for es, further validating our observation regarding the noisy MT system. In future, one can consider approaches which compensate for the translator noise. For example, during MCT one could use different weights for each language in the cost function.

5 **Related Work**

In this section, we provide an outline of existing FAQ assistants, followed by an overview of the recent work on multilingual language modelling and cross-lingual transfer methods.

**5.1 FAQ Assistants**

Recent years have seen significant advances in conversational systems, with various models considering context, affect, goal, external knowledge etc. However, all these systems can be categorized into two types i.e. those which seek to generate responses or those which use a retrieval based approach. (Zhou et al., 2018; Pei and Li, 2018) are examples where the ability to generate responses is learnt from patterns in dialogues found in the training set. On the contrary, there exist several industrial scenarios where the domain is sufficiently restricted, or there exist legal ramifications associated with the responses, and hence pre-defined answers are preferred. Therefore, research on retrieval based conversational models continues to be active, for example see (Das et al., 2016; Lai et al., 2015). Our work builds upon the retrieval-based model for a domain-specific leave dataset used in (Khurana et al., 2017), where a Bi-LSTM based architecture was employed.

Multilingual and cross-lingual conversational models for virtual assistants are an emerging field of research. Some research work has been done to capture different languages in one conversational system. In (Gupta et al., 2018), machine translation and information retrieval approaches were used for multilingual question answering in English and Hindi languages. In (Schuster et al., 2019), the authors use different cross-lingual embeddings eg. XLU (Schuster et al., 2019), ELMo (Peters et al., 2018), CoVe (McCann et al., 2017), etc, for cross-lingual learning in English, Spanish and Thai. In this paper, we propose an approach to extend an FAQ system to other languages such as Arabic and Spanish.

**5.2 Multilingual Sentence Representation**

There are approaches which have specifically been developed for capturing cross-lingual sentence representations. An encoder was used to align a parallel set of sentences to learn joint space embeddings in (Hermann and Blunsom, 2014; Conneau et al., 2018), an encoder pre-trained on the translation task with multiple source languages was utilized in (Artetxe and Schwenk, 2018; Erguichi et al., 2018; Yu et al., 2018; Schwenk et al., 2017). Transformer based approaches such as BERT further extended to the multilingual setting (Wu and Dredze, 2019) and XLM (Lample and Conneau, 2019) having a cross-lingual objective for language modeling can be used to obtain multilingual sentence representations for cross-lingual transfer. The cross-lingual sentence representation obtained from these models can be further utilized for multilingual downstream tasks, e.g. (Schwenk and Li, 2018; Conneau et al., 2018).

In our work, as we are trying to extend our FAQ assistant to the multilingual setting, we use the
BERT, XLM models (Devlin et al., 2019; Lample and Conneau, 2019; Artetxe and Schwenk, 2018) as base models and further fine-tune them with domain-specific and task-specific data.

5.3 Cross-Lingual Transfer
For low resource languages, due to insufficient (or no) data availability, it is difficult to get good task-specific accuracies. In case of complete unavailability of low resource language data, various approaches are defined in the literature: (i) zero-shot approaches, which train task-specific models on high resource languages and then use these models directly for low resource languages (Artetxe and Schwenk, 2018). (ii) Using predefined word or sentence embeddings (Schwenk and Li, 2018). (iii) Making use of translated high resource language data for training a low resource language model (Schuster et al., 2019). For cases where a small amount of low resource language data is available, there are approaches which make use of joint training using high resource language data augmented with a small amount of target (low resource) language data, which leads to better task-specific accuracy for target languages than zero-shot (Upadhyay et al., 2018a,b). These approaches are applicable for the bi-lingual as well as multilingual settings. There are studies which help determine the applicability of using a particular high resource source language for a (set-of) low resource target language(s) (Lin et al., 2019). Our work is inspired by the joint-training approach of cross-lingual transfer, however, we assume unavailability of target language data and use machine translations for the same.

6 Conclusions and Future Work
There are a few baseline observations that need to be highlighted before commenting upon the key conclusions about the proposed “Multi-lingual Co-training”. With regards to our Multilingual FAQ bot, when compared with Watt (Khurana et al., 2017), it seems that the use of PLRMs can improve the performance even for English. Therefore, it was reasonable to base the study in this work on the three recently proposed PLRMs, viz. LASER, BERT and XLM. With regards to cross-lingual transfer, if one were to use the PLRMs purely as feature extractors, then LASER provide the best baselines. Meanwhile, if one were to allow fine-tuning, then BERT provides the best baselines. In both cases the best baseline is provided by Translate-Train. The proposed variants MCT-MSR of LASER and MCT-FT of BERT are able to beat the corresponding baselines. In fact, one can observe that while Watt and XLM do not provide the best baselines for fine-tuning, even for these models, multilingual co-training does help. Finally, we explored the use of pre-training in the multilingual setting. While human translations have been used by LASER, the use of machine translations as a self-supervised language modeling task has not been explored in the past. Translation noise can potentially lead to a lot of error propagation. However, we observed that use of translations for pre-training provides the best baseline with BERT, and a joint multilingual pre-training is able to beat this baseline.

As a part of the future work, we would like to explore distinct strategies for a further boost in the performance. We comment upon a few possibilities. (1) The essence of MCT lies in the use of target language translations. Translator noise can have a big impact on the performance, and training bias in favor of a particular language. We believe that there are several approaches that can be attempted to overcome such a challenge. One could identify a set of languages that can mutually benefit from and share a quality MT. Thus, instead of training a single model for all languages, one could train a model for each set. One can also bias the cost function by using language-specific weights; these weights could potentially be used to model translator noise. One could also use a training schedule (along with adapting the learning rate) instead of weights to bias the training in favor of a language or language set. (2) Finally, we admit, for the purposes of illustration, we have made a rather strict assumption of zero human-translated data. It remains of interest to explore the impact of a small volume of human translated data on the performance of MCT, further whether an MCT can be used to sample queries which if translated by a human can help to maximally boost performance, in an active learning framework.
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Abstract

Over the past year, the emergence of transfer learning with large-scale language models (LM) has led to dramatic performance improvements across a broad range of natural language understanding tasks. However, the size and memory footprint of these large LMs makes them difficult to deploy in many scenarios (e.g., on mobile phones). Recent research points to knowledge distillation as a potential solution, showing that when training data for a given task is abundant, it is possible to distill a large (teacher) LM into a small task-specific (student) network with minimal loss of performance. However, when such data is scarce, there remains a significant performance gap between large pretrained LMs and smaller task-specific models, even when training via distillation. In this paper, we bridge this gap with a novel training approach, called generation-distillation, that leverages large finetuned LMs in two ways: (1) to generate new (unlabeled) training examples, and (2) to distill their knowledge into a small network using these examples. Across three low-resource text classification datasets, we achieve comparable performance to BERT while using $300\times$ fewer parameters, and we outperform prior approaches to distillation for text classification while using $3\times$ fewer parameters.

1 Introduction

Over the past year, rapid progress in unsupervised language representation learning has led to the development of increasingly powerful and generalizable language models (Radford et al., 2019; Devlin et al., 2018). Widely considered to be NLP’s “ImageNet moment” (Ruder, 2018), this progress has led to dramatic improvements in a wide range of natural language understanding (NLU) tasks, including text classification, sentiment analysis, and question answering (Wang et al., 2018; Rajpurkar et al., 2016). The now-common approach for employing these systems using transfer learning is to (1) pretrain a large language model (LM), (2) replace the top layer of the LM with a task-specific layer, and (3) finetune the entire model on a (usually relatively small) labeled dataset. Following this pattern, Peters et al. (2018), Howard and Ruder (2018), Radford et al. (2019), and Devlin et al. (2018) broadly outperform standard task-specific NLU models (i.e., CNNs/LSTMs), which are initialized from scratch (or only from word embeddings) and trained on the available labeled data.

Notably, transfer learning with LMs vastly outperforms training task-specific from scratch in low data regimes. For example, GPT-2 is capable of generating coherent text in a particular style (i.e., poetry, Java code, questions and answers) when conditioned on only a handful of sentences of that style (Radford et al., 2019). Similarly, on discriminative tasks such as question answering, BERT reaches accuracies comparable to previous task-specific models with orders of magnitude less labeled data (Devlin et al., 2018).

At the same time however, these large language models are extremely unwieldy. The largest versions of GPT-2 and BERT have over 1.5B and 340M parameters, respectively; it is challenging to use either of these models on a modern GPU (with 12GB of VRAM) and nearly impossible to deploy them on mobile or embedded devices. Thus, there is a strong need for efficient task-specific models that can leverage the knowledge from large pretrained models, while remaining highly compressed.

In this project, we attempt to bridge this gap for the task of low-resource text classification. We propose a new approach, called generation-distillation, to improve the training of small, task-specific text classification models by utilizing...
multiple large pretrained language models. First, we use a large LM (GPT-2) to generate text in the style of our training examples, augmenting our data with unlabeled synthetic examples. Second, we use the synthetic examples to distill a second large LM (BERT), which has already been fine-tuned for classification, into a small task-specific model (CNN).

In our experiments, we show that this procedure delivers significant gains over a standard distillation approach in low-data regimes. Specifically, on low-data versions of three widely-adopted text classification datasets (AG News, DBPedia, Yahoo Answers), we obtain 98% of BERT’s performance with 300× fewer parameters. Moreover, compared to prior work on distilling BERT (Chia et al., 2018) on these datasets, we outperform past approaches while using 3× fewer parameters.

2 Related Work

Designed to produce contextual word embeddings, large language models (LMs) build upon the now-classic idea of using pretrained word embeddings to initialize the first layer of deep natural language processing models (Collobert et al., 2011). Early proponents of contextual word vectors, including CoVe, ULMFit, and ELMo (McCann et al., 2017; Howard and Ruder, 2018; Peters et al., 2018), extracted word representations from the activations of LSTMs, which were pretrained for either machine translation (CoVe) or for language modeling (ULMFit, ELMo).

Recent work has adopted the transformer architecture for large-scale language representation. BERT (Devlin et al., 2018) trains a transformer using masked language modeling and next sentence prediction objectives, giving state-of-the-art performance across NLU tasks. GPT/GPT-2 (Radford et al., 2019) trains a unidirectional objective, showing the ability to generate impressively coherent text.

Due to the unwieldy size of these models, a line of recent research has investigated how to best compress these models (Tang et al., 2019). In the most popular of these approaches, knowledge distillation (Hinton et al., 2015), the outputs of a larger “teacher” model are used to train a smaller “student” model. These outputs may contain more information than is available in the true label, helping bring the performance of the student closer to that of the teacher. On the task of text classification, (Tang et al., 2019) and (Chia et al., 2018) both recently showed that it is possible to compress transformer-based LMs into
<table>
<thead>
<tr>
<th>Model</th>
<th>Params (1000s)</th>
<th>AG News</th>
<th>DBPedia</th>
<th>Yahoo Answers</th>
</tr>
</thead>
<tbody>
<tr>
<td>Baseline - TFIDF + SVM (Ramos et al., 2003)</td>
<td>18.1</td>
<td>81.9</td>
<td>94.1</td>
<td>54.5</td>
</tr>
<tr>
<td>Baseline - FastText (Joulin et al., 2016)</td>
<td>N/A</td>
<td>75.2</td>
<td>91.0</td>
<td>44.9</td>
</tr>
<tr>
<td>BERT-Large</td>
<td>340,000</td>
<td>89.9</td>
<td>97.1</td>
<td>67.0</td>
</tr>
<tr>
<td>Chia et al. (2018) - BlendCNN*</td>
<td>3617</td>
<td>87.6</td>
<td>94.6</td>
<td>58.3</td>
</tr>
<tr>
<td>Chia et al. (2018) - BlendCNN + Dist*</td>
<td>3617</td>
<td>89.9</td>
<td>96.0</td>
<td>63.4</td>
</tr>
<tr>
<td>Ours (Kim-style)</td>
<td>1124</td>
<td>85.7</td>
<td>94.3</td>
<td>62.4</td>
</tr>
<tr>
<td>Ours (Res-style)</td>
<td>1091</td>
<td>86.2</td>
<td>94.7</td>
<td>60.9</td>
</tr>
<tr>
<td>Ours + Dist (Kim-style)</td>
<td>1124</td>
<td>86.9</td>
<td>95.0</td>
<td>62.9</td>
</tr>
<tr>
<td>Ours + Dist (Res-style)</td>
<td>1091</td>
<td>87.3</td>
<td>95.4</td>
<td>62.2</td>
</tr>
<tr>
<td>Ours + Gen-Dist (Kim-style)</td>
<td>1124</td>
<td>89.9</td>
<td>96.3</td>
<td>64.2</td>
</tr>
<tr>
<td>Ours + Gen-Dist (Res-style)</td>
<td>1091</td>
<td>89.8</td>
<td>96.0</td>
<td>65.0</td>
</tr>
</tbody>
</table>

Table 1: (Results) A comparison of model size and accuracy on 3 text classification datasets. Bold font indicates best accuracy and italics+underline indicates second-best accuracy. Generation-distillation broadly improves small model performance over distillation, which in turn broadly improves performance over training from scratch. * results from other papers.

CNNs/LSTMs with fewer parameters, at the cost of a small (but nontrivial) drop in accuracy.

Our project builds on prior work in multiple ways. When performing generation-distillation, we employ a finetuned GPT-2 (Radford et al., 2019) as our generator and a finetuned BERT (Devlin et al., 2018) as our teacher classifier. Additionally, the distillation component of our generation-distillation approach is similar to the method used in (Chia et al., 2018), but with a different loss function (KL divergence in place of mean absolute error).

3 Methodology

As shown in Figure 1, our generation-distillation approach is divided into three steps: finetuning, generation and distillation.

3.1 Finetuning

The first step in our approach involves finetuning two different large LMs on our small task-specific dataset. First, we finetune a generative model (in our case, GPT-2) using only the text of the dataset. This model is used to generate new synthetic examples in the generation step. Second, we finetune a large LM-based classifier (in our case, BERT with an added classification head) using both the text and the labels of the dataset. This model is used as the teacher in the distillation step.

3.2 Generation

In the generation step, we used a large generative LM, finetuned in the first step, to augment our training dataset with synthetic examples. Specifically, we use GPT-2 to generate new sentences in the style of our training dataset and add these to our training dataset. We do not have labels for these generated sentences, but labels are not necessary because we train with distillation; our goal in generating synthetic examples is not to improve the large LM-based classifier, but rather to improve our ability to distill a large LM-based classifier into a small task-specific classifier.

3.3 Distillation

We combine both the real training examples and our synthetic examples into one large training set for distillation. We distill a large LM-based teacher classifier, finetuned in the first step, into our smaller student model via standard distillation as in Hinton et al. (2015). For our loss function, like Hinton et al. (2015), we use the KL divergence between the teacher logits and the student logits; this differs from Chia et al. (2018), who use the mean absolute error between the logits.
4 Experiments

4.1 Data

We perform text classification on three widely-used datasets: AG News, DBPedia, and Yahoo Answers (Gulli; Auer et al., 2007; Labrou and Finin, 1999). For purposes of comparison, we select our training set using the same procedure as Chia et al. (2018), such that the training set contains 100 examples from each class. For the generation-distillation experiments, we use GPT-2 to generate 13600 synthetic training examples on AG News and 25000 synthetic training examples on DBPedia and Yahoo Answers. Combining these with the 400, 1400, and 1000 original (labeled) examples yields a total of 14000, 26400, and 26000 examples on AG News, DBPedia, and Yahoo Answers, respectively.

4.2 Finetuning Details and Examples

We finetune GPT-2 345M using Neil Shepperd’s fork of GPT-2: https://github.com/nshepperd/gpt-2/blob/finetuning/train.py

Finetuning is performed for a single epoch with a learning rate of $2e-5$ with the Adam optimizer. We use batch size 1 and gradient checkpointing in order to train on a single GPU with 12GB of VRAM. We choose to train for only 1 epoch after examining samples produced by models with different amounts of finetuning; due to the small size of the dataset relative to the number of parameters in GPT-2, finetuning for more than 1 epoch results in significant dataset memorization.

For sampling, we perform standard sampling (i.e. sampling from the full output distribution, not top-p or top-k sampling) with temperature parameter $T = 1$. Although we do not use top-k or top-p sampling, we believe it would be interesting to compare the downstream effect of different types of sampling in the future.

In Supplementary Table 3, we show examples of synthetic training texts generated by sampling from the finetuned GPT-2 model, for both DBPedia and Yahoo Answers.

In Supplementary Table 4, we show two synthetic training texts along with their nearest neighbors in the training set. Nearest neighbors were calculated by ranking all examples from the training dataset (1400 examples) according to cosine similarity of TF-IDF vectors. As can be seen in the example in the right column, the GPT-2 language model has memorized some of the entities in the training dataset (i.e. the exact words “Ain Dara Syria”), but provides a novel description of the entity. This novel description is factually incorrect, but it may still be helpful in training a text classification model in a low-resource setting, because the words the model generates (i.e. “Syria”, “Turkey”, “Karzahayel”) are broadly related to the original topic/label. For example, they may help the model learn the concept of the class “village”, which is the label of Nearest Neighbor 1.

4.3 Student Models & Optimization

We experiment with two main CNN architectures. The first is a standard CNN architecture from Kim (2014). The second is a new CNN based on ResNet (He et al., 2016). This “Res-style” model has 3 hidden layers, each with hidden size 100, and dropout probability $p = 0.5$. We use multiple models to demonstrate that our performance improvements over previous approaches are not attributable to architectural changes, and to show that our approach generalizes across architectures.

We train the CNNs using Adam (Kingma and Ba, 2014; Loshchilov and Hutter, 2017) with learning rate $10^{-3}$. Additionally, the CNNs both use 100-dimensional pretrained subword embeddings (Heinzerling and Strube, 2018), which are finetuned during training.

4.4 Results

We report the performance of our trained models in Table 1.

When trained with standard distillation, our KimCNN and ResCNN models perform as would be expected given the strong results in Chia et al. (2018). Our models perform slightly worse than the 8-layer BlendCNN from Chia et al. (2018) on AG News and DBPedia, while performing slightly better on Yahoo Answers. Standard distillation improves their performance, but there remains a significant gap between the CNNs and the BERT-Large based classifier. Training with the proposed generation-distillation approach significantly reduces the gap between the CNNs and BERT-Large; across all datasets, the model trained with generation-distillation matches or exceeds both the model the model trained with standard distillation and the BlendCNN.

4.5 Ablation

In Figure 2, we show how the accuracy of the final distilled model varies with the number of syn-
Figure 2: Above, we show how the accuracy of the final distilled model varies with the number of synthetic training examples generated by GPT-2. Error bars show the standard deviation of accuracies on five separate runs. The same GPT-2 model (trained on 100 examples per class, or a total of 1000 examples) was used to generate all synthetic texts.

<table>
<thead>
<tr>
<th>Hard Labeling vs. Distillation on Generated Examples (Yahoo Answers)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Accuracy</td>
</tr>
<tr>
<td>----------</td>
</tr>
<tr>
<td></td>
</tr>
</tbody>
</table>

Table 2: Above, we show a comparison of hard labeling and distillation for labeling the synthetic examples produced by our generator network. We report the the mean and standard error of the student (Kim) model accuracy across 5 random restarts on the Yahoo Answers dataset. Generation and distillation significantly outperforms generation and hard labeling.

In Table 2, we compare two different methods of labeling the synthetic examples produced by our generator network (GPT-2): hard labeling and distillation. Hard labeling refers to taking the maximum-probability class according to our fine-tuned BERT model as the label for each generated example and using a standard cross entropy loss function. Distillation refers to using the probability distribution outputted by BERT as the label for each generated example and using a KL divergence loss function. Put differently, in the former we use BERT to generate labels, whereas in the latter we use BERT to generate perform distillation. We find that generation and distillation outperforms generation and hard labeling by a significant margin, consistent with previous work on knowledge distillation (Hinton et al., 2015).

5 Conclusion

In this work, we present a new approach to compressing natural language understanding models in low-data regimes. Our approach leverages large finetuned language models in two ways: (1) to generate new (unlabeled) training examples, and (2) to distill their knowledge into a small network using these examples. Across three low-resource text classification datsets, we achieve comparable performance to BERT while using 300× fewer parameters, and we outperform prior approaches to distillation for text classification while using 3× fewer parameters. Although we focus on text classification in this paper, our proposed method may be extended to a host of other natural language understanding tasks in low-data settings, such as question answering or extractive summarization.
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### Examples of Generated Training Texts

<table>
<thead>
<tr>
<th><strong>DBPedia</strong></th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Landmine</strong> (also known as LNG mine) is a landmine created by the Chernobyl nuclear powerplant. It is a slurry subterranean mine typically laid in shallow pools of water. The mines are connected by run-off points and can be faced off against one another.</td>
</tr>
<tr>
<td><strong>Naukembe Consolidated School</strong> is a boarder boarding and lodging school based in the township of Naushere East Sussex England. The school is a member of the N30 co-education network. The school holds around 750 students from grade six to eleven.</td>
</tr>
<tr>
<td><strong>Peter Moldegrd</strong> (born 6 July 1940) is a Swedish film director known for his 1972 Melancholia. He later worked in Zurich and Hong Kong.</td>
</tr>
<tr>
<td><strong>Ain Dara Syria</strong> is a small village in Doubs Governorate southwestern Syria close to the Turkey-Syria border. Nearby localities include Afrin to the north Karzahayel to the east and Siloamfara to the northwest. Ain Dara is settled by around 30 families.</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th><strong>Yahoo Answers</strong></th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Why is America the most geographically illiterate first world country?</strong></td>
</tr>
<tr>
<td><strong>Where I can get program that erases voice from music track?:</strong> Where I can get program that erases voice from music track? nowhere</td>
</tr>
<tr>
<td><strong>does anyone know the name of the song that’s used in the ADIDAS commercial Jos +10? (That’s adidas, by the way)?</strong> This commercial was recently in a recent adidas commercial, and they apparently used the credits for the commercial, so I saw it and thought it was pretty cool.</td>
</tr>
<tr>
<td><strong>What would be a good way to express how you feel about another person?:</strong> say something nice, thoughtful, creative, professional... whatever , just let it go and move on, someone else will take care of the rest</td>
</tr>
</tbody>
</table>

Table 3: Examples of captions generated by GPT-2 for the DBPedia and Yahoo Answers datasets. The GPT-2 model that generated these texts was trained on 100 examples per class, or a total of 1000 examples for Yahoo Answers and 1400 for DBPedia. These examples were picked randomly from all generated sentences.
<table>
<thead>
<tr>
<th>Generated Example</th>
<th>Nearest Neighbor 1</th>
<th>Nearest Neighbor 2</th>
<th>Nearest Neighbor 3</th>
</tr>
</thead>
<tbody>
<tr>
<td>Naukembe Consolidated School: Naukembe is a boarder boarding and lodging school based in the township of Naushere East Sussex England. The school is a member of the N30 co-education network. The school holds around 750 students from grade six to eleven.</td>
<td>East High School (Erie Pennsylvania): East High School part of the Erie City School District is a public high school located in Erie Pennsylvania United States. The school colors are scarlet and gray. The school mascot is a Native American Warrior. People associated with East High may be referred to as East High School Warriors East High Warriors or Warriors.</td>
<td>Calvert School: Calvert School is a lower and middle co-educational private school with a day school operation in Baltimore Maryland and an associated homeschooling division that administers a curriculum shipped to families around the United States and the world. Developed in 1906 the home school curriculum grew by being advertised in the National Geographic magazine as a kindergarten program for those wishing to offer a better education to their children.</td>
<td>South Elgin High School: South Elgin High School (SEHS) opened 2004 is a four-year high school located in South Elgin Illinois a northwest suburb of Chicago Illinois in the United States. It is part of Elgin Area School District U46 which also includes Elgin High School Larkin High School Bartlett High School and Streamwood High School. The class of 2008 was the first to graduate at the high school. The class of 2009 was the first four year graduating class from the high school.</td>
</tr>
<tr>
<td></td>
<td>Ain Dara Syria: Ain Dara (Arabic: Andin Qasim Qasim; also Romanized as Andin Qs Qasim and Madd Drqt) is a small village in Dous Governorate southwestern Syria close to the Turkey-Syria border. Nearby localities include Afrin to the north Karzahayel to the east and Siloamfara to the northwest. Ain Dara is settled by around 30 families.</td>
<td>Carabus hemprichi,:Carabus hemprichi is a species of black-coloured ground beetle in the Carabinae subfamily that can be found in Israel Lebanon Syria and Turkey</td>
<td>Retowy,:Retowy [rtv] (German: Rettauen) is a village in the administrative district of Gmina Spopol within Bartoszyce County Warmian-Masurian Voivodeship in northern Poland close to the border with the Kaliningrad Oblast of Russia. It lies approximately 10 kilometres (6 mi) north-west of Spopol 14 km (9 mi) north-east of Bartoszyce and 68 km (42 mi) north-east of the regional capital Olsztyn.Before 1945 the area was part of Germany (East Prussia).</td>
</tr>
</tbody>
</table>

Table 4: Above, we show two example sentences from DPedia along with their nearest neighbors from the training dataset (DBPedia). Nearest neighbors were calculated by selecting the three examples from the training dataset (1400 examples) with the greatest TF-IDF vector cosine distance to the generated example.
Unlearn Dataset Bias in Natural Language Inference by Fitting the Residual

He He\textsuperscript{1,2} and Sheng Zha\textsuperscript{1} and Haohan Wang\textsuperscript{3}
\textsuperscript{1}Amazon Web Services, \textsuperscript{2}New York University, \textsuperscript{3}Carnegie Mellon University
\{hehea, zhasheng\}@amazon.com, haohanw@cs.cmu.edu

Abstract

Statistical natural language inference (NLI) models are susceptible to learning dataset bias: superficial cues that happen to associate with the label on a particular dataset, but are not useful in general, e.g., negation words indicate contradiction. As exposed by several recent challenge datasets, these models perform poorly when such association is absent, e.g., predicting that “I love dogs.” contradicts “I don’t love cats.”. Our goal is to design learning algorithms that guard against known dataset bias. We formalize the concept of dataset bias under the framework of distribution shift and present a simple debiasing algorithm based on residual fitting, which we call DRiFt. We first learn a biased model that only uses features that are known to relate to dataset bias. Then, we train a debiased model that fits to the residual of the biased model, focusing on examples that cannot be predicted well by biased features only. We use DRiFt to train three high-performing NLI models on two benchmark datasets, SNLI and MNLI. Our debiased models achieve significant gains over baseline models on two challenge test sets, while maintaining reasonable performance on the original test sets.

1 Introduction

Machine learning models have surpassed human performance on multiple language understanding benchmarks. However, transferring the success to real-world applications has been much slower due to the brittleness of these systems. For example, McCoy et al. (2019) show that models blindly predict the entailment relation for two sentences with high word overlap even if they have very different meanings, e.g., “The man hit a dog” and “The dog hit a man”. Jia and Liang (2017) show that reading comprehension models are easily distracted by irrelevant sentences containing key phrases from the question. Similar failures have also been observed on paraphrase identification (Zhang et al., 2019c) and story cloze test (Schwartz et al., 2017).

A common problem behind these failures is distribution shift. Our training data is often not a representative sample of real-world data due to their different data-generating processes, thus models are susceptible to learning simple cues (e.g., lexical overlap) that work well on the majority of training examples but fail on more challenging test examples. Consider generating a contradicting pair of sentences for natural language inference (NLI) in Figure 1. Crowd workers tend to mechanically negate the premise sentence to save time, introducing an association between negation words (e.g., “not”) and the contradiction label. However, at test time, such association may not exist as data is now generated by end users. Thus, a model that heavily relies on the biased feature “not” would

Figure 1: An example of dataset bias in NLI. On the training data, the biased feature (“not”) is affected by crowd workers’ strategy of negating the premise to create a contradicting pair. However, at test time the word choice is affected by unknown sources, thus “not” may not be associated with the label “contradiction”. A model relying on the negation word to predict “contradiction” would fail on the shown test example.
fail. In this paper, we formalize dataset bias (Torralba and Efros, 2011) under the label shift assumption: the conditional distribution of the label given biased features changes at test time. Our goal is to design learning algorithms that are robust to dataset bias with a focus on NLI, i.e. predicting whether the premise sentence entails the hypothesis sentence.

Typical debiasing approaches aim to remove biased features (e.g., gender and image texture) in the learned representation (Wang et al., 2019b,a). However, biased features in textual data often conflate useful semantic information and superficial cues, thus completely removing them might significantly hurt prediction performance. Even when we are confident that the bias is irrelevant to prediction (e.g., gender), Gonen and Goldberg (2019) show that existing bias removal methods are insufficient.

Instead of debiasing the data representation, our method (along with the concurrent work of Clark et al. (2019)) accounts for label shift given biased features by focusing on “hard” examples that cannot be predicted well using only biased features. We train a model in two steps. First, we train a biased model using insufficient features such as overlapping words between the premise and the hypothesis. Next, we train a debiased model by fitting to the residuals of the biased model. This step “unlearns” the bias by taking additional negative gradient updates on examples with low loss under the biased model (Section 3.2). At test time, only the debiased model is used for prediction. We call this learning algorithm DRiFt (Debias by Residual Fitting).

We use DRiFt to train three high-performing NLI models on two benchmark datasets, SNLI (Bowman et al., 2015) and MNLI (Williams et al., 2017). Compared to baseline models trained by maximum likelihood estimation, our debiased models improve performance on several challenge datasets with only slight degradation on the original test sets.

## 2 Problem Statement

**Dataset bias.** Let $x \in X$ be the input and $y \in Y$ be the label we want to predict. Given training examples $(x, y)$ drawn from a distribution $P$, we define dataset bias as (partial) representation of $x$ that exhibits label shift (Lipton et al., 2018; Scholkopf et al., 2012) on the test distribution $Q$. Formally, assume that $x$ can be represented by two components $b(x)$ and $g(x)$ conditionally independent given $y$. We have

$$p(x, y) = p(b(x), g(x), y) = p(g(x) \mid y)p(y \mid b(x))p(b(x)).$$

Let $g(x)$ be the true effect of $y$ such that their relationship does not change normally, i.e. $p(g(x) \mid y) = q(g(x) \mid y)$. Let $b(x)$ be biased features that happen to be predictive of $y$ on $P$. For example, in Figure 1, $g(x)$ represents semantics of the premise and hypothesis sentences, whereas $b(x)$ represents specific word choices affected by varying sources. In the training data, the word “not” has a strong association with “contradiction” due to crowd workers’ writing strategies. Consequently, a model learned on the training data distribution $P$ would degrade when such association no longer exists. Formally, both training and testing examples may exhibit biased features: $p(b(x)) = q(b(x))$, but dependence between these features and the label can change: $p(y \mid b(x)) \neq q(y \mid b(x))$.

In a typical supervised learning setting with dataset bias, we do not observe examples from $Q$ thus $b(x)$ is unknown. Without additional information, achieving good performance on $Q$ is impossible. Fortunately, oftentimes we do have domain-specific knowledge on what $b(x)$ might be, e.g., the word overlapping heuristic in NLI. Therefore, our goal is to correct the model trained on $P$ to perform well on $Q$ given known dataset bias.

**Bias in NLI data.** Dataset bias in SNLI (Bowman et al., 2015) and MNLI (Williams et al., 2017) are largely due to the crowdsourcing process. Both are created by asking crowd workers to write three sentences (hypotheses) that are entailed by, neutral with, or contradict a given sentence drawn from a corpus (the premise). Gururangan et al. (2018); Poliak et al. (2018) show that certain words in the hypothesis have high pointwise mutual information with class labels regardless of the premise, which could be artifacts of specific annotation strategies. For example, one can create a neutral sentence by adding a cause (“because”) to the premise and create a contradicting sentence by negating (“no”, “never”) the premise. As a result, the majority of training examples can be
solved without much reasoning about sentence meanings. Subsequently, McCoy et al. (2019) report that models rely on high word overlap to predict entailment; Glockner et al. (2018); Naik et al. (2018) demonstrate that models struggle at even lexical-level inference involving antonyms, hypernyms, etc.

A natural question to ask then is whether there exist better data collection procedures that guard against these biases. We argue that this is not easy because in practice, we almost always have different data-generating processes during training (generated from selected corpora and annotators) and test (generated by end users). Then, can we remove biased features from training examples? This is also infeasible because sometimes they contain the necessary information for prediction, e.g., removing words may destroy the sentence meaning. It is not the features that are biased but their relation with the label. Next, we describe our approach to mitigating this biased relation.

3 Approach

3.1 Overview

The key idea of our approach is to first detect biased examples given prior knowledge on potential dataset bias, then focus on learning from unbiased, hard examples. We describe the two steps in details below.

Detect biased examples. How do we know if an example exhibits biased features? Although we cannot directly measure label shift without accessing the test data, we know that NLI models are unlikely to work well given insufficient features. When it does work well given only partial semantics of the input, the good performance is likely due to dataset bias. For example, Gururangan et al. (2018) exposes annotation artifacts by showing that hypothesis-only models have unexpected high accuracy. Similarly, we train a biased classifier using insufficient features $I(x)$, e.g., the hypothesis sentence. We assume that examples predicted well by the biased classifier exhibit dataset bias, i.e. $p(y \mid I(x))$ is high but $q(y \mid I(x))$ is low.

Importantly, while $I(x)$ approximates $b(x)$ given our prior knowledge, it does not necessarily capture all dataset bias, which depends on the unknown test distribution. In addition, $I(x)$ may include useful information. For example, although bag-of-words (BOW) features are insufficient to represent precise sentence meaning, it encodes a distribution of possible meanings. Thus good performance of a BOW classifier is not fully due to fitting dataset bias. In practice, as we will see in the experiments (Section 4.5), good choices of $I(x)$ capture biased features precisely, resulting in significant performance drop of the biased classifier on $Q$.

Learn residuals of the biased classifier. Our intuition is that the debiased classifier should capture information beyond those contained in the biased classifier. If the biased classifier already has a small loss on an example, then there is not much to learn beyond the biased features; otherwise, the debiased classifier should correct predictions of the biased classifier.

We implement the idea through a residual fitting procedure (DRiFt). Let $f_s: \mathcal{X} \to \mathbb{R}$ and $f_d: \mathcal{X} \to \mathbb{R}$ be the biased and the debiased classifiers, and let $L$ be the loss function. First, we learn $f_s$ with insufficient features $I(x)$ as the input:

$$\theta^* = \arg \min_{\theta} \mathbb{E}_P \left[ L(f_s(I(x); \theta), y) \right].$$  

(3)

Let $f^*(x)$ be the optimal predictor that minimizes the empirical risk on $P$. We define

$$f^*(x) \overset{\text{def}}{=} f_s(I(x); \theta^*) + f_d(x; \phi^*).$$  

(4)

Thus $f_d$ fits the residual of $f_s$ with respect to the target $f^*$. To estimate parameters $\phi$ of $f_d$, we fix parameters of $f_s$ and minimize the loss:

$$\min_{\phi} \mathbb{E}_P \left[ L(f_s(I(x); \theta^*) + f_d(x; \phi), y) \right].$$  

(5)

At test time, we only use the debiased classifier $f_d$.

Consider the typical empirical risk minimization approach that estimates $\phi$ by minimizing $\mathbb{E}_P \left[ L(f_d(x; \phi), y) \right]$. It is susceptible to relying on biased features when they predict well on the majority examples. In contrast, DRiFt first learns $f_s$, which is intended to fit potential bias in the data. It then learns $f_d$ that compensates $f_s$ without fitting to the bias already captured by it.

Next, we analyze the behavior of DRiFt using the cross-entropy loss function, which is typically used for classification problems.

3.2 Analysis with the Cross-Entropy Loss

In this section, we show that DRiFt adjusts the gradient on each example depending on how well it is predicted by the pretrained biased classifier.
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Given the cross-entropy loss, our goal is to maximize the expected conditional log-likelihood of the data, \( \mathbb{E}_P [\log p(y \mid x)] \). A classifier outputs a vector of scores for each of the \( K \) classes, \( f(x) = (f^1(x), \ldots, f^K(x)) \in \mathbb{R}^K \), which are then mapped to a probability distribution \( p(y \mid x) \) by the softmax function. Given classifiers \( f_s \) and \( f_d \), we have three choices of parametrization of the conditional probability \( p(y \mid x) \):

\[
\begin{align*}
    p_s(y \mid I(x)) &\propto \exp (f_s^y(I(x); \theta)) \quad (6) \\
    p_d(y \mid x) &\propto \exp (f_d^y(x; \phi)) \quad (7) \\
    p_a(y \mid x) &\propto \exp (f_s^y(I(x); \theta) + f_d^y(x; \phi)) \\
                   &\propto p_s(y \mid I(x))p_d(y \mid x). \quad (8)
\end{align*}
\]

To learn the classifier \( f_d \), standard maximum likelihood estimation (MLE) uses \( p_d(y \mid x) \), whereas DRiFt uses \( p_a(y \mid x) \) given pretrained \( f_s \) with fixed parameters.

Let us first compare the two learning objectives. Denote \( p_s(y \mid I(x); \theta^*) \) by \( p_s^*(y \mid I(x)) \). DRiFt maximizes

\[
J_D(\phi) = \sum_{(x,y)\sim D} \log p_d(y \mid x; \phi) - \mathcal{C}
\]

where \( \mathcal{D} \) denotes the training set and \( \mathcal{C} = \sum_{(x,y)\sim D} \log p_s^*(k \mid I(x)) \) is a constant. Compare (10) with the MLE objective:

\[
J_{\text{MLE}}(\phi) = \sum_{(x,y)\sim D} \log p_d(y \mid x; \phi) . \quad (11)
\]

We see that \( J_D(\phi) \) has an additional regularizer for each example \( x \):

\[
R(x) \overset{\text{def}}{=} -\log \sum_{k=1}^K p_s^*(k \mid I(x))p_d(k \mid x) . \quad (12)
\]

Geometrically, it encourages output from the debiased classifier, \( p_d \), to have minimal projection on \( p_s \) predicted by the biased classifier.

Next, let’s look at the effect of this regularizer through its gradient. Let \( Z(x) \) be the normalizer \( \sum_k p_s^*(k \mid I(x))p_d(k \mid x) \). Then, we have

\[
\nabla_\phi R(x) = -\frac{\sum_k p_s^*(k \mid I(x))\nabla_\phi \log p_d(k \mid x)}{\sum_k p_s^*(k \mid I(x))p_d(k \mid x)}
\]

\[
= -\sum_k p_a(k \mid x)\nabla_\phi \log p_d(k \mid x),
\]

which is derived by writing \( \nabla_\phi p_d \) as \( p_d \nabla_\phi \log p_d \).

Taking a negative step in the direction of \( \nabla_\phi \log p_d(k \mid x) \) corresponds to down-weighting the probability \( p_d(k \mid x) \). Intuitively, the model tries to reweight the output distribution by the gradient weights \( p_a(k \mid x) \). Note that

\[
p_a(k \mid x) \propto p_s^*(k \mid I(x))p_d(k \mid x) . \quad (13)
\]

For an example \( (x,y) \), large values of \( p_s^*(y \mid I(x)) \) indicate that \( I(x) \) is likely to contain biased features. If \( p_d(y \mid x) \) is also large, the model is probably picking up the bias since \( p_d \) has access to complete information in \( x \) including the biased features, in which case a relatively large negative step is taken to correct it. In the extreme case where the biased classifier makes perfect prediction, we have \( p_s^*(y \mid I(x)) \to 1 \) thus \( \nabla_\phi R(x) \to -\nabla_\phi \log p_d(y \mid x) \), canceling the MLE gradient \( \nabla_\phi \log p_d(y \mid x) \). As a result, the gradient on this example is zero, and there is nothing to be learned. At the other end where \( I(x) \) does not provide any useful information, the biased classifier outputs a uniform distribution \( p_s^*(y \mid I(x)) = 1/K \), thus \( p_a(y \mid x) = p_d(y \mid x) \) and the gradient on this example is reduced to the MLE gradient.

4 Experiments

We first evaluate our method using synthetic bias to show its effectiveness under different amount of dataset bias. We then test on two challenge datasets using different biased classifiers. We show that DRiFt consistently outperforms MLE on the challenge datasets given different NLI models, especially when the insufficient features capture dataset bias exploited by the challenge data.

4.1 Training Data

We evaluate DRiFt on two benchmarking NLI datasets: SNLI (Bowman et al., 2015) and MNLI (Williams et al., 2017). Each pair of premise and hypothesis sentences has a label from one of “entailment”, “contradiction”, or “neutral”. Sentences from SNLI are derived from image captions, whereas MNLI covers a broader range of styles and topics. Statistics of the two datasets are shown in Table 1. All MNLI results are on the matched development set.\(^2\)

\(^2\) MNLI has two development sets, one from the same source as the training data (matched) and one from different sources (mismatched). We trained two sets of models using their corresponding development sets for model selection and obtained similar results. Thus we focus on the “matched” results.
Table 1: Statistics of training datasets. The test sets of MNLI are hosted through Kaggle competitions.

<table>
<thead>
<tr>
<th>Dataset</th>
<th>Train</th>
<th>Dev</th>
<th>Test</th>
</tr>
</thead>
<tbody>
<tr>
<td>SNLI</td>
<td>549,367</td>
<td>9842</td>
<td>9842</td>
</tr>
<tr>
<td>MNLI</td>
<td>392,702</td>
<td>9815</td>
<td>-</td>
</tr>
</tbody>
</table>

4.2 Models and Training Details

DRiFt is a general learning algorithm that works with any biased/debiased models. Below we describe the three key components of our approaches: the learning algorithm, the biased model with its insufficient features, and the debiased model.

**Learning algorithms.** We compare DRiFt with MLE, as well as a simpler variant of DRiFt: instead of the residual fitting, we remove the examples predicted correctly by the biased classifier and train on the rest. We call this baseline RM, which is also conceived by Gururangan et al. (2018). MLE only trains the debiased model. Both DRiFt and RM rely on an additional biased model that captures potential dataset bias.

**Biased models.** We consider three insufficient representations that exploit various NLI dataset biases reported in prior work.

- **Hypo** is a finetuned BERT classifier that uses only the hypothesis sentence.
- **CBOW** is a continuous bag-of-words classifier. Similar to Mou et al. (2016), we represent both the premise and the hypothesis as the respective sums of their word embeddings. We then concatenate the premise and the hypothesis embeddings, their difference, and their element-wise product. The final representation is passed through a one-layer fully connected network with ReLU activation.
- **Hand** is a classifier using handcrafted features based on error analysis in Naik et al. (2018).

Specifically, we include tokens in the hypothesis that are also in the premise, tokens unique to the hypothesis, Jaccard similarity between the two sentences, whether negation words (“not” and “n’t”) are included, and length difference computed by $|L_p - L_h| / (L_p + L_h)$ where $L_p$ and $L_h$ are numbers of tokens in the premise and the hypothesis. We represent the overlapping and the non-overlapping tokens as the respective sums of their word embeddings. The embeddings are then concatenated with the dense features and passed through a one-layer fully connected network with ReLU activation.

**Debiased models.** We choose three high-performing models of different capability.

- **DA** is the Decomposable Attention model introduced by Parikh et al. (2016), which relies on the interaction between words in the premise and the hypothesis. It does not use any word order information. We used the variant without intra-sentence attention.3

- **ESIM** is the Enhanced Sequential Inference Model (Chen et al., 2017). It first encodes the premise and the hypothesis by a bidirectional LSTM, aligns the contextual word embeddings similar to Parikh et al. (2016), and uses another “inference” bidirectional LSTM to aggregate information. Thus it has access to the non-local context.

- **BERT** is the Bidirectional Encoder Representations from Transformers (Devlin et al., 2019) that recently improved performance on MNLI significantly. It uses contextual embeddings pretrained from large corpora.

**Hyperparameters.** For non-BERT models, word embeddings are initialized with the 840B.300d pretrained GloVe (Pennington et al., 2014) word vectors and finetuned during training. For DA and ESIM, hyperparameters of the model architecture are the same as those reported in the original papers. We finetune all BERT models from the pretrained BERT-base-uncased model.4 We train all models using the Adam (Kingma and Ba, 2014) optimizer with $\beta_1 = 0.9$, $\beta_2 = 0.999$, L2 weight decay of 0.01, learning rate warmup for the first 10% of updates and linear decay afterwards. We use a dropout rate of 0.1 for all models except ESIM, which has a dropout rate of 0.5. BERT and non-BERT models are trained with a learning rate of 2e-5 and 1e-4, respectively. For MLE, we train BERT for 4 epochs and the rest for 30 epochs. When training the debiased model in DRiFt, we find that the models converge slowly thus we train BERT for 8 epochs and the rest for 80 epochs.

3 We removed the projection layers of the word embeddings as it speeds up training without hurting performance in our experiments.

4 http://gluon-nlp.mxnet.io/model_zoo/bert/index.html
4.3 In-Distribution Performance

We first evaluate the models’ in-distribution performance where they are trained and evaluated on splits from the same dataset. Results of the biased models are reported in Table 2. All exceeds the majority-class baseline by a large margin, indicating that a majority of examples can be solved by superficial cues.

Results of the debiased models are reported in Table 3. Baseline results from our implementations are comparable to prior reported performance (row “MLE”). Debiased models trained by DRiFt show some degradation on in-distribution data, especially for the less powerful DA and ESIM models. The accuracy drop is expected due to two reasons. First, DRiFt assumes distribution shift thus does not optimize performance on the training distribution \( P \). Second, the effective training data size is reduced by negative gradients on potentially biased examples; this effect is exaggerated by RM, which shows significant in-distribution degradation. Similar trade-off between in-distribution accuracy and robustness on out-of-distribution data has also been observed in adversarial training (Zhang et al., 2019b; Tsipras et al., 2019).

<table>
<thead>
<tr>
<th>Dataset</th>
<th>majority</th>
<th>HYPO</th>
<th>CBOW</th>
<th>HAND</th>
</tr>
</thead>
<tbody>
<tr>
<td>SNLI</td>
<td>34.2</td>
<td>61.8</td>
<td>81.2</td>
<td>76.7</td>
</tr>
<tr>
<td>MNLI</td>
<td>35.4</td>
<td>52.5</td>
<td>66.1</td>
<td>65.4</td>
</tr>
</tbody>
</table>

Table 2: Accuracy of biased classifiers on SNLI test set and MNLI development set. All exceeds the majority-class baseline by a large margin, signaling dataset bias.

![Figure 2: Accuracy on SNLI test set augmented with cheating features, which leak the groundtruth labels on training data but not on test data. Models trained by MLE degrade significantly when a majority of examples are cheatable, whereas debiased models trained by DRiFt maintain similar accuracies across different cheating rates.](image)

4.4 Synthetic Bias

In this section, we evaluate our model under controlled, synthetic dataset bias on SNLI. Recall our definition of dataset bias: the conditional distribution of the label \( y \) given biased features are different on training and test sets. Therefore, we inject bias into each example by adding a cheating feature that encodes its label. On training and development examples, the cheating feature encodes the ground truth label with probability \( p_{\text{cheat}} \) (the cheating rate), and a random label otherwise. On test examples, the cheating feature always encodes a random label. Thus a model relying on the cheating feature would perform poorly on the test set.

Specifically, we prepend the hypothesis with a string “\{label\} and” where \( \text{label} \in \{\text{entailment}, \text{contradiction}, \text{neutral}\} \). To simulate...
the fact that we often cannot pinpoint biased features until the model fails on some test examples, we choose HYPO as our biased classifier. That is to say, we have a rough idea that the bias might be in the hypothesis but do not know what it is exactly.

We train all three base models (DA, ESIM, and BERT) using MLE and DRiFt, respectively. Our results are shown in Figure 2. All MLE models are reasonably robust to a mild amount of bias. However, when a majority ($p_{\text{cheat}} > 0.6$) of training examples contains the bias, their accuracy decreases significantly: about 20% drop at $p_{\text{cheat}} = 0.9$ compared to the baseline accuracy when no cheating features are injected. BERT is slightly more robust than DA and ESIM, possibly due to the regularization effect of pretrained embeddings. In contrast, our debiased models (DRiFt-HYPO) maintain similar accuracies with increasing cheating rates and have a maximum accuracy drop of about 5%.

Two questions remain, though: (1) Why does the accuracy of debiased models still drop a bit at high cheating rates? (2) Why is the baseline accuracy of DRiFt lower than MLE? We answer these questions by analyzing the upper bound performance of our method below.

**Best-case scenario.** In the ideal case, we know precisely what the bias is. Consider a biased classifier that only uses the cheating feature as its input. It predicts biased examples perfectly, i.e. $p_s(y \mid b(x)) = 1$ and $p_s(k \mid b(x)) = 0 \forall k \neq y$, and predicts the rest unbiased examples uniformly at random. Based on our discussion at the end of Section 3.2, the biased examples have zero gradients and unbiased examples have the same gradients as in MLE. In this case, our method is equivalent to removing biased examples and training a classifier on the rest, i.e. RM-cheat. In Figure 2, we see that it completely dominates MLE. The accuracy of RM-cheat still drops when $p_{\text{cheat}}$ is large, because there are fewer “good” examples to learn from, not due to fitting the bias. Similarly, DRiFt-HYPO has lower overall accuracy compared to RM-cheat, because HYPO captures additional (unbiased) features that cannot be fully learned by the debiased model.

**Worst-case scenario.** In the extreme case when $p_{\text{cheat}} = 1$, all models’ predictions on the test set are random guesses. For MLE, the biased features are no longer differentiable from the generalizable ones, thus there is no reason not to use them. For DRiFt, since the biased model achieves perfect prediction on all training examples, the debiased model receives zero gradient. Therefore, when strong bias presents on all examples, we need more information to correct the bias, e.g., collecting additional data or augmenting examples.

<table>
<thead>
<tr>
<th>method</th>
<th>lexical</th>
<th>subseq</th>
<th>const</th>
</tr>
</thead>
<tbody>
<tr>
<td>HYPO</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>COBOW</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>HAND</td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>model: BERT</th>
</tr>
</thead>
<tbody>
<tr>
<td>MLE</td>
</tr>
<tr>
<td>DRiF-HYPO</td>
</tr>
<tr>
<td>DRiF-CBOW</td>
</tr>
<tr>
<td>DRiF-NYPO</td>
</tr>
<tr>
<td>RM-HYPO</td>
</tr>
<tr>
<td>RM-CBOW</td>
</tr>
<tr>
<td>RM-HAND</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>model: DA</th>
</tr>
</thead>
<tbody>
<tr>
<td>MLE</td>
</tr>
<tr>
<td>DRiF-HYPO</td>
</tr>
<tr>
<td>DRiF-CBOW</td>
</tr>
<tr>
<td>DRiF-HAND</td>
</tr>
<tr>
<td>RM-HYPO</td>
</tr>
<tr>
<td>RM-CBOW</td>
</tr>
<tr>
<td>RM-HAND</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>model: ESIM</th>
</tr>
</thead>
<tbody>
<tr>
<td>MLE</td>
</tr>
<tr>
<td>DRiF-HYPO</td>
</tr>
<tr>
<td>DRiF-CBOW</td>
</tr>
<tr>
<td>DRiF-HAND</td>
</tr>
<tr>
<td>RM-HYPO</td>
</tr>
<tr>
<td>RM-CBOW</td>
</tr>
<tr>
<td>RM-HAND</td>
</tr>
</tbody>
</table>

Table 4: F1 scores of the entailment ($E$) and non-entailment ($\neg E$) classes on HANS. All models are trained on MNLI and results are shown on three subsets targeting at different biases: lexical overlap (lexical), subsequence overlap (subseq), and constituent overlap (const). Intensity of the Blue and red highlights corresponds to absolute increase and decrease of scores with respect to MLE. DRiFt significantly improves results on challenging $\neg E$ examples without hurting performance on $E$, whereas RM improves scores on $\neg E$ at the cost of performance on $E$.

### 4.5 Word Overlap Bias

We evaluate our method on word overlap bias in NLI. McCoy et al. (2019) show that models
trained on MNLI largely rely on word overlap between the premise and the hypothesis to make entailment predictions. They created a challenge dataset (HANS) where premises may not entail high word-overlapping hypotheses. Specifically, a model biased by word overlap would fail on three types of non-entailment examples: (1) Lexical overlap, e.g., “The doctor visited the lawyer” ⇒ “The lawyer visited the doctor.”. (2) Subsequence, e.g., “The senator near the lawyer danced.” ⇒ “The lawyer danced.”. (3) Constituent, e.g., “The lawyers resigned, or the artist slept.” ⇒ “The artist slept.”.

We evaluate both biased and debiased models on the three subsets of HANS and show F1 scores for each class in Table 4. As expected, models trained by MLE almost always predict entailment (E), and thus performs poorly for the non-entailment class (¬E). DRiFt improves performance on ¬E in all cases with little degradation on E. In contrast, RM improves performance on ¬E at the cost of significant degradation on E.

Among all biased models, HAND produces the best debiasing results because it is designed to fit the word overlap bias, and indeed has zero recall on ¬E when tested on HANS. On the contrary, the improvement from HYPO is lower because it does not capture any word overlap bias. Correspondingly, its performance drop on HANS is minimal compared to its in-distribution performance. Among all debiased models, BERT has the best overall performance. We hypothesize that pretraining on large data improves model robustness in addition to the debiasing effect from DRiFt.

### 4.6 Stress Tests

In addition to the word overlap bias exploited by HANS, there are other known biases such as negation words and sentence lengths. Naik et al. (2018) conduct a detailed error analysis on MNLI and create six stress test sets (STRESS) targeting at each type of error. We focus on the word overlap and negation stress test sets, which expose dataset bias as opposed to model weakness according to Liu et al. (2019). A model biased by word overlap rate and negation words are expected to have low accuracy on the entailment class on challenge data. The complete results are shown in Appendix A.

In Table 5, we show the F1 scores of each class for all models on STRESS.\(^5\) Compared to results on HANS, STRESS sees lower overall improvement from debiasing. One reason is that STRESS decreases word overlap rate and injects negation words by appending distractor phrases, i.e. “true is true” and “false is not true”. While this introduces label shift on biased features, it also introduces covariate shift on the input. For example, although HAND contains features designed to use word overlap rate (Jaccard similarity) and negation words, it does not have big performance drop on the challenge data compared to its in-distribution performance, showing that that distractor phrases may affect the model in other ways.

While all debiased models show improvement on E, both DA and ESIM suffer from degradation on the other two classes, especially when trained by DRiFt-CBOW. We posit two reasons. First, while Cbow is insufficient to represent complete sentence meaning, it does encode a distribution of possible meanings. Thus models debiased by DRiFt-CBOW might discard useful information. Second, model capacity limits what is learned beyond a BOW representation. DA shows the most

\(^5\) Since results of RM are similar to those in Table 4, we put them in Appendix A.

<table>
<thead>
<tr>
<th>method</th>
<th>Negation</th>
<th>Overlap</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>E</td>
<td>C</td>
</tr>
<tr>
<td>HYPO</td>
<td>41.2</td>
<td>50.5</td>
</tr>
<tr>
<td>CBOW</td>
<td>20.1</td>
<td>53.9</td>
</tr>
<tr>
<td>HAND</td>
<td>37.5</td>
<td>57.3</td>
</tr>
</tbody>
</table>

Table 5: F1 scores of each class on STRESS. Intensity of the \textcolor{blue}{Blue} and \textcolor{red}{red} highlights corresponds to absolute increase and decrease of scores with respect to MLE. DRiFt improves results on E (that exhibits label shift) with some degradation on other classes for DA and ESIM.
degradation since it only uses local word interaction, thus is essentially a BOW model. In contrast, BERT has little degradation on in-distribution examples regardless of the biased classifier.

5 Related Work and Discussion

Adversarial data collection. Aside from NLI, dataset bias has been exposed on benchmarks for other NLP tasks as well, e.g., paraphrase identification (Zhang et al., 2019c,a), story close test (Schwartz et al., 2017), reading comprehension (Kaushik and Lipton, 2018), coreference resolution (Zhao et al., 2018a), and visual question answering (Agrawal et al., 2016). Most bias is resulted from artifacts in the data selection procedure and shortcuts taken by crowd workers. To systematically minimize bias during data collection, adversarial filtering methods (Sakaguchi et al., 2019; Zellers et al., 2019) have been proposed to discard examples predicted well by a simple classifier. This is similar to the RM baseline, except that we apply “filtering” at training time. In general, our debiasing methods are complementary to adversarial data collection methods.

Debiased representation. Our work is closely related to the line of work on removing bias in data representations. Bolukbasi et al. (2016); Zhao et al. (2018b) learn gender-neutral word embeddings by forcing certain dimensions to be free of gender information. Similarly, Wang et al. (2019a) construct a biased classifier and project its representation out of the model’s representation. For NLI, Belinkov et al. (2019) use adversarial learning to remove hypothesis-related bias in the sentence representations. However, for some NLP applications it may not be easy to separate biased features from useful semantic representations, thus we correct the conditional distribution of the class label given these biased features instead of removing them from the input. Concurrently, Clark et al. (2019) take the same approach and further show its effectiveness on additional tasks including reading comprehension and visual question answering.

Distribution shift. Covariate shift (Shimodaira, 2000; Ben-David et al., 2006) and label shift (Lipton et al., 2018; Zhang et al., 2013) are two well-studied settings under distribution shift, which makes different assumptions on how \( p(x, y) \) changes. However, most works in these settings assume access to unlabeled data from the target distribution. Our objective is more related to distributionally robust optimization (Duchi and Namkoong, 2018; Hu et al., 2018), which does not assume access to target data and optimizes the worst-case performance under unknown, bounded distribution shift. In contrast, we leverage prior knowledge on potential dataset bias.

Data augmentation. An effective way to tackle the challenge datasets is to train or finetune on similar examples (McCoy et al., 2019; Liu et al., 2019; Jia and Liang, 2017), which explicitly correct the training data distribution. However, constructing challenge examples often rely on handcrafted rules that target a specific type of bias, e.g., swapping male and female entities (Zhao et al., 2018a, 2019), synonym/antonym substitution (Glockner et al., 2018), and syntactic rules (McCoy et al., 2019; Ribeiro et al., 2018), and may require human verification (Zhang et al., 2019c; Jia and Liang, 2017). Data augmentation provides a way to encode our prior knowledge on the task, e.g., swapping genders does not affect coreference resolution result, and syntactic transformations may affect sentence meanings. Therefore, a related direction is to develop generic augmentation techniques with linguistic priors (Andreas, 2019; Karpukhin et al., 2019).

6 Conclusion

Across all different dataset biases, the fundamental problem is that the majority training examples are not representative of the real-world data distribution (including the challenge data), thus minimizing the average training loss no longer accurately describes our objective. In this paper, we tackle the problem by adapting the learning objective to focus on examples that cannot be easily solved by biased features. We show that our debiasing method improves model performance on challenge data given known dataset bias. However, current improvements largely rely on task-specific prior knowledge, thus an important next step is to develop more general methods that tackle different types of biases.
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Abstract

Traditional text classifiers are limited to predicting over a fixed set of labels. However, in many real-world applications the label set is frequently changing. For example, in intent classification, new intents may be added over time while others are removed.

We propose to address the problem of dynamic text classification by replacing the traditional, fixed-size output layer with a learned, semantically meaningful metric space. Here the distances between textual inputs are optimized to perform nearest-neighbor classification across overlapping label sets. Changing the label set does not involve removing parameters, but rather simply adding or removing support points in the metric space. Then the learned metric can be fine-tuned with only a few additional training examples.

We demonstrate that this simple strategy is robust to changes in the label space. Furthermore, our results show that learning a non-Euclidean metric can improve performance in the low data regime, suggesting that further work on metric spaces may benefit low-resource research.

1 Introduction

Text classification often assumes a static set of labels. While this assumption holds for tasks such as sentiment analysis and part-of-speech tagging (Pang and Lee, 2005; Kim, 2014; Brants, 2000; Collins, 2002; Toutanova et al., 2003), it is rarely true for real-world applications. Consider the example of news categorization in Figure 1 (a). A domain expert may decide that the Sports class should be separated into two distinct Soccer and Baseball sub-classes, and conversely merge the two Cars and Motorcycles classes into a single Auto category. Another example is user intent classification in task-oriented dialog systems. In Figure 1 (b) for example, an intent to redeem a reward can be removed when the option is no longer available, while a new intent to apply free shipping can be added to the system. In all of these applications, the classifier must remain applicable for dynamic classification, a task where the label set is rapidly evolving.

Several factors make the dynamic classification problem difficult. First, traditional classifiers are not suited to changes in the label space. These classifiers produce a fixed sized output which aligns each of the dimensions to an existing label. Thus, adding or removing any label requires changing the model architecture. Second, while it is possible to retain some model parameters, such as in hierarchical classification models, these architectures must still learn separate weights for every new class or sub-class (Cai and Hofmann, 2004; Kowsari et al., 2017). This is problematic because the new class labels often come with very few training examples, providing insufficient information for learning accurate model weights. Furthermore, these models do not leverage infor-
mation across similar labels, which weakens their ability to adapt to new target labels (Kowsari et al., 2017; Tschantzaris et al., 2005; Cai and Hofmann, 2004).

We propose to address these issues by learning an embedding function which maps input text into a semantically meaningful metric space. The parameterized metric space, once trained on an initial set of labeled data, can be used to perform classification in a nearest-neighbor fashion (by comparing the distance from the input text to reference texts with known label). As a result, the classifier becomes agnostic to changes in the label set. One remaining design challenge, however, is to learn a representation that best leverages the relationship between old and new labels. In particular, the label split example in Figure 1 (b) shows that new labels are often formed by partitioning an old label. This suggests that the classifier may benefit from a metric space that can better represent the structural relationships between labels. Given the hierarchical relationship between the old and new labels, we choose a space of negative curvature (hyperbolic), which has been shown to better embed tree-like structure (Nickel and Kiela, 2017; Sala et al., 2018; Gu et al., 2019).

Our two main contributions are outlined below:

1. We design an experimental framework for dynamic text classification, and propose a classification strategy based on prototypical networks, a simple but powerful metric learning technique (Snell et al., 2017).

2. We construct a novel prototypical network adapted to hyperbolic geometry. This requires deriving useful prototypes to represent a set of points on the negatively curved Riemannian manifold. We state sufficient theoretical conditions for the resulting optimization problem to converge. To the best of our knowledge, this is the first application of hyperbolic geometry to text classification beyond the word level.

We perform a thorough experimental analysis by considering the model improvements across several aspects – low-resource fine-tuning, impact of pretraining, and ability to learn new classes. We find that the metric learning approach adapts more gracefully to changes in the label distribution, and outperforms traditional, fixed size classifiers in every aspect of the analysis. Furthermore, our proposed hyperbolic prototypical network outperforms its Euclidean counterpart in the low-resource setting, when fewer than 10 examples per class are available.

2 Related Work

Prototypical Networks and Manifold Learning: This paper builds on the prototypical network architecture (Snell et al., 2017), which was originally proposed in the context of few-shot learning. In both their work and ours, the goal is to embed training data in a space such that the distance to prototype centroids of points with the same label define good decision boundaries for labeling test data with a nearest neighbor classifier. Building on earlier work in metric learning (Vinyals et al., 2016; Ravi and Larochelle, 2017), the authors show that learned prototype points also help the network classify inputs into test classes for which minimal data exists. This architecture has found success in computer vision applications such as image and video classification (Weinberger and Saul, 2009; Ustinova and Lempitsky, 2016; Luo et al., 2017). Very recently, prototypical network architectures have shown promising results on relational classification tasks (Han et al., 2018; Gao et al., 2019). To the best of our knowledge, our work is the first application of prototypical network architectures to text classification using non-Euclidean geometry.¹

Concurrent with the writing of this paper, (Khrulkov et al., 2019) applied several hyperbolic neural networks to few-shot image classification tasks. However, their prototypical network uses the Einstein midpoint rather than the Karcher mean we use in Section 3.3. In (Chen et al., 2019) the authors embed the labels and data separately, then predict hierarchical class membership using an interaction model. Our model directly links embedding distances to model predictions, and thus learns an embedded space that is more amenable to low-resource, dynamic classification tasks.

Hyperbolic geometry has been deeply explored in classical works of differential geometry (Thurston, 2002; Cannon et al., 1997; Berger, ¹Snell et al. (2017) discuss their formulation in the context of Euclidean distance, cosine distance (spherical manifold), and general Bregman divergences; however, classical Bregman divergence does not easily generalize to hyperbolic space (Section 3.3).
2003). More recently, hyperbolic space has been studied in the context of developing neural networks with hyperbolic parameters (Ganea et al., 2018b). In particular, recent work has successfully applied hyperbolic geometry to graph embeddings (Sarkar, 2011; Nickel and Kiela, 2017, 2018; Sala et al., 2018; Ganea et al., 2018a; Gu et al., 2019). In all of these prior works, the model’s parameters correspond to node vectors in hyperbolic space that require Riemannian optimization. In our case, only the model’s outputs live in hyperbolic space—not its parameters, which avoids propagating gradients in hyperbolic space and facilitates optimization. This is explained in more detail in Section 3.3.

Hierarchical or Few-shot Text Classification: Many classical models for multi-class classification incorporate a hierarchical label structure (Tschantaridis et al., 2005; Cai and Hofmann, 2004; Yen et al., 2016; Naik et al., 2013; Sinha et al., 2018). Most models proceed in a top-down manner: a separate classifier (logistic regression, SVM, etc.) is trained to predict the correct child label at each node in the label hierarchy. For instance, HDLTex (Kowsari et al., 2017) addresses large hierarchical label sets explicitly by training a stacked, hierarchical neural network architecture. Such approaches do not scale well to deep and large label hierarchies, while our method can adapt to more flexible settings, such as adding or removing labels, without adding extra parameters.

Our work also relates to text classification in a low-resource setting. While a wide range of methods improve accuracy by leveraging external data such as multi-task training (Miyato et al., 2016; Chen et al., 2018; Yu et al., 2018; Guo et al., 2018), semi-supervised pretraining (Dai and Le, 2015), and unsupervised pretraining (Peters et al., 2018; Devlin et al., 2018), our method makes use of the structure of the data via metric learning. As a result, our method can be easily combined with any of these methods to further improve model performance.

3 Model Framework

This section provides the details of each component of our framework, starting with a more detailed formulation of dynamic classification. We then provide some background on prototypical networks, before introducing our hyperbolic variant and its theoretical guarantees.

3.1 Dynamic Classification

Mathematically, we formulate dynamic classification as the following problem: given access to an old, labeled training corpus \((x_i, y_i) \in X_{old} \times Y_{old}\), we are interested in training a classifier \(h : X_{new} \mapsto Y_{new}\) with a few examples \((x_j, y_j) \in X_{new} \times Y_{new}\). Unlike few-shot learning, the old and new datasets need not be disjoint \((X_{old} \cap X_{new} \neq \emptyset, Y_{old} \cap Y_{new} \neq \emptyset)\).

We consider two different cases: 1) new labels arrive as a consequence of new input data \(X_{new} \setminus X_{old}\), and 2) during label splitting/merging, some new examples may be constructed by relabeling old examples from \(y_i \in Y_{old}\) to \(y_j \in Y_{new} \setminus Y_{old}\). This latter case is of particular interest as the classifier may be able to leverage its knowledge of old labels in learning to classify new ones.

There are many natural approaches to this problem. First, a fixed model trained on \(X_{old} \times Y_{old}\) may be applied directly to classify examples in \(X_{new} \times Y_{new}\), which we refer to as an un-tuned model. Alternately, a pretrained model may also be fine-tuned on \(X_{new} \times Y_{new}\). Finally, it is also possible to train from scratch on \(X_{new} \times Y_{new}\), disregarding the model weights trained on the old data distribution. We compare strategies in Sections 4–5.

3.2 Episodic Training

The standard prototypical network is trained using episodic training, as described in (Snell et al., 2017). We view our model as an embedding function which takes textual inputs and outputs points in the metric space. Let \(d(x, y)\) denote the distance between two points \(x\) and \(y\) in our metric space, and let \(f\) denote our embedding function. At each iteration, we form a new episode by sampling a set of target labels, as well as support and query points for each of the sampled labels. Let \(N_C, N_S\), and \(N_Q\), be the number of classes tested, the number of support points used, and the number of query points used in each episode, respectively.

For each episode, we first sample \(N_C\) classes, \(C = \{c_i | i = 1, \ldots, N_C\}\), uniformly across all training labels. We then build a set of support points \(S_i = \{s_{i,j} | j = 1, \ldots, N_S\}\) for each of the selected classes by sampling \(N_S\) training examples from each selected class. For each support
set, we compute a prototype vector $p_i^\ast$. For the standard Euclidean prototypical network, we use the mean of the embedded support set:

$$p_i^\ast = \frac{1}{N_S} \sum_{j=1}^{N_S} f(s_{i,j}) \ .$$  \hspace{1cm} (1)

To compute the loss for an episode, we further sample $N_Q$ query points $Q = \{x_{i,j} | j = 1, \ldots, N_Q\}$ which do not appear in the support set of the episode, for each selected class $c_i$. We then encode each query sequence and apply a softmax function over the negative distances from the query points to the episode’s class prototypes. This yields a probability distribution over classes, and we take the negative log probability of the true class, averaged over the query points, to get the loss for the episode.

$$\frac{-1}{N_C N_Q} \sum_{i=1}^{N_C} \sum_{j=1}^{N_Q} \log \left[ \frac{\exp(-d(f(x_{i,j}, p_i^\ast)))}{\sum_k \exp(-d(f(x_{i,j}, p_k^\ast)))} \right] ,$$

where $k$ in the denominator ranges from 1 to $N_C$. The steps of a single episode are summarized in Algorithm 1.

Once episodic training is finished, the prototype vectors for a class can be computed as the mean of the embeddings of any number of items in the class. In our experiments, we use the whole training set to compute the final class prototypes, but under lower resources, fewer support points could also be used.

### 3.3 Hyperbolic Prototypical Networks

In this section we discuss the hyperbolic prototypical network which can better model structural relationships between labels. We first review the hyperboloid model of hyperbolic space and its distance formula. Then we describe the main technical challenge of computing good prototypes in hyperbolic space. Proofs of our uniqueness and convergence will be provided in an extended version. We also describe a second, distinct method for computing prototypes which is used to initialize our main method during experiments (a detailed discussion of this point will be provided in an extended version).

Hyperbolic space can be interpreted as a continuous analogue of a tree (Cannon et al., 1997; Krioukov et al., 2010). While trees on $n$ vertices can be embedded in Euclidean space with $\log(n)$ dimensions, hyperbolic space needs only 2 dimensions. Additionally, the circumference of a hyperbolic disk grows exponentially with its radius. Therefore, hyperbolic models have room to place many prototypes equidistant from a common parent while maintaining separability from other classes. We argue that this property helps text classification with latent hierarchical structures (e.g., dynamic label splitting).

The reader is referred to Section 2.6 of (Thurston, 2002) for a detailed introduction to hyperbolic geometry, and to (Cannon et al., 1997) for a more gentle introduction. In this section we have adopted the sign convention of (Sala et al., 2018).

Hyperbolic space in $d$ dimensions is the unique, simply connected, $d$-dimensional, Riemannian manifold with constant curvature $-1$. The hyperboloid (or Lorentz) model realizes $d$-dimensional hyperbolic space as an isometric embedding inside $\mathbb{R}^{d+1}$ endowed with a signature $(1, d)$ bilinear form. Specifically, let the coordinates of any $a \in \mathbb{R}^{d+1}$ be $a = (a_0, a_1, \ldots, a_d)$. Then we can define a bilinear form on $\mathbb{R}^{d+1}$ by

$$B(x, y) = x_0 y_0 - \sum_{j=1}^{d} x_j y_j \ .$$  \hspace{1cm} (2)
which allows us to define the hyperboloid to be the set \( \{ x \in \mathbb{R}^{d+1} | B(x, x) = 1 \text{ and } x_0 > 0 \} \). We induce a Riemannian metric on the hyperboloid by restricting \( B(\cdot, \cdot) \) to the hyperboloid’s tangent space. The resulting Riemannian manifold is hyperbolic space \( \mathbb{H}^d \). For \( x, y \in \mathbb{H}^d \) the hyperbolic distance is given by

\[
d_H(x, y) = \arccosh(B(x, y)).
\]

There are several equivalent ways of defining hyperbolic space. We choose to work primarily in the hyperbolic model over other models (e.g. Poincaré disk model) for improved numerical stability. We use the \( d \)-dimensional output vector \( h \) of our network and project it on the hyperboloid embedded in \( d + 1 \) dimensions:

\[
h_0 = \sqrt{\sum_{i=1}^{d} h_i^2 + 1}, \quad \tilde{h} = [h_0; h].
\]

A key algorithmic difference between the Euclidean and the hyperbolic model is the computation of prototype vectors. There are multiple definitions that generalize the notion of a mean to general Riemannian manifolds. One sensible mean \( p_X^* \) of a set \( X \) is given by the point which minimizes the sum of squared distances to each point in \( X \).

\[
p_X^* = \arg \min_{p \in \mathbb{H}^d} \phi_X(p) = \arg \min_{p \in \mathbb{H}^d} \sum_{x \in X} d_{\mathbb{H}^d}(p, x)^2.
\]

A proof for the following proposition will be provided in an extended version. We note that concurrent with the writing of this paper, a generalized version of our result appeared in (Gu et al., 2019) as Lemma 2.

**Proposition 1.** Every finite collection of points \( X \) in \( \mathbb{H}^d \) has a unique mean \( p_X^* \). Furthermore, solving the optimization problem (5) with Riemannian gradient descent will converge to \( p_X^* \).

In an effort to derive a closed form for \( p_X^* \) (rather than solve a Riemannian optimization problem), we conjecture that the following expression is a good approximation. It is computed by averaging the vectors in \( X \) and scaling them by the constant which projects this average back to the hyperboloid:

\[
\hat{p} = \frac{1}{|X|} \sum_{x \in X} x, \quad \tilde{p} = \frac{\hat{p}}{\sqrt{B(\hat{p}, \hat{p})}}.
\]

\( p_X^* \neq \tilde{p} \) can be shown to differ through a simple counterexample, although in practice we find little difference between their values during experiments. The proof will be provided in an extended version.

### 3.4 Implementation and Stability

Our final hyperbolic prototypical model combines both definitions with the following heuristic: initialize problem (5) with \( \tilde{p} \) and then run several iterations of Riemannian gradient descent. We find that it is possible to backpropagate through a few steps of the gradient descent procedure described above during prototypical model training. However, we also find that the model can be trained successfully when detaching the gradients with respect to the support points. This suggests that prototypical models can be trained in metric spaces where the mean or its gradient cannot be computed efficiently. Further experimental details are provided in the next section.

Our prototypical network loss function uses both squared Euclidean distance and squared hyperbolic distance for similar reasons. Namely, the distance between two close points is much less numerically stable than the squared distance. In the Euclidean case, the derivative of \( \sqrt{s} \) is undefined at zero. In the hyperbolic case, the derivative of \( \arccosh(s) \) at 1 is undefined, and \( B(x, x) = 1 \) for points on the hyperboloid. If we instead use the squared hyperbolic distance, L’Hôpital’s rule implies that the derivative of \( \arccosh(h)^2 \) as \( h \to 1^+ \) is 2, allowing gradients to backpropagate through the squared hyperbolic distance without issue.

### 4 Experiments

We evaluate the performance of our framework on several text classification benchmarks, two of which exhibit a hierarchical label set. We only use the label hierarchy to simulate the label splitting discussed in Figure 1 (a). The models are not trained with explicit knowledge of the hierarchy, as we assume that the full hierarchy is not known a priori in the dynamic classification setting. A description of the datasets is provided below:

- 20 Newsgroups (NEWS): This dataset is composed of nearly 20,000 documents, distributed across 20 news categories. We use the provided label hierarchy to form the depth 3 tree used throughout our experiments. We
use 9,044 documents for training, 2,668 for validation, and 7,531 for testing.

- Web of Science (WOS): This dataset was used in two previous works on hierarchical text classification (Kowsari et al., 2017; Sinha et al., 2018). It contains 134 topics, split across 7 parent categories. It contains 46,985 documents collected from the Web of Science citation index. We use 25,182 documents for training, 6,295 for validation, and 15,503 for testing.

- Twitter Airline Sentiment (SENT): This dataset consists of public tweets from customers to American-based airlines labeled with one of 10 reasons for negative sentiment (e.g., Late Flight, Lost Luggage). We preprocess the data by keeping only the negative tweets with confidence over 60%. This dataset is non-hierarchical and composed of nearly 7,500 documents. We use 5,975 documents for training, 742 for validation, and 754 for testing.

Dynamic Setup: 
We construct training data for the task of dynamic classification as follows. First, we split our training data in half. The first half is used for pretraining and the second for fine-tuning. To simulate a change in the label space, we randomly remove \( p > 0 \) fraction of labels in the pretraining data. This procedure yields two label sets, with \( \mathcal{Y}_{\text{old}} \) (pretraining) \( \subset \mathcal{Y}_{\text{new}} \) (fine-tuning). In our experiments, we further vary the amount of data available in the fine-tuning set. For the flat dataset, the labels to be removed are sampled uniformly. In the hierarchical case, we create \( \mathcal{Y}_{\text{old}} \) by randomly collapsing leaf labels into their parent classes, as shown previously in Figure 1.

Hyperparameters and Implementation Details:
We apply the same encoder architecture throughout all experiments. We use a 4 layer recurrent neural network, with SRU cells (Lei et al., 2018) and a hidden size of 128. We use pretrained GloVe embeddings (Pennington et al., 2014), which are fixed during training. A sequence level embedding is computed by passing a sequence of word embeddings through the recurrent encoder, and taking the embedding for the last token to represent the sequence. We use the ADAM optimizer with default learning of 0.001, and train for 100 epochs for the baseline models and 10,000 episodes for the prototypical models, with early stopping. In our experiments, we use \( N_S = 4, N_Q = 64 \). We use the full label set every episode for all datasets except WOS, for which we use \( N_C = 50 \). We use a dropout rate of 0.5 on NEWS and SENT, and 0.3 for the larger WOS dataset. We tuned the learning rate and dropout for each model on a held-out validation set.

For the hyperbolic prototypical network, we follow the initialization and update procedure outlined at the end of Section 3.3 with 5 iterations of Riemannian gradient descent during training and 100 iterations during evaluation. We utilize negative squared distance in the softmax computation in order to improve numerical stability. The means are computed via (5) during both training and model inference. However, this computation is treated as a constant during backpropagation as described in Section 3.3.

Baseline: Our baseline model consists of the same recurrent encoder and an extra linear output layer which computes the final probabilities over the target classes. In order to fine-tune this multi-layer perceptron (MLP) model on a new label ontology, we reuse the encoder, and learn a new output layer. This differs from the prototypical models for which the architecture is kept unchanged.

Evaluation: We evaluate the performance of our models using accuracy with respect to the new label set \( \mathcal{Y}_{\text{new}} \). We also highlight accuracy on only the classes introduced during label addition/splitting, i.e., \( \mathcal{Y}_{\text{new}} \setminus \mathcal{Y}_{\text{old}} \). All results are averaged over 5 random label splits with \( p = 0.3 \).

Results: Table 1 shows the accuracy of the fine tuned models for all three methods. The SENT dataset shows performance in the case where completely new labels are added during fine tuning. In the NEWS and WOS datasets new labels originate from the splits of old labels.

In all cases, the prototypical models outperform the baseline MLP model significantly, especially when the data in the new label distribution is in the low-resource regime (+5–15% accuracy). We also see an increase in performance in the high data regime of up to 5%.

Table 1 further shows that the hyperbolic model outperforms its Euclidean counterpart in the low
Table 1: Test accuracy for each dataset and method. Columns indicate the number of examples per label $n_{fine}$ used in the fine tuning stage. In all cases, the prototypical models outperform the baseline. The hyperbolic model performs best in the low data regime, but both metrics perform comparably when data is abundant.

<table>
<thead>
<tr>
<th>Dataset</th>
<th>Model</th>
<th>$n_{fine} = 5$</th>
<th>$n_{fine} = 10$</th>
<th>$n_{fine} = 20$</th>
<th>$n_{fine} = 100$</th>
</tr>
</thead>
<tbody>
<tr>
<td>SENT</td>
<td>MLP</td>
<td>37.3 ± 2.9</td>
<td>43.8 ± 3.5</td>
<td>45.7 ± 3.8</td>
<td>57.4 ± 3.5</td>
</tr>
<tr>
<td></td>
<td>EUC</td>
<td>39.6 ± 6.4</td>
<td>45.5 ± 1.8</td>
<td>47.7 ± 4.7</td>
<td>62.7 ± 2.1</td>
</tr>
<tr>
<td></td>
<td>HYP</td>
<td>42.2 ± 3.5</td>
<td>47.1 ± 4.8</td>
<td>53.0 ± 2.3</td>
<td>62.7 ± 2.2</td>
</tr>
<tr>
<td>NEWS</td>
<td>MLP</td>
<td>49.2 ± 1.0</td>
<td>55.9 ± 2.5</td>
<td>68.5 ± 1.1</td>
<td>76.3 ± 0.5</td>
</tr>
<tr>
<td></td>
<td>EUC</td>
<td>56.5 ± 0.4</td>
<td>65.6 ± 1.0</td>
<td>74.2 ± 0.6</td>
<td>79.8 ± 0.2</td>
</tr>
<tr>
<td></td>
<td>HYP</td>
<td>64.8 ± 2.8</td>
<td>69.7 ± 1.0</td>
<td>72.9 ± 0.5</td>
<td>78.8 ± 0.4</td>
</tr>
<tr>
<td>WOS</td>
<td>MLP</td>
<td>36.6 ± 1.1</td>
<td>46.8 ± 1.2</td>
<td>62.8 ± 0.6</td>
<td>68.9 ± 0.5</td>
</tr>
<tr>
<td></td>
<td>EUC</td>
<td>49.4 ± 1.0</td>
<td>59.2 ± 0.4</td>
<td>70.4 ± 0.4</td>
<td>73.3 ± 0.2</td>
</tr>
<tr>
<td></td>
<td>HYP</td>
<td>54.5 ± 1.4</td>
<td>60.7 ± 0.9</td>
<td>70.2 ± 0.7</td>
<td>73.5 ± 0.5</td>
</tr>
</tbody>
</table>

5 Analysis

In this section, we examine several aspects of our experimental setup more closely, and use the SENT and NEWS datasets for this analysis.

Benefits of Pretraining We wish to isolate the effect of pretraining on an older label set by measuring the performance of our models on the new label distribution with and without pretraining. Figure 2 shows accuracy without pretraining as solid bars, with the gains due to pretraining shown as translucent bars above them. In the low-data regime without pretraining, all models often perform similarly. Nevertheless, our models do improve substantially over the baseline once pretraining is introduced.

With only a few new examples, our models better leverage knowledge gained from old pretraining data. On the NEWS dataset in particular, with only 5 fine-tune examples per class, the relative reduction in classification error for metric learning models exceeds 53% (Euclidean) and 62% (hyperbolic), while the baseline only reduces relative error by about 45%. This shows that the prototypical network, and particularly the hyperbolic model can adapt more quickly to dynamic label shifts. Furthermore, the prototypical models conserve their advantage over the baseline in the high data regime, though the margins become smaller.

Benefits of Fine-tuning An important advantage of the prototypical model is its ability to predict classes that were unseen during training with as few as a single support point for the new class. A natural question is whether fine-tuning on these new class labels immediately improves per-
formance, or whether fine-tuning should only be done once a significant amount of data has been obtained from the new distribution. We study this question by comparing the performance of tuned and un-tuned models on the new label distribution.

Table 2 compares the accuracy of two types of pretrained prototypical models provided with a variable number of new examples. The fine-tuned model uses this data for both additional training and for constructing new prototypes. The un-tuned model constructs prototypes using the pretrained model’s representations without additional training. We also construct an un-tuned MLP baseline by fitting a nearest neighbor classifier (KNN) on the encodings of the penultimate layer of the network. We experimented with fitting the KNN on the output predictions but found that using the penultimate layer was more effective.

We find that the models generally benefit from fine-tuning once a significant amount of data for the new classes is provided (> 20). In the low data regime, however, the results are less consistent, and suggests that the performance may be very dataset dependant. We note however that all metric learning models significantly outperform the MLP-KNN baseline in both the low and high data regimes. This shows that regardless of fine-tuning, our approach is more robust on previously unseen classes.

### Table 2: Test accuracy for each dataset and method.

<table>
<thead>
<tr>
<th>Model</th>
<th>5</th>
<th>10</th>
<th>20</th>
<th>100</th>
</tr>
</thead>
<tbody>
<tr>
<td>MLP (un-tuned)</td>
<td>38.2</td>
<td>46.7</td>
<td>42.4</td>
<td>46.3</td>
</tr>
<tr>
<td>EUC</td>
<td>39.6</td>
<td>45.5</td>
<td>47.7</td>
<td><strong>62.7</strong></td>
</tr>
<tr>
<td>EUC (un-tuned)</td>
<td>43.4</td>
<td>51.2</td>
<td>47.6</td>
<td>55.8</td>
</tr>
<tr>
<td>HYP</td>
<td>42.2</td>
<td>47.1</td>
<td>53.0</td>
<td><strong>62.7</strong></td>
</tr>
<tr>
<td>HYP (un-tuned)</td>
<td><strong>45.7</strong></td>
<td><strong>52.4</strong></td>
<td><strong>53.3</strong></td>
<td>53.1</td>
</tr>
</tbody>
</table>

(a) SENT

(b) NEWS

### Learning New Classes

An important factor in the dynamic classification setup is the ability for the model to not only keep performing well on the old classes, but also to smoothly adapt to new ones. We highlight the performance of the models on the newly introduced labels in Figure 3, where we see that the improvement in accuracy is dominated by the performance on the new classes.

### 6 Conclusions

We propose a framework for dynamic text classification in which the label space is considered flexible and subject to frequent changes. We apply a metric learning method, namely prototypical network, and demonstrate its robustness for this task in a variety of data regimes. Motivated by the idea that new labels often originate from label splits, we extend prototypical networks to hyperbolic geometry, derive expressions for hyperbolic prototypes, and demonstrate the effectiveness of our model in the low-resource setting. Our experimental findings suggest that metric learning improves dynamic text classification models, and offer insights on how to combine low-resource training data from overlapping label sets. In the future we hope to explore other applications of metric learning to low-resource research, possibly in combination with explicit models for label entailment (tree learning, fuzzy sets), and/or Wasserstein distance.
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Abstract

The Lottery Ticket Hypothesis (Frankle and Carbin, 2019) suggests large, over-parameterized neural networks consist of small, sparse subnetworks that can be trained in isolation to reach a similar (or better) test accuracy. However, the initialization and generalizability of the obtained sparse subnetworks have been recently called into question. Our work focuses on evaluating the initialization of sparse subnetworks under distributional shifts. Specifically, we investigate the extent to which a sparse subnetwork obtained in a source domain can be re-trained in isolation in a dissimilar, target domain. In addition, we examine the effects of different initialization strategies at transfer-time. Our experiments show that sparse subnetworks obtained through lottery ticket training do not simply overfit to particular domains, but rather reflect an inductive bias of deep neural networks that can be exploited in multiple domains.

1 Introduction

Recent research has suggested deep neural networks are dramatically over-parametrized. In natural language processing alone, most state-of-the-art neural networks have computational and memory complexities that scale with the size of the vocabulary. Practitioners have developed numerous methods to reduce the complexity of these models—either before, during, or after training—while retaining existing performance. Some of these methods include quantization (Gong et al., 2014; Hubara et al., 2017), and different flavors of pruning (Zhu and Gupta, 2017; Liu et al., 2018b; Frankle and Carbin, 2019; Gale et al., 2019).

In particular, the Lottery Ticket Hypothesis (Frankle and Carbin, 2019) proposes that small, sparse subnetworks are embedded within large, over-parametrized neural networks. When trained in isolation, these subnetworks can achieve commensurate performance using the same initialization as the original model. The lottery ticket training procedure is formalized as an iterative three-stage approach: (1) train an over-parametrized model with initial parameters \( \theta_0 \); (2) prune the trained model by applying a mask \( m \in \{0, 1\}^{|\theta|} \) identified by a sparsification algorithm; (3) reinitialize the sparse subnetwork by resetting its non-zero weights to the initial values \( (m \odot \theta_0) \) and retrain it. These three stages are repeated for multiple rounds. If the final subnetwork achieves similar (or better) test performance in comparison to the original network, a winning lottery ticket has been identified.

Evidence of the existence of winning tickets has been empirically shown on a range of tasks, including computer vision, reinforcement learning, and natural language processing (Frankle and Carbin, 2019; Yu et al., 2019). However, the merits of lottery ticket training has recently been called into question. In particular, (1) whether keeping the same initialization (e.g., \( \theta_0 \)) is crucial for acquiring tickets (Liu et al., 2018b); and (2) if tickets can generalize across multiple datasets (Morcos et al., 2019).

Our paper investigates the efficacy of lottery tickets when the data distribution changes. We define multiple data domains such that their input distributions are varied. Then, we consider whether subnetworks obtained in a source domain \( D_s \) can be used to specify and train subnetworks in a target domain \( D_t \) where \( s \neq t \). Inspired by Liu et al. (2018b), we also experiment with different initialization methods at transfer-time, probing at the importance of initial (source domain) values in disparate target domains. We find that subnetworks obtained through lottery ticket training do not completely overfit to particular input dis-
tributions, showing some generalization potential when distributional shifts occur. In addition, we discover a phase transition point, at which subnetworks reset to their initial values show better and more stable generalization performance when transferred to an arbitrary target domain.

In summary, our contributions are (1) continuing the line of work on the Lottery Ticket Hypothesis (Frankle and Carbin, 2019), showing that tickets exist in noisy textual domains; (2) performing comprehensive experiments pointing towards the transferability of lottery tickets under distributional shifts in natural language processing; and (3) publicly releasing our code and datasets to promote further discussion on these topics.

2 Related Work

There is a large body of work on transfer learning for neural networks (Deng et al., 2013; Yosinski et al., 2014; Liu et al., 2017; Zoph et al., 2018; Kornblith et al., 2019). Most of these works focus on improving the transferred representation across tasks and datasets. The representation from a source dataset is fine-tuned or learned collaboratively on a target dataset. In contrast, we focus on understanding whether the architecture can be transferred and retrained, and whether transferring the initialization is required. Our work is also related to Neural Architecture Search (NAS) (Zoph et al., 2018; Liu et al., 2018a; Elsken et al., 2018). The goal of NAS is to identify well-performing neural networks automatically. Network pruning can be viewed as a form of NAS, where the search space is the sparse topologies within the original over-parameterized network (Liu et al., 2018b; Gale et al., 2019; Frankle and Carbin, 2019).

Iterative magnitude pruning (Frankle and Carbin, 2019; Frankle et al., 2019) is a recently proposed method for finding small, sparse subnetworks from large, over-parameterized neural networks that can be trained in isolation to reach a similar (or better) test accuracy. To obtain these re-trainable sparse subnetworks, Frankle and Carbin (2019) uses an iterative pipeline that involves training a model, removing “redundant” network connections identified by a sparsification algorithm, re-training the subnetwork with the remaining connections. In particular, the experiments in Frankle and Carbin (2019) show it is critical to re-initialize the subnetworks using the same initial values after each round of the iterative pipeline.

However, the importance of re-using the original initialization is questioned in Liu et al. (2018b), where the authors show that competitive performance of the sparse subnetworks can be achieved with random initialization as well. Morcos et al. (2019) investigate the transferability of lottery tickets across multiple optimizers and datasets for supervised image classification, showing that tickets can indeed generalize (Morcos et al., 2019). Beyond the differences between our domain, task, and datasets, our work carries an important distinction. In Morcos et al. (2019), the authors refer to the transfer of initialization as both the transfer of the sparse topologies and the transfer of the initial values of the subnetworks. Therefore, it is unclear whether the sparse topology alone can be transferred across datasets or the topology combined with the initial values must be exploited jointly to achieve transferability. In our work, we decouple this question by investigating the influence of different initialization strategies on the sparse architecture during the process of finding the winning tickets and after the transfer to other domains.

3 Task and Datasets

Distributional Shifts Let \((x_i^s, y_i^s) \in \mathcal{X} \times \mathcal{Y}\) denote a pair of training samples from domain \(D_s\). Let \(f(x; \theta)\) be a function (e.g., deep neural network) that maps an input from \(\mathcal{X}\) to the label space \(\mathcal{Y}\), parameterized by \(\theta\). In this work, the sparsity of \(\theta\) is induced by the lottery ticket training process (Frankle and Carbin, 2019). To model distributional shifts, we characterize each domain \(D_t\) as a dataset from the Amazon Reviews corpus (McAuley and Leskovec, 2013). The differences in unigram frequencies, semantic content, and random noise mimic the type of distributional shifts that occur in machine learning.

Subword Vocabulary We ensure each domain \(D\) shares an identical support on \(\mathcal{X}\) by encoding the inputs using a vocabulary common across all datasets. Word-level vocabularies may introduce problems during domain transfer as certain words potentially only appear within a particular domain. On the other end of the spectrum, character-level vocabularies ameliorate this issue but may not contain enough expressive power to model the data. We elect to use a subword vo-

---

1https://github.com/facebookresearch/pytext
Figure 1: Jenson-Shannon Divergence scores on subword unigram distributions for each domain pair \((D_i, D'_i)\). Domains include Books (B), Electronics (E), Movies (M), CDs (C), and Home (H). Values are scaled by \(10^5\) for presentation.

cabulary, balancing the out-of-vocabulary and effectiveness problems introduced by the word- and character-level vocabularies, respectively. Technical details for creating the shared subword vocabulary are presented in §4.1.

**Divergence Scores** Given an identical support for all data distributions, we now quantify the distributional shifts between our domains using Jenson-Shannon Divergence (JSD). JSD is a symmetric measure of similarity between two (continuous) probability distributions \(p\) and \(q\) with a proxy, averaged distribution \(m = \frac{1}{2}(p + q)\):

\[
\text{JSD}(p||q) = \frac{1}{2} \text{KL}(p||m) + \frac{1}{2} \text{KL}(q||m) \tag{1}
\]

where \(\text{KL}(p||q)\) in Eq. 1 denotes the Kullback-Leibler divergence, defined as:

\[
\text{KL}(p||q) = \int_{-\infty}^{\infty} p(x) \log \frac{p(x)}{q(x)} \, dx \tag{2}
\]

Figure 1 displays the divergence scores between our datasets. On average, there is high disagreement with respect to the prevalence and usage of subwords in each domain, with Electronics→Home the most similar and CDs→Home the most dissimilar.

**Sentiment Analysis** Finally, we introduce our base task for experimentation. Our models are evaluated on a binary sentiment analysis task constructed from five categories in the Amazon Reviews corpus: books (B), electronics (E), movies (M), CDs (C), and home (H). The dataset originally provides fine-grained sentiment labels (1 through 5) so we group 1, 2 as negative and 4, 5 as positive. Following Peng et al. (2018), reviews with neutral ratings (3) are discarded. We sample 20k train, 10k validation, and 10k test samples from each category, ensuring there is an equal distribution of positive and negative reviews.

## 4 Methods

In this section, we discuss our technical methods. First, we describe the subword vocabulary creation process (§4.1). Second, we cover the underlying model used in the sentiment analysis task (§4.2). Third, we detail the lottery ticket training and transferring methods (§4.3).

### 4.1 Vocabulary

We use the SentencePiece\(^2\) library to create a joint subword vocabulary for our datasets (Kudo and Richardson, 2018). The subword model is trained on the concatenation of all five training datasets (100k sentences) using the byte-pair encoding algorithm (Sennrich et al., 2016). We set the vocabulary size to 8k. The final character coverage is 0.9995, ensuring minimal out-of-vocabulary problems during domain transfer.

### 4.2 Model

We use convolutional networks (CNN) as the underlying model given their strong performance on numerous text classification tasks (Kim, 2014; Mou et al., 2016; Gehring et al., 2017). Let \(V\) and \(n\) represent the vocabulary of the corpus and maximum sequence length, respectively. Sentences are encoded as an integer sequence \(t_1, \ldots, t_n\) where \(t_i \in V\). The embedding layer replaces each token \(t_i\) with a vector \(t_i \in \mathbb{R}^d\) that serves as the corresponding \(d\)-dimensional embedding. The vectors \(t_1, \ldots, t_n\) are concatenated row-wise to form a token embedding matrix \(T \in \mathbb{R}^{n \times d}\).

Our model ingests the embedding matrix \(T\), then performs a series of convolutions to extract salient features from the input. We define a convolutional filter \(W \in \mathbb{R}^{h \times d}\) where \(h\) represents the height of the filter. The filter is not striked, padded, or dilated, Let \(T[i : j] \in \mathbb{R}^{h \times d}\) represent a sub-matrix of \(T\) extracted from rows \(i\) through \(j\), inclusive. The feature map \(c \in \mathbb{R}^{n-h+1}\) is induced by applying the filter to each possible window of \(h\) words, i.e.,

\[
c_i = f \left( \langle T[i : i+h], W \rangle_{\text{fro}} + b \right) \tag{3}
\]

\(^2\)https://github.com/google/sentencepiece
for $1 \leq i \leq n - h + 1$, where $b \in \mathbb{R}$ is a bias term, $f$ is a non-linear function, and the Frobenius inner product is denoted by $\langle A, B \rangle_{\text{fro}} = \sum_{i=1}^{h} \sum_{j=1}^{d} A_{ij} B_{ij}$. 1-max pooling (Collobert et al., 2011) is applied on $c$, defined as $\hat{c} = \max(c)$. This is performed to propagate the maximum signal throughout the network and reduce the dimensionality of the input.

The process described above creates one feature from one convolution with window $h$ followed by a pooling operation. To extract multiple features, the model uses several convolutions with varying $h$ to obtain features from different sized $n$-grams in the sequence. The convolutional (and pooled) outputs are concatenated along the channel dimension, then fed into a one-layer MLP to obtain a distribution over the $c$ classes.

### 4.3 Lottery Tickets

#### 4.3.1 Initialization

The embedding matrix is initialized from a unit Gaussian, $\mathbf{T} \sim \mathcal{N}(0, 1)$. The convolutional and MLP layers use He initialization (He et al., 2015), whose bound is defined as

$$b = \sqrt{\frac{6}{(1 + a^2) \times \text{fan.in}}} \quad (4)$$

where $a$ and $\text{fan.in}$ are parameters calculated for each weight. The resulting weights have values uniformly sampled from $\mathcal{U}(-b, b)$.

#### 4.3.2 Training

We use iterative pruning with alternating cycles of training and pruning to obtain the tickets (Han et al., 2015; Frankle and Carbin, 2019). For clarity, we define a round as training a network for a fixed number of epochs. We begin with a seed round $r_0$ where the model does not undergo any pruning, then begin to procure tickets in a series of lottery ticket training rounds.

In each successive round $r_{i>0}$, a fraction $p$ of the weights that survived round $r_{i-1}$ are pruned (according to a sparsification algorithm, discussed below) to obtain a smaller, sparser subnetwork; this is denoted by $f(x; m_i \odot \theta_i)$ where $m_i$ and $\theta_i$ represent the sparse mask and weights at round $r_i$. The weights $\theta_i$ of this subnetwork are set according to an initialization strategy and the subnetwork is re-trained to convergence. We refer to the sparsity as the fraction of weights in the network that are exactly zero. In each round, we prune $p\%$ of the weights in the model. Therefore, the resulting ticket has sparsity $1 - (1 - p\%)^{r_{\text{total}}}$, where $r_{\text{total}}$ is the total number of lottery ticket training rounds.

Next, we discuss the sparsification algorithm used to prune weights in each round $r_i$. Let $p_i$ denote the vectorized collection of trainable parameters in layer $i \geq 0$, with the embedding layer as layer 0. After re-training the (sub-)networks in each round, we apply the $l_0$ projection on the parameters in each layer, i.e.

$$\argmin_p ||p - p_i||_2^2$$

subject to $\text{card}(p) \leq k_i$, where $\text{card}(p)$ denotes the number of non-zeros in $p$. The optimization problem in Eq. 5 can be solved analytically by sorting the elements of $p_i$ with respect to their absolute values and picking the top $k_i$ elements with the largest magnitude (Jain et al., 2017; Zhu and Gupta, 2017). We use the sparsity hyperparameter $p$ introduced above to decide $k_i$ for each layer. Let $\text{len}(p_i)$ denote the total number of trainable parameters in layer $i$. We set $k_i = p\% \times \text{len}(p_i)$ for each layer. In accordance with our training procedure, once a weight is pruned, it is no longer a trainable parameter; hence, $\text{len}(p_i)$ is strictly decreasing after each round.

#### 4.3.3 Transferring

The lottery ticket training procedure outlined in §4.3.2 yields a batch of subnetworks $f(x^*; m_1 \odot f(x; m_2 \odot f(x; m_3 \odot f(x; m_4 \odot f(x^*))))$.
Figure 3: Results obtaining lottery tickets on the Books, Movies, Electronics, CDs, and Home categories of the Amazon Reviews dataset (McAuley and Leskovec, 2013). Experiments are repeated five times, where the solid lines represent the mean and shaded regions represent the standard deviation. Note that the x-axis ticks are not uniformly spaced.

\[
\theta, \ldots, f(x^s; m_n \odot \theta) \text{ where } x^s \text{ represents the inputs from a source domain } D_s \text{ and } m_i \text{ represents the sparse mask used to prune weights at round } r_i. \text{ During transfer, we construct a new batch of subnetworks } f(x^t; m_1 \odot \theta'), \ldots, f(x^t; m_n \odot \theta') \text{ to be evaluated on inputs from a (non-identical) target domain } D_t \text{ with masks derived from the source domain. The change in parameter notation } (\theta \rightarrow \theta') \text{ implies that the subnetworks evaluated in a disparate domain can potentially use a different transfer initialization strategy. We clarify this process in Figure 2. In contrast, Morcos et al. (2019) transfers the entire ticket (sparse masks and initial values) to the target domain. Finally, using the new batch of subnetworks, we evaluate each subnetwork } f(x^t; m_i \odot \theta') \text{ in the target domain for } r_{\text{total}} \text{ rounds. Unlike the canonical ticket training rounds, we do not (additionally) sparsify the subnetworks during transfer. All in all, our transfer task is designed to answer the following question: can the sparse masks found in a source domain using lottery ticket training (§4.3) be transferred to a target domain with different initialization strategies to match the performance of a ticket obtained in a same target domain?} \]

5 Experiments

5.1 Settings

Our CNN uses three filters \((h \in [3, 4, 5])\), each with 127 channels, and ReLU activation (Nair and Hinton, 2010). We fix the maximum sequence length to 500 subwords. The embeddings are 417-dimensional and trained alongside the model. We opt not to use pre-trained embeddings to ensure the generalizability of our results. Additionally, we regularize the embeddings with dropout (Srivastava et al., 2014), \(p = 0.285\). The MLP contains one hidden layer with a dimension of 117. Hyperparameters were discovered using Bayesian hyperparameter optimization (Snoek et al., 2012) on the Books validation set. The models are trained with a batch size of 32 for a maximum of 15 epochs. Early stopping is used to save iterative model versions that perform well on a development set. We use the Adam optimizer (Kingma and Ba, 2014) with a learning rate of \(1e^{-3}\) and \(\ell_2\) regularization with a weight of \(1e^{-5}\).

5.2 Obtaining Tickets

First, we use the lottery ticket training procedure outlined in §4.3.2 to obtain tickets for our five datasets with \(p = 35\%\) and \(r_{\text{total}} = 20\). We compare the test performance of the subnetworks using the following baselines:
Figure 4: Results transferring lottery tickets on nine transfer tasks constructed from the five categories of the Amazon Reviews dataset (McAuley and Leskovec, 2013). Experiments are repeated five times, where the solid lines represent the mean and shaded regions represent the standard deviation. Note that the x-axis ticks are not uniformly spaced.

- **Full-Model**: This baseline evaluates the performance of the original network without any pruning. In other words, we train a model for a seed round $r_0$, then record its performance.

- **Ticket-Reset**: The values of the subnetwork are reset to their original values before training. This initialization strategy was used in the earliest formation of the Lottery Ticket Hypothesis (Frankle and Carbin, 2019).

- **Ticket-Random**: The values of the subnetwork are reset to random values drawn from the initialization distribution(s) of the original network. We sample weights from the distributions outlined in §4.3.1 to initialize the subnetworks.

The results are shown in Figure 3. For all datasets, Ticket-Reset shows the best performance, notably outperforming Full-Model in early stages of sparsification (0-90%) for the Books, Electronics, and Home datasets. This demonstrates that deep neural networks—especially those for sentiment analysis—are highly over-parameterized, and the sparsity induced by lottery ticket training can help to increase performance. This observation is consistent with Louizos et al. (2018), which also showed sparse networks fashion a regularization effect that results in better generalization performance. In addition, we observe that Ticket-Reset and Ticket-Random have similar test performance until about 96% sparsity. This casts some doubt around whether the initial values truly matter for sparse models as the randomly sampled values seem to fit sparse masks well.

However, a phase transition occurs in the high sparsity regime, where the differences between Ticket-Reset and Ticket-Random are significantly enlarged. The performance of Ticket-
RANDOM becomes highly unstable and drops off much faster than TICKET-Rest after 96% sparsity. In contrast, TICKET-Rest remains relatively stable—even with sparsity levels over 99.9%—pointing towards the enigmatic importance of original values in extreme levels of sparsity.

5.3 Transferring Tickets

Next, we use the lottery ticket transferring procedure outlined in §4.3 to transfer (obtained) subnetworks from a source domain to a non-identical target domain. Identical to the previous experiment, we use \( r_{\text{total}} = 20 \). We compare the test performance of the transferred subnetworks using the following baselines:

- **TICKET-TARGET**: This baseline is comprised of the subnetworks obtained in the target domain using lottery ticket training. We borrow the values for this baseline (without modification) from the TICKET-Rest subnetworks shown in Figure 3, albeit from the domain of interest.

- **MASKS-Rest**: Under this initialization strategy, the masks obtained in the source domain is used on the target domain and the subnetwork is trained from the same initial values as in the source domain.

- **MASKS-RANDOM**: Under this initialization strategy, only the masks are used from the subnetwork obtained in the source domain. The parameters are randomly initialized from the distributions outlined in §4.3.1 before training on the target domain.

The results are shown in Figure 4. Both MASKS-Rest and MASKS-RANDOM show signs of generalization in the early stages of sparsification. Most notably, subnetworks obtained in the CDs domain are extremely robust; both the MASKS-Rest and MASKS-RANDOM results show stronger performance than TICKET-TARGET, even in sparsity levels over 99%. This is relatively surprising as the FULL-MODEL in §5.2 achieved the worst performance in the CDs domain. Further inspection of representations learned in this domain will be required to understand its strong ticket performance, which may or may not be a coincidence.

We see a 3-5% dropoff in performance (up to 90% sparsity) from tickets identified from the Books and Electronics tasks after transferring. These results together imply that tickets are not completely immune to distributional shifts, although the degradation in test accuracy is not substantial until reaching high sparsity. Nevertheless, we notice the accuracies of MASKS-Rest and MASKS-RANDOM stay relatively stable from 0-90% sparsity; they only begin to steadily decline after this point.

Finally, we compare the performance of MASKS-Rest and MASKS-RANDOM. In the Books tasks, MASKS-RANDOM performs better overall in comparison to MASKS-Rest. Its performance is slightly worse in the Electronics and CDs tasks, although it is relatively comparable to MASKS-Rest up to 96%. Similar to the results in §5.2, we notice a phase transition point where the initial values (e.g., MASKS-Rest) play a much bigger role in maintaining stability and performance in the deeper stages of sparsification.

6 Discussion

In this section, we briefly recap our findings, highlighting key points observed through our ticket procuring and transfer experiments. For each section, we also touch on areas for future work.

Evidence of transferability of winning tickets in natural language processing. Our experiments show that “winning tickets” can indeed be identified in a sentiment task formulated from noisy, user-generated datasets. Moreover, the “winning tickets”, up to extreme level of sparsity (e.g., 90%), can be transferred across domains without much loss in accuracy. The fact that tickets can be obtained in noisy environments shows its prominence across multiple data sources. However, our work only considers a binary sentiment analysis task. Future work can explore other tasks such as multi-class text classification, language modeling, and machine translation.

Randomly initialized tickets are strong baselines. Consistent with the observations in Liu et al. (2018b), initializing tickets to their original values before training is not necessarily required for strong performance. In our experiments, we show that in high sparsity conditions (up to 90%), there is no noticeable difference between the performance of the originally and randomly initialized subnetworks. Although the sparse masks build on top of each other from round \( r_i \) to \( r_{i+1} \),
randomly initialized subnetworks are still able to settle in a local minima with comparable performance to that of the originally initialized subnetworks. However, our work fixes the optimizer and learning rate across experiments. It may be possible that randomly initialized subnetworks using varying optimization reach better minima.

A phase transition point largely influences ticket performance. As alluded to above, there is almost no difference in performance when considering originally and randomly initialized subnetworks. However, our experiments point towards a crucial turning point—the phase transition—in which the initialization begins to matter. In particular, especially in extreme levels of sparsity (e.g., 99.99%) originally initialized networks exhibit less variance than randomly initialized tickets in test accuracy. However, the specific sparsity at which the phase transition happens is dataset-dependent. Understanding why this occurs and its relation with other models, datasets, and optimization algorithms can further unveil and explain the phenomena behind lottery tickets.

7 Applications in Federated Learning

Federated learning is a scenario where a centralized model is trained over decentralized data, distributed across millions (if not billions) of clients (e.g., electronic devices) (Konen et al., 2016; Bonawitz et al., 2019). Crucially, the clients are not allowed to exchange data with the central server or each other. Instead, each client can fine-tune a model for a couple of iterations on their own data, then send their (encrypted) parameters or gradients to a server for aggregation. This “collaborative learning” setup effectively maintains a level of user privacy by ensuring the data always stays on-device. However, this poses several challenges for optimization; as the centralized server does not have access to the data distribution of each client, any neural architecture selection has to be done on either (a) a different data source the server has access to or (b) on each individual client. Since (b) is generally quite expensive, the server usually maintains some seed data, as alluded to in (a).

With the transferability of lottery tickets, the server can procure lottery tickets on server-accessible data, then retrain the tickets on client data under the federated learning framework. While there may be a large performance drop when transferring extremely sparse networks, our results show that clients can still re-train moderately sparse networks with commensurate performance. We believe that this “sparsify and transfer” procedure has two immediate benefits: (1) past work—including the original incarnation of the lottery ticket hypothesis—has shown that sparse networks can be, under certain conditions, easier to optimize (Frankle and Carbin, 2019; Morcos et al., 2019; Gale et al., 2019); and (2) sparser subnetworks have significantly less capacity than their large, over-parameterized counterparts, which can alleviate client-server communication costs (e.g., model uploading and downloading) (Konen et al., 2016; Sattler et al., 2019).

8 Conclusion

The Lottery Ticket Hypothesis (Frankle and Carbin, 2019) posits that large, over-parameterized networks contain small, sparse subnetworks that can be re-trained in isolation with commensurate test performance. In this paper, we examine whether these tickets are robust against distributional shifts. In particular, we set up domain transfer tasks with the Amazon Reviews dataset (McAuley and Leskovec, 2013) to obtain tickets in a source domain and transfer them in a disparate target domain. Moreover, we experiment with the transfer initialization of the networks, determining if resetting to initial values (obtained in the source domain) are required for strong performance in the target domain. Our experiments show that tickets (under several initialization strategies) can be transferred across different text domains without much loss up to a very high level of sparsity.

In addition, there is a lot of debate on whether initial value resetting is critical to achieve commensurate test performance. While Frankle and Carbin (2019); Frankle et al. (2019) present evidence supporting the importance of resetting, Gale et al. (2019); Liu et al. (2018b) show that sparse retrainable subnetworks can be found independent of resetting. Our experiments show that this is not a yes or no question. Specifically, we show there is a phase transition related to sparsity. Resetting is not critical before extreme levels of sparsity (i.e., below 99%), but the effect of resetting is magnified in high sparsity regimes. Finally, we demonstrate the practical applications of our results in federated learning.
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Abstract

Cross-lingual dependency parsing involves transferring syntactic knowledge from one language to another. It is a crucial component for inducing dependency parsers in low-resource scenarios where no training data for a language exists. Using Faroese as the target language, we compare two approaches using annotation projection: first, projecting from multiple monolingual source models; second, projecting from a single polyglot model which is trained on the combination of all source languages. Furthermore, we reproduce multi-source projection (Tyers et al., 2018), in which dependency trees of multiple sources are combined. Finally, we apply multi-treebank modelling to the projected treebanks, in addition to or alternatively to polyglot modelling on the source side. We find that polyglot training on the source languages produces an overall trend of better results on the target language but the single best result for the target language is obtained by projecting from monolingual source parsing models and then training multi-treebank POS tagging and parsing models on the target side.

1 Introduction

Cross-lingual transfer methods, i.e. methods that transfer knowledge from one or more source languages to a target language, have led to substantial improvements for low-resource dependency parsing (Rosa and Mareček, 2018; Agić et al., 2016; Guo et al., 2015; Lynn et al., 2014; McDonald et al., 2011; Hwa et al., 2005) and part-of-speech (POS) tagging (Plank and Agić, 2018). In low-resource scenarios, there may be not enough data for data-driven models to learn how to parse. In cases where no annotated data is available, knowledge is often transferred from annotated data in other languages and when there is only a small amount of annotated data, additional knowledge can be induced from external corpora such as by learning distributed word representations (Mikolov et al., 2013; Al-Rfou’ et al., 2013) and more recent contextualized variants (Peters et al., 2018; Devlin et al., 2019).

This work focuses on dependency parsing for low-resource languages by means of annotation projection (Yarowsky et al., 2001) and synthetic treebank creation (Tiedemann and Agić, 2016). We build on recent work by Tyers et al. (2018) who show that in the absence of annotated training data for the target language, a lexicalized treebank can be created by translating a target language corpus into a number of related source languages and parsing the translations using models trained on the source language treebanks.¹ These annotations are then projected to the target language using separate word alignments for each source language, combined into a single graph for each sentence and decoded (Sagae and Lavie, 2006), resulting in a treebank for the target language, Faroese in the case of Tyers et al.’s and our experiments.

Inspired by recent literature involving multilingual learning (Mulcaire et al., 2019; Smith et al., 2018; Vilares et al., 2016), we investigate whether additional improvements can be made by:

1. using a single polyglot² parsing model which is trained on the combination of all source languages to create synthetic source treebanks (which are subsequently projected to the target language)

¹In this paper, source language and target language always refer to the projection, not the direction of translation.
²We adopt the same terminology used in Mulcaire et al. (2019), who use the term cross-lingual transfer to describe methods involving the use of one or more source languages to process a target language. They reserve the term polyglot learning for training a single model on multiple languages and where parameters are shared between languages. For the polyglot learning technique applied to multiple treebanks of a single language, we use the term multi-treebank learning.
2. training a multi-treebank model on the individually projected treebanks and the treebank produced with multi-source projections.

The former differs from the approach of Tyers et al. (2018), who use multiple discrete, monolingual models to parse the translated sentences, whereas in this work we use a single model trained on multiple source treebanks. The latter differs from training on the target treebank produced by multi-source projection in that the information of the individual projections is still available and training data is not reduced to cases where all source languages provide a projection.

In other words, we aim to investigate whether the current state-of-the-art approach for Faroese, which relies on cross-lingual transfer, can be improved upon by adopting an approach based on source-side polyglot learning and/or target-side multi-treebank learning. We hypothesize that a polyglot model can exploit similarities in morphology and syntax across the included source languages, which will result in a better model to provide annotations for projection. On the target side, we expect that combining different sources of information will result in a more robust target model.

We evaluated our various models on the Faroese test set and experienced considerable gains for three of the four source languages (Danish, Norwegian Bokmål and Swedish) by adopting a polyglot model. However, for Norwegian Nynorsk, a stronger monolingual model was able to outperform the polyglot approach. When we extended multi-treebank learning to the target side, we experienced additional gains for all cases. Our best result of 71.5 – an absolute improvement of 7.2 points over the result reported by Tyers et al. (2018) – was achieved with multi-treebank target learning over the monolingual projections.

2 Background

Tyers et al. (2018) describe a method for creating synthetic treebanks for Faroese based on previous work which uses machine translation and word alignments to transfer trees from source language(s) to the target language. Sentences from Faroese are translated into the four source languages (Danish, Swedish, Norwegian Nynorsk and Norwegian Bokmål). The translated sentences are then tokenized, POS tagged and parsed using the relevant source language model trained on the source language treebank. The resulting trees are projected back to the Faroese sentences using word alignments. The four trees for each sentence are combined into a graph with edge scores one to four (the number of trees that support them), from which a single tree per sentence is produced using the Chu-Liu-Edmonds algorithm (Chu and Liu, 1965; Edmonds, 1967). The resulting trees make up a synthetic treebank for Faroese which is then used to train a Faroese parsing model. The parser output is evaluated using the gold-standard Faroese test treebank developed by Tyers et al. (2018). The approach is compared to a delexicalized baseline, which it outperforms by a large margin. It is also shown that, for Faroese, a combination of the four source languages (multi-source projection) is superior to individual language projection.

The idea of annotation projection using word-alignments originates from (Yarowsky et al., 2001) who used word alignments to transfer information such as POS tags from source to target languages. This method was later used in dependency parsing by Hwa et al. (2005), who project dependencies to a target language and use a set of heuristics to form dependency trees in the target language. A parser is then trained on the projected treebank and evaluated against gold-standard treebanks. Zeman and Resnik (2008) introduced the idea of delexicalized dependency parsing whereby a parser is trained using only POS information and is then applied to a target language.

McDonald et al. (2011) perform delexicalized dependency parsing using direct transfer and show that this approach outperforms unsupervised approaches for grammar induction. Importantly, this approach can be extended to the multi-source case by training on multiple source languages and predicting a target language. In an additional experiment, they combine annotation projection and multi-source transfer.

Tiedemann and Agić (2016) present a thorough comparison of pre-neural cross-lingual parsing. Various forms of projected annotation methods are compared to delexicalized baselines, and the use of machine translation instead of parallel corpora to produce synthetic treebanks in the target language is explored. In contrast to Tyers et al. (2018), they translate a target sentence and project the source parse tree back to the target during test time instead of using this approach to obtain training data for the target language.
Agić et al. (2016) leverage massively multilingual parallel corpora such as translations of the Bible and web-scraped data from the Watchtower Online Library website\footnote{\url{https://wol.jw.org/}} for low-resource POS tagging and dependency parsing using annotation projection. They project weight matrices (as opposed to decoded dependency arcs) from multiple source languages and average the matrices weighted by word alignment confidences. They then decode the weight matrices into dependency trees on the target side, which are then used to train a parser. This approach utilizes dense information from multiple source languages, which helps reduce noise from source side predictions but to the best of our knowledge, the source-side parsing models learn information between source languages independently and the cross-lingual interaction only occurs when projecting the edge scores into multi-source weight matrices.

The idea of projecting dense information in the form of a weighted graph has been further extended by Schlichtkrull and Søgaard (2017) who bypass the need to train the target parser on decoded trees and develop a parser which can be trained directly on weighted graphs.\footnote{\url{https://github.com/attardi/wikiextractor}}

Plank and Agić (2018) use annotation projection for POS tagging. They find that choosing high quality training instances results in superior accuracy than randomly sampling a larger training set. To this end, they rank the target sentences by the percentage of words covered by word alignments across all source languages and choose the top $k$ covered sentences for training.\footnote{\url{https://github.com/ftyers/}}

Meechan-Maddon and Nivre (2019) carry out an evaluation on cross-lingual parsing for three low-resource languages which are supported by related languages. They include three experiments: first, training a monolingual model on a small number of sentences in the target language; second, training a cross-lingual model on related source languages which is then applied to the target data and lastly, training a multilingual model which includes target data as well as data from the related support languages. They found that training a monolingual model on the target data was always superior to training a cross-lingual model. Interestingly, they found that the best results were achieved by training a model on the various support languages as well as the target data, i.e., their multilingual model. While we do not combine the synthetic target treebanks with the source treebanks in our experiments, the results of Meechan-Maddon and Nivre (2019) motivate us to carry out this experiment in the future.

\section{Method}

We outline the process used for creating a synthetic treebank for cross-lingual dependency parsing. We use the following resources: raw Faroese sentences taken from Wikipedia, a machine translation system to translate these sentences into all source languages (Danish, Swedish, Norwegian Nynorsk and Norwegian Bokmål), a word-aligner to provide word alignments between the words in the target and source sentences, treebanks for the four source languages on which to train parsing models, POS tagging and parsing tools, and, lastly a target language test set. We use the same raw corpus, alignments and tokenized and segmented versions of the source translations\footnote{\url{https://wikipedia.org/}} as Tyers et al. (2018) who release all of their data.\footnote{\url{https://github.com/apertium}} In this way, the experimental pipeline is the same as theirs but we predict POS tags and dependency annotations using our own models.

\subsection*{Target Language Corpus}

We use the target corpus built by Tyers et al. (2018) which comprises 28,862 sentences which were extracted from Faroese Wikipedia dumps\footnote{\url{https://dumps.wikimedia.org/}} and further pre-processed to remove any non-Faroese texts and other forms of unsuitable sentences.

\subsection*{Machine Translation}

As noted by Tyers et al. (2018), popular repositories for developing machine translation systems such as OPUS (Tiedemann, 2016) contain an inadequate amount of sentences to train a data-driven machine translation system for Faroese. For instance, there are fewer than 7,000 sentence pairs between Faroese and Danish, Faroese and English, Faroese and Norwegian and Faroese and Swedish. Consequently, to create parallel source sentences, Tyers et al. (2018) use a rule-based machine translation system available in Apertium\footnote{\url{https://apertium.org/}} to translate from Faroese to
Norwegian Bokmål. There also exists translation systems from Norwegian Bokmål to Norwegian Nynorsk, Swedish and Danish in Apertium. As a result, the authors use pivot translation from Norwegian Bokmål into the other source languages. The process is illustrated in Fig. 1. For a more thorough description of the machine translation process and for resource creation in general, see the work of Tyers et al. (2018).

Word Alignments We use word alignments between the Faroese text and the source translations generated by Tyers et al. (2018) using fast_align (Dyer et al., 2013), a word alignment tool based on IBM Model 2.

Source Treebanks We use the Universal Dependencies v2.2 treebanks (Nivre et al., 2018) to train our source parsing models. This is the version used for the 2018 CoNLL shared task on Parsing Universal Dependencies (Zeman et al., 2018).

Source Tagging and Parsing Models In order for our parsers to work well with predicted POS tags, we follow the same steps as used in the 2018 CoNLL shared task for creating training and development treebanks with automatically predicted POS tags (henceforth referred to as silver POS). Since we are required to parse translated text which only has lexical features available, we disregard lemmas, language-specific POS (XPOS) and morphological features and only use the word form and universal POS (UPOS) tag as input features to our parsers. We develop our POS tagging and parsing models using the AllenNLP library (Gardner et al., 2018).

We use jackknife resampling to predict the UPOS tags for the training treebanks. We split the training treebank into ten parts, train models on nine parts and predict UPOS for the excluded part. The process is repeated until all ten parts are predicted and they are then combined to recreate the treebank with silver POS tags. Only token features are used to predict the UPOS tag. Finally, we train a model per source language on the full training data to check performance on the respective development set and to POS tag the source language translations before parsing.

We train two variants of parsing models. The first is a monolingual biaffine dependency parser (Dozat and Manning, 2017) trained on the individual source treebanks. The second is a polyglot model trained on all source treebanks using the multilingual parser of Schuster et al. (2019), which is the same graph-based biaffine dependency parser, extended to enable parsing with multiple treebanks. We additionally include a treebank embedding (Ammar et al., 2016; Stymne et al., 2018) to the input of the polyglot parser to help the parser differentiate between the source languages. We optimize the model for average development set LAS across the included languages. The process is illustrated in Fig. 2.

To ensure that our parser is realistic, we add a pre-trained monolingual word embedding to each monolingual parser, giving a considerable improvement in accuracy on the development sets of the source languages. We use the precomputed Word2Vec embeddings released as part of the 2017 CoNLL shared task on UD parsing (Zeman et al., 2017) which were trained on CommonCrawl and Wikipedia.

In order to use pre-trained word embeddings for the polyglot setting, we need to consider that a polyglot model uses a shared vocabulary across all input languages. In our experiments, we simply...
use the union of the word embeddings and average the word vector for words that occur in more than one language. Future work should explore cross-lingual word embeddings with limited amount of parallel data or use aligned contextual embeddings as in (Schuster et al., 2019).

Multi-source Projection For multi-source projection, the four source-language dependency trees for a Faroese sentence are projected into a single graph, scoring edges according to the number of trees that contain them (Sagae and Lavie, 2006; Nivre et al., 2007). The dependency structure is first built by voting over the directed edges. Afterward, dependency labels and POS tags are decided using the same voting procedure. The process is illustrated in Fig. 3.

Target Tagging and Parsing Models At this stage we have Faroese treebanks to train our POS tagging and parsing models. The Faroese treebanks come in two variants: the result of projection from source trees produced by either 1) a monolingual, or 2) the polyglot model. For each case, we train our POS tagging and parsing models directly on these synthetic treebanks and do not make use of word embeddings as we do not have them for Faroese.

Multi-treebank Target Parsing Since we have several synthetic Faroese treebanks, we have the option of training on a single treebank or using a multi-treebank approach where we train on all target treebanks in the same way as we did for inducing the polyglot source model. The process is illustrated in Fig. 4. When training a multi-treebank target model, for each target treebank, we add a treebank embedding denoting the source model used to project annotations to the target treebank. At predict time, we must include one of these treebank embeddings as input to the model. As we do not have real Faroese data in our target training treebanks, we must choose the treebank embedding of one of the synthetic target treebanks. Stymne et al. (2018) introduce the term “proxy treebank” to refer to cases where the test treebank is not in the training set and a treebank embedding from the training set must be used instead.

4 Experiments

In this section, we describe our experiments, which include a replication of the main findings of Tyers et al. (2018), using AllenNLP (Gardner et al., 2018) for POS tagging and parsing instead of UDPipe (Straka and Straková, 2017).12

12All of the code and scripts to reproduce the experiments can be found at https://github.com/Jbar-ry/
4.1 Details

The hyper-parameters of our POS tagging and parsing models are given in Table 1. For POS tagging, we adopt a standard architecture with a word and character-level Bi-LSTM (Plank et al., 2016; Graves and Schmidhuber, 2005) to learn context-sensitive representations of our words. These representations are passed to a multilayer perceptron (MLP) classifier followed by a softmax function to choose a tag with the highest probability. For both the POS tagging and parsing models, we use a word embedding dimension of size 100 and a character embedding dimension of size 64. POS tag embeddings of dimension 50 are included in the parser. We train our Faroese models for fifty epochs. We do not split the synthetic Faroese treebanks into training/development portions though we suspect doing so will help the models to not overfit on the training data. For all experiments we report labelled attachment scores produced by the official CoNLL 2018 evaluation script.\footnote{https://github.com/ufal/conll2018/blob/master/evaluation_script/conll18_ud_eval.py}

4.2 Results

The development results of our monolingual and polyglot models on the source language treebanks are shown in Table 2. The results for the polyglot model are better for three out of four source languages, whereas for no_nynorsk, the monolingual model marginally outperforms the polyglot one. These results suggest that the polyglot model will contribute better syntactic annotations for Faroese treebanks.

The statistics of the filtered Faroese treebanks obtained via projection with our source parsing models are given in Table 3. The treebank sizes are fairly similar regardless of whether source annotations are provided by a monolingual or a polyglot model which is expected because the word alignments are the major factor in determining whether a projection is successful. There is a proportionally lower number of sentences for multi-source projection. This is because this method only uses the intersection of sentences which are present across all synthetic treebanks after filtering. The treebank originating from Norwegian Bokmål has the highest number of valid sentences, suggesting that it could be a good candidate for projection to Faroese. It also has the highest source language parsing accuracy (Table 2).

The results of training on our various synthetic Faroese treebanks and predicting the Faroese test set are shown in the first result column of Table 4 (SINGLE). In terms of monolingual vs. polyglot, we find that projecting from a polyglot model helps with four out of the five possible treebanks (with three of them being statistically...
Table 1: Chosen hyperparameters for our POS tagging and parsing models. *both* means the feature is common to both the POS tagger and parser.

Table 2: Source model LAS scores on the development treebanks using silver POS tags.

Table 3: The number of valid sentences in the Faroese synthetic treebank for each source language after annotation projection and sentence filtering.

The polyglot model was outperformed by the monolingual model using Norwegian Nynorsk for projection though the difference is not statistically significant. On the source side, the monolingual Norwegian Nynorsk model also performed slightly better than the polyglot model (Table 2). This observation supports the intuition that the quality of the projected annotations can be improved by contributing better source annotations, i.e. improving the source model(s) is one way to improve performance of the target model. This is supported by the fact that the source language.

14 Statistical significance is tested with udapi-python. LAS differences are reported as significant if $p < 0.05$. 

The multi-source approach was not that effective in our case and some individual better sources were able to surpass this combination approach. One could argue that this may be due to the lower amount of training data when using the multi-source treebank. We test this hypothesis by only including those sentences which contributed to multi-source projection in the single-source synthetic treebanks. The results are given in Table 5. Comparing the results in Tables 4 and 5, we see that LAS scores tend to be slightly lower than on the version which included all target sentences, indicating that we did lose some information by filtering out a large number of sentences. However, Norwegian Nynorsk still outperforms the multi-source model for the monolingual setting and both Norwegian models perform better than the multi-source model in the polyglot setting, suggesting that size alone does not explain the under-performance of the multi-source model. It is also worth noting that polyglot training is superior to all monolingual models which hints that for no_nynorsk (the previously better performing model), the monolingual model was not able to achieve its full potential with the reduced data while the polyglot model was able to provide richer annotations.

Another reason why the multi-source model does not work as well in our experiments as it does in those of Tyers et al. (2018) might be that we use pre-trained embeddings whereas Tyers et al. (2018) do not. In this way, our monolingual models are stronger and likely do not benefit as much from voting.

The second result column (\textsc{Multi}) of Table 4 shows the effect of training a multi-treebank POS tagger and parser on the Faroese treebanks created by each of the four source languages as well as the treebank which is produced by multi-source projection. This experiment is orthogonal to the experiment using a polyglot model on the source side and so we also test a combination of polyglot source side parsing and multi-treebank target side parsing. We see improvements over the single treebank setting for all cases.\footnote{\textcolor{red}{The multi-treebank tagger closely resembles the dependency parser, where we add a treebank embedding and optimize for average accuracy across the included treebanks. To the best of our knowledge, this is the first reported use of a multi-treebank POS tagger using a treebank embedding (Stymne et al., 2018). We also tested the effect of training only the dependency parser using multiple treebanks.}}

<table>
<thead>
<tr>
<th>SOURCE LANGUAGE</th>
<th>SOURCE MODEL</th>
<th>TARGET MODEL SINGLE</th>
<th>TARGET MODEL MULTI</th>
</tr>
</thead>
<tbody>
<tr>
<td>Danish</td>
<td>Monolingual</td>
<td>61.24</td>
<td>63.40</td>
</tr>
<tr>
<td></td>
<td>Polyglot</td>
<td>65.29\textsuperscript{†}</td>
<td>65.53\textsuperscript{†}</td>
</tr>
<tr>
<td>Swedish</td>
<td>Monolingual</td>
<td>65.93</td>
<td>66.15</td>
</tr>
<tr>
<td></td>
<td>Polyglot</td>
<td>68.60\textsuperscript{†}</td>
<td>69.69\textsuperscript{†}</td>
</tr>
<tr>
<td>Norwegian Nynorsk</td>
<td>Monolingual</td>
<td>70.27</td>
<td>71.51</td>
</tr>
<tr>
<td></td>
<td>Polyglot</td>
<td>69.80</td>
<td>71.13</td>
</tr>
<tr>
<td>Norwegian Bokmål</td>
<td>Monolingual</td>
<td>67.46</td>
<td>67.94</td>
</tr>
<tr>
<td></td>
<td>Polyglot</td>
<td>70.51\textsuperscript{†}</td>
<td>70.58\textsuperscript{†}</td>
</tr>
<tr>
<td>Multi-source</td>
<td>Monolingual</td>
<td>68.00</td>
<td>69.80</td>
</tr>
<tr>
<td></td>
<td>Polyglot</td>
<td>68.55</td>
<td>70.07</td>
</tr>
</tbody>
</table>

Table 5: LAS scores between target models trained on the subset of sentences eligible for multi-source projection (with annotations from the stated source).

<table>
<thead>
<tr>
<th>SOURCE LANGUAGE</th>
<th>MONOLINGUAL</th>
<th>POLYGLOT</th>
</tr>
</thead>
<tbody>
<tr>
<td>Danish</td>
<td>61.13</td>
<td>64.43</td>
</tr>
<tr>
<td>Swedish</td>
<td>63.19</td>
<td>67.46</td>
</tr>
<tr>
<td>Norwegian Nynorsk</td>
<td>68.72</td>
<td>69.28</td>
</tr>
<tr>
<td>Norwegian Bokmål</td>
<td>66.13</td>
<td>68.77</td>
</tr>
<tr>
<td>Multi-source</td>
<td>68.00</td>
<td>68.55</td>
</tr>
</tbody>
</table>

Average 65.43 67.70

Table 6: Comparison to previous work. LAS on Faroese test set. Note that the first results uses predicted segmentation and tokenization whereas the rest used gold.

<table>
<thead>
<tr>
<th>WORK</th>
<th>RESULT</th>
</tr>
</thead>
<tbody>
<tr>
<td>Rosa and Mareček (2018)</td>
<td>49.4</td>
</tr>
<tr>
<td>Tyers et al. (2018)</td>
<td>64.4</td>
</tr>
<tr>
<td>Our implementation of Tyers et al. (2018)</td>
<td>68.0</td>
</tr>
<tr>
<td>Our Best Model</td>
<td>71.5</td>
</tr>
</tbody>
</table>
Table 6 places our systems in the context of previous results on the same Faroese test set. The highest scoring system in the 2018 CoNLL shared task was that of Rosa and Mareček (2018) who achieved a LAS score of 49.4 on the Faroese test set. Note that they use predicted tokenization and segmentation whereas our experiments and Tyers et al.’s use gold tokenization and segmentation, which provides a small artificial boost. Tyers et al. (2018) report an LAS of 64.43 with a monolingual multi-source approach. Our implementation which uses a different parser (AllenNLP versus UDPipe) and pre-trained word embeddings achieves an LAS of 68. Our highest score of 71.51 is achieved through the combination of projecting from strong monolingual source models and then training multi-treebank POS tagging and parsing models on the outputs.

5 Conclusion

We have presented parsing results on Faroese, a low-resource language, using annotation projection from multiple monolingual sources versus a single polyglot model. We also extended the idea of multi-treebank learning to the target treebanks.

The results of our experiments show that the use of a polyglot source model helps in four out of five cases using single treebank target models. The two source languages that have lowest LAS when using monolingual parsers, namely Danish and Swedish, see significant improvements when switching to a polyglot model. Our best performing single target model is trained on Faroese trees projected from Norwegian Bokmål trees produced by a polyglot model. However, the strongest language with monolingual modelling, Norwegian Nynorsk, does not benefit from switching to a polyglot model. When we filtered the target treebank to the subset of sentences selected by multi-source projection, the polyglot model is superior to all five monolingual models, even outperforming the Norwegian Nynorsk model. One explanation of the improvements seen with polyglot modelling is that it introduces a new interaction point for cross-lingual features via the feature extractor of the polyglot parser. With monolingual source models, cross-lingual features only interact indirectly in the graph-decoding stage of multi-source projection.

but found that it always helps to also perform multi-treebank training for the POS tagger.

We also applied the multi-treebank approach to the target-side POS tagger and parser and see improvements for all settings. The overall best result is with the setting that uses monolingual source models to create the source trees that are projected to Faroese and combined in a multi-treebank model. The proxy treebank for the multi-treebank model is the treebank that also gave best results with single treebank target models, projected from Norwegian Nynorsk.

We presented a simple solution to deal with using multiple pre-trained embeddings in a model with a shared vocabulary. It was a rather naïve solution and we want to explore the use of available cross-lingual word embedding tools. Additionally, the use of contextual embeddings such as ELMo (Peters et al., 2018) or multilingual BERT (Devlin et al., 2019) would likely provide better representations, with the effect of contributing better annotations for the target language. Indeed, recent work has already shown promising work in this area (Schuster et al., 2019; Kondratyuk, 2019).

In the multi-source projection experiments, our criteria for filtering is based on whether the sentence was present across all target treebanks and more sophisticated approaches could be used to select better training instances as in Plank and Agić (2018).

More generally, we would like to investigate how our findings might change when the number of source languages or treebanks is changed and how the observations carry over to other languages than Faroese. It would also be interesting to use multiple sources of arc weights in a dense graph as in (Agić et al., 2016) but with models induced from training on multiple source languages together. To work with language pairs with more deviating word orders and/or translations that are not word-for-word, the choice of word alignment algorithm and the projection algorithm may have to be revised.
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Abstract

Short Answer Grading (SAG) is a task of scoring students’ answers in examinations. Most existing SAG systems predict scores based only on the answers, including the model (Riordan et al., 2017) used as baseline in this paper, which gives the state-of-the-art performance. But they ignore important evaluation criteria such as rubrics, which play a crucial role for evaluating answers in real-world situations. In this paper, we present a method to inject information from rubrics into SAG systems. We implement our approach on top of word-level attention mechanism to introduce the rubric information, in order to locate information in each answer that are highly related to the score. Our experimental results demonstrate that injecting rubric information effectively contributes to the performance improvement and that our proposed model outperforms the state-of-the-art SAG model on the widely used ASAP-SAS dataset under low-resource settings.

1 Introduction

Short Answer Grading (SAG) is the task of automatically evaluating the correctness of students’ answers to a given prompt in an examination (Mohler et al., 2011). It would be beneficial particularly in an educational context where teachers’ availability is limited (Mohler and Mihalcea, 2009). Motivated by this background, SAG has been studied mainly with machine learning-based approaches, where the task is considered as inducing a regression model from a given set of manually scored sample answers (i.e., training instances). As observed in a variety of other NLP tasks, recently proposed neural models have been yielding strong results (Riordan et al., 2017).

In general, a prompt is provided along with a scoring rubric. Figure 1 shows a typical example. Students are required to answer the steps involved in protein synthesis. Each answer is scored based on a rubric, which contains several scoring criteria called key elements. Each of them stipulates different aspects of the conditions for an answer to gain a score. Based on the number of the key elements mentioned in an answer, its final score is determined. In Figure 1, the answer mentions two key elements, so it gains 1 point. Thus, rubrics and key elements play an essential role in SAG. Few previous studies, however, use information from rubrics for SAG.

In this paper, we present a method to incorporate rubric information into neural SAG models. Our idea is to enable neural models to capture alignments between an answer and each key element. Specifically, we use a word-level attention mechanism to compute alignments and generate an attentional feature vector for each pair of an answer and a key element.

The contributions of this study is summarized as follows:

- This is the first study that explores how to incorporate rubric information into neural SAG

<table>
<thead>
<tr>
<th>Prompt</th>
<th>Rubric</th>
</tr>
</thead>
<tbody>
<tr>
<td>Starting with mRNA leaving the nucleus, list and describe four major steps involved in protein synthesis.</td>
<td><strong>3 points:</strong> 4 key elements</td>
</tr>
</tbody>
</table>

Key elements:
1. mRNA exits nucleus via nuclear pore.
2. mRNA travels through the cytoplasm to the ribosome or enters the rough endoplasmic reticulum.
3. mRNA bases are read in triplets called codons (by rRNA).
4. …

**Answer (1 point):** When the mRNA leaves the nucleus, it travels through the cell. It moves to a ribosome. The ribosome makes tRNA. Then, protein is synthesized.

Figure 1: Example prompt and rubric from the ASAP-SAS dataset.
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models.
• We propose a general framework to extend existing neural SAG models with a component for exploiting rubric information.
• Our empirical evaluation shows that our proposed model achieves a significant performance improvement particularly in low-resource settings.

2 Related Work

A lot of existing SAG studies have a main interest in exploring better representations of answers and similarity measures between student answers and reference answers. A wide variety of methods have been explored so far, ranging from Latent Semantic Analysis (LSA) (Mohler et al., 2011), edit distance-based similarity, and knowledge-based similarity using WordNet (Pedersen et al., 2004) (Magooda et al., 2016) to word embedding-based similarity (Sultan et al., 2016). Recently, Riordan et al. (2017) report that neural network-based feature representation learning (Taghipour and Ng, 2016) is effective for SAG.

In contrast to the popularity of learning answer representations, the use of rubric information for SAG has been gained little attention so far. In Sakaguchi et al. (2015), the authors compute similarities, such as BLEU (Papineni et al., 2002), between an answer and each key element in a rubric, and use them as features in a support vector regression (SVR) model. Ramachandran et al. (2015). Ramachandran et al. (2015) generates text patterns from top answers and rubrics, and reports the automatically generated pattern performances better than manually generated regex pattern. Nevertheless, it still remains an open issue (i) whether a rubric is effective or not even in the context of a neural representation learning paradigm (Riordan et al., 2017), and (ii) what kinds of neural architectures should be employed for the efficient use of rubrics.

Another issue in SAG is on low-resource settings. Heilman and Madnani (2015) investigate the importance of the training data size on non-neural SAG models with discrete features. Horbach and Palmer (2016) show that active learning is effective for increasing useful training instances. This is orthogonal to our approach: combining active learning with our rubric-aware SAG model is an interesting future direction.

3 Proposed model

3.1 Overall architecture

Figure 2 illustrates our proposed model, which consists of (i) base component and (ii) rubric component.

We assume the base component encodes an answer into a feature vector $f^a$. We also assume that a given rubric stipulates a set of key elements in natural language. We build a rubric component to encode rubric information, based on the relevance between the answer $a$ and each key element $k \in \{k_1, k_2, \ldots, k_K\}$ provided in the rubric.

The rubric component first encodes each key element that consists of $m$ words, $k = (w_1, w_2, \ldots, w_m)$, into its feature vector $k$ and the answer $a$ into $a$. Then, it computes the relevance between the given answer $a$ and each key element $k \in \{k_1, k_2, \ldots, k_K\}$ using a word-level attention mechanism, and generates attentional feature vectors $f^1, \ldots, f^K$, which represent the aggregated information of each key element. A rubric feature $f^r$ is generated based on the obtained $K$ attentional feature vectors. Finally, $f^a$ and $f^r$ are merged into one vector $f$, which is used for scoring:

$$\text{score}(a) = \beta \text{sigmoid}(w \cdot f + b),$$  \hspace{1cm} (1)$$

where $w$ is a parameter vector, $\beta$ is a prompt-specific scaling constant, and $b$ is a bias term.

Note that the model does not require explicit annotation of key elements on the training answer samples because the model implicitly estimates which key elements are included in each student answer in the course of training. It is also
important to note that our framework is encoder-agnostic; namely, any answer encoder that produces a fixed-length feature vector can be used as the base component.

3.2 Base component

As the base component, we employ the neural SAG model proposed by Riordan et al. (2017), which is the state-of-the-art SAG system among published methods. As shown in Figure 3, this model consists of three layers, namely (i) the embedding layer, (ii) the BiLSTM (bidirectional Long Short-Term Memory (Schuster and Paliwal, 1997)) layer and (iii) the pooling layer.

Given an answer $a = (w_1, w_2, \ldots, w_n)$, the embedding layer outputs a vector $e_i^a \in \mathbb{R}^d$ for each word $w_i$. Taking a sequence of these vectors $(e_1^a, e_2^a, \ldots, e_n^a)$ as input, the BiLSTM layer then produces a contextualized vector $f_i^a = [h_i^f; h_i^b]$ for each word, where $h_i^f \in \mathbb{R}^h$, $h_i^b \in \mathbb{R}^h$ are the hidden states of the forward and backward LSTM, respectively. Finally, the pooling layer averages these contextualized vectors to obtain a feature vector for the answer as follows:

$$f^a = \frac{1}{n} \sum_{i=1}^{n} f_i^a \quad \quad (2)$$

3.3 Rubric component

Inspired by Chen et al. (2016), we compute word-level attention between each key element and an given answer as illustrated in Figure 4. The rubric component captures how relevant a key element is to the given answer in this way.

Given word embedding sequences of an answer $(e_1^a, e_2^a, \ldots, e_n^a)$ and a key element $(e_1^k, e_2^k, \ldots, e_m^k)$, the rubric component first calculates the word-level attention between $e_i^k$ and $e_j^a$:

- Calculate the inner-products between word embeddings from the answer and key element: $z_{i,j} = e_i^k \cdot e_j^a$
- Calculate softmax of $z_{i,j}$ over the rows and columns respectively:
  $$\alpha_i^k = \text{softmax}(z_{i,1}, z_{i,2}, \ldots, z_{i,n}) \quad (3)$$
  $$\alpha_j^a = \text{softmax}(z_{1,j}, z_{2,j}, \ldots, z_{m,j}) \quad (4)$$

Note that $\alpha_i^k \in \mathbb{R}^n$ stands for the attention from the $i$-th word of a key element to each word in the answer $a$. Similarly, $\alpha_j^a \in \mathbb{R}^m$ stands for the attention from the $j$-th word of answer to each word in the key element $k$.

Next, attentional vectors of key-to-answer ($v$) and answer-to-key ($u$) are calculated by the sum of word embeddings weighted by $\alpha^a$ and $\alpha^k$ as follows:

$$u = \frac{1}{m} \sum_{i=1}^{m} \sum_{j=1}^{n} \alpha_{i,j} e_j^a \quad \quad (5)$$
$$v = \frac{1}{n} \sum_{j=1}^{n} \sum_{i=1}^{m} \alpha_{j,i} e_i^k \quad \quad (6)$$

Intuitively, vectors $u$ and $v$ are the aggregation of answer tokens that are highly relevant to a key element, and tokens in the key elements that are highly relevant to the answer. We then concatenate $u, v$ to obtain a feature vector for the key element.
Finally, we generate feature vectors \( f_1, \ldots, f_K \) for all key elements in this manner, and then generate rubric feature \( f_r \) based on them.

### 3.4 Merge features

We introduce two methodologies to merge \( f^a \) and \( f^r \) into one single feature \( f \).

**Concatenation** We concatenate \( f^a \) and \( f^r \):

\[
\begin{align*}
    f^r &= [f^r_1; f^r_2; \ldots; f^r_K] \\
    f &= [f^a; f^r], f \in \mathbb{R}^{2h+2dK}
\end{align*}
\]

(7) (8)

In this case, we expect the regression layer learns weights for the two feature space at the same time.

**Weighted Sum** Besides, we introduce a trainable parameter \( \lambda \), which represents the influence of the rubric component. We then generate a rubric-aware answer feature as follows:

\[
\begin{align*}
    f^r &= \frac{1}{K} \sum_{i=1}^{K} f^r_i \\
    f &= \lambda f^a + (1-\lambda)(f^r M), f \in \mathbb{R}^{2h}
\end{align*}
\]

(9) (10)

where \( M \in \mathbb{R}^{2d \times 2h} \) is a transformation matrix to learn, projecting \( f^r \) to the space of \( f^a \). To reduce parameters to learn, we compute \( f^r \) by average instead of concatenation. \( \lambda \) is initialized with 0.5 in our experiments.

Finally, the answer \( a \) is scored as follows:
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Table 1: Performance across different sizes of training data. ∗ indicates a statistically significant improvement by Wilcoxon’s signed-rank test (p < 0.05).1 ‘B’ indicates baseline, and ‘+R’ indicates our model (base component + rubric component)

(a) Merge base feature and rubric feature by concatenation.

<table>
<thead>
<tr>
<th>Prompt</th>
<th>1</th>
<th>2</th>
<th>5</th>
<th>6</th>
<th>10</th>
<th>mean</th>
<th>12.5%</th>
<th></th>
<th>25%</th>
<th></th>
<th>50%</th>
<th></th>
<th>75%</th>
<th></th>
<th>100%</th>
</tr>
</thead>
<tbody>
<tr>
<td>B</td>
<td>.588</td>
<td>.331</td>
<td>.617</td>
<td>.611</td>
<td>.618</td>
<td>.553</td>
<td></td>
<td>.579</td>
<td>+R</td>
<td>.408</td>
<td>.723</td>
<td>.721</td>
<td>.582</td>
<td>.603</td>
<td>.007</td>
</tr>
<tr>
<td>+R</td>
<td>-.009</td>
<td>+.077</td>
<td>+.107</td>
<td>+.110</td>
<td>-.036</td>
<td>+.050</td>
<td></td>
<td>-.004</td>
<td>+.072</td>
<td>+.078</td>
<td>+.116</td>
<td>-.007</td>
<td>+.051</td>
<td></td>
<td></td>
</tr>
<tr>
<td>B</td>
<td>.656</td>
<td>.473</td>
<td>.641</td>
<td>.627</td>
<td>.719</td>
<td>.623</td>
<td></td>
<td>B</td>
<td>.652</td>
<td>+R</td>
<td>.544</td>
<td>.719</td>
<td>.743</td>
<td>.712</td>
<td>.674</td>
</tr>
<tr>
<td>+R</td>
<td>-.004</td>
<td>+.072</td>
<td>+.078</td>
<td>+.116</td>
<td>-.007</td>
<td>+.051</td>
<td></td>
<td>-.003</td>
<td>+.044</td>
<td>+.042</td>
<td>+.038</td>
<td>-.005</td>
<td>+.015</td>
<td></td>
<td></td>
</tr>
<tr>
<td>B</td>
<td>.748</td>
<td>.637</td>
<td>.748</td>
<td>.718</td>
<td>.705</td>
<td>.711</td>
<td></td>
<td>B</td>
<td>.745</td>
<td>+R</td>
<td>.641</td>
<td>.790</td>
<td>.756</td>
<td>.700</td>
<td>.726</td>
</tr>
<tr>
<td>+R</td>
<td>-.003</td>
<td>+.044</td>
<td>+.042</td>
<td>+.038</td>
<td>-.005</td>
<td>+.015</td>
<td></td>
<td>-.003</td>
<td>+.044</td>
<td>+.042</td>
<td>+.038</td>
<td>-.005</td>
<td>+.015</td>
<td></td>
<td></td>
</tr>
<tr>
<td>B</td>
<td>.776</td>
<td>.700</td>
<td>.798</td>
<td>.748</td>
<td>.744</td>
<td>.753</td>
<td></td>
<td>B</td>
<td>.780</td>
<td>+R</td>
<td>.803</td>
<td>.759</td>
<td>.755</td>
<td>.759</td>
<td></td>
</tr>
<tr>
<td>+R</td>
<td>+.004</td>
<td>-.004</td>
<td>+.005</td>
<td>-.011</td>
<td>+.011</td>
<td>+.006</td>
<td></td>
<td>+.004</td>
<td>-.004</td>
<td>+.005</td>
<td>-.011</td>
<td>+.011</td>
<td>+.006</td>
<td></td>
<td></td>
</tr>
<tr>
<td>B</td>
<td>.792</td>
<td>.713</td>
<td>.804</td>
<td>.788</td>
<td>.753</td>
<td>.770</td>
<td></td>
<td>B</td>
<td>.784</td>
<td>+R</td>
<td>.714</td>
<td>.797</td>
<td>.793</td>
<td>.751</td>
<td>.768</td>
</tr>
<tr>
<td>+R</td>
<td>-.008</td>
<td>+.001</td>
<td>-.008</td>
<td>+.005</td>
<td>-.002</td>
<td>-.002</td>
<td></td>
<td>-.008</td>
<td>+.001</td>
<td>-.008</td>
<td>+.005</td>
<td>-.002</td>
<td>-.002</td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

(b) Merge base feature and rubric feature by weighted sum.

<table>
<thead>
<tr>
<th>Prompt</th>
<th>1</th>
<th>2</th>
<th>5</th>
<th>6</th>
<th>10</th>
<th>mean</th>
<th>12.5%</th>
<th></th>
<th>25%</th>
<th></th>
<th>50%</th>
<th></th>
<th>75%</th>
<th></th>
<th>100%</th>
</tr>
</thead>
<tbody>
<tr>
<td>B</td>
<td>.588</td>
<td>.331</td>
<td>.617</td>
<td>.611</td>
<td>.618</td>
<td>.553</td>
<td></td>
<td>.599</td>
<td>+R</td>
<td>.424</td>
<td>.689</td>
<td>.679</td>
<td>.617</td>
<td>.602</td>
<td>+.012</td>
</tr>
<tr>
<td>+R</td>
<td>+.007</td>
<td>+.107</td>
<td>+.110</td>
<td>-.036</td>
<td>+.050</td>
<td></td>
<td>+.005</td>
<td>+.056</td>
<td>+.046</td>
<td>+.070</td>
<td>-.020</td>
<td>+.031</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>B</td>
<td>.656</td>
<td>.473</td>
<td>.641</td>
<td>.627</td>
<td>.719</td>
<td>.623</td>
<td></td>
<td>B</td>
<td>.651</td>
<td>+R</td>
<td>.529</td>
<td>.687</td>
<td>.697</td>
<td>.698</td>
<td>.654</td>
</tr>
<tr>
<td>+R</td>
<td>+.005</td>
<td>+.056</td>
<td>+.046</td>
<td>+.070</td>
<td>-.020</td>
<td>+.031</td>
<td></td>
<td>+.000</td>
<td>+.006</td>
<td>+.006</td>
<td>+.006</td>
<td>-.004</td>
<td>+.009</td>
<td></td>
<td></td>
</tr>
<tr>
<td>B</td>
<td>.748</td>
<td>.637</td>
<td>.748</td>
<td>.718</td>
<td>.705</td>
<td>.711</td>
<td></td>
<td>B</td>
<td>.747</td>
<td>+R</td>
<td>.643</td>
<td>.784</td>
<td>.723</td>
<td>.702</td>
<td>.720</td>
</tr>
<tr>
<td>+R</td>
<td>+.000</td>
<td>+.006</td>
<td>+.006</td>
<td>+.006</td>
<td>-.004</td>
<td>+.009</td>
<td></td>
<td>+.000</td>
<td>+.006</td>
<td>+.006</td>
<td>+.006</td>
<td>-.004</td>
<td>+.009</td>
<td></td>
<td></td>
</tr>
<tr>
<td>B</td>
<td>.776</td>
<td>.700</td>
<td>.798</td>
<td>.748</td>
<td>.744</td>
<td>.753</td>
<td></td>
<td>B</td>
<td>.783</td>
<td>+R</td>
<td>.704</td>
<td>.787</td>
<td>.750</td>
<td>.784</td>
<td>.762</td>
</tr>
<tr>
<td>+R</td>
<td>+.007</td>
<td>+.004</td>
<td>-.010</td>
<td>+.002</td>
<td>+.040</td>
<td>+.009</td>
<td></td>
<td>+.007</td>
<td>+.004</td>
<td>-.010</td>
<td>+.002</td>
<td>+.040</td>
<td>+.009</td>
<td></td>
<td></td>
</tr>
<tr>
<td>B</td>
<td>.792</td>
<td>.713</td>
<td>.804</td>
<td>.788</td>
<td>.753</td>
<td>.770</td>
<td></td>
<td>B</td>
<td>.789</td>
<td>+R</td>
<td>.695</td>
<td>.786</td>
<td>.790</td>
<td>.748</td>
<td>.762</td>
</tr>
<tr>
<td>+R</td>
<td>-0.003</td>
<td>-0.018</td>
<td>-0.018</td>
<td>+0.002</td>
<td>-0.005</td>
<td>-0.008</td>
<td></td>
<td>-0.003</td>
<td>-0.018</td>
<td>-0.018</td>
<td>+0.002</td>
<td>-0.005</td>
<td>-0.008</td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

The best performance of QWK 0.773 on the corresponding 5 prompts reported in (Riordan et al., 2017). This indicates that we successfully replicated their best performing model.

Also, by adding the rubric component (+Rubric), the performance was improved especially when less training data is available. This suggests that the rubric component compensates the lack of training data. This is consistent with (Sakaguchi et al., 2015), a non-neural counter-part of our study.

Performance on each prompt is shown in Table 1. The results indicate that the benefit we obtain from rubric component varies with prompts. For instance, we achieve more improvements on prompt 2, 5 and 6 compared to the others. One of the reasons is that the rubrics vary on prompts. For instance in prompt 5 and 6, all key elements with which an answer can get points are listed, while in prompt 10 only four example answers are provided.

4.3 Analysis

Contribution of components Figure 5 demonstrates that when trained with full training data, our rubric-aware model (+Rubric) achieved a comparable performance to the base component. To reveal reasons for this, we conduct two analyses.

First, for +Rubric (concat), we investigate the distribution of the learned weights of regression layer corresponding to the base and rubric components following the idea from Meftah et al. (2019). The distribution is shown in Figure 6. When the model was trained on 100% training data, the weights for the rubric component were closer to 0, while the weights for the base component were more dispersed (Figure 6b), compared to the distribution for 12.5% training data (Figure 6a).

Second, for +Rubric (weighted sum), we plot the values of trained λ in Figure 7, representing the weights of base component. Generally, the values of λ grow with data size, which is consistent with Figure 6. This means that as training data increases, the rubric component makes less contribution to the performance, thus little improvement was obtained from the rubric component. Addressing this issue is an interesting direction of our future research.

Word-level attention To get further insights on the rubric component, we analyzed 1-point answers in the test set. We show two typical examples of 1-point answers in Table 2, where each answer is graded (a) correctly and (b) incorrectly by the system trained with 12.5% training data. Both the two answers are graded incorrectly as 0-points.
Table 2: Instance 1-point answers.

<table>
<thead>
<tr>
<th>ID</th>
<th>Answer</th>
<th>Score</th>
<th>Base</th>
<th>+Rubric</th>
</tr>
</thead>
<tbody>
<tr>
<td>13278</td>
<td>the mRNA gets transcribed, it leaves the nucleus by the ribosomes, then it travels on the</td>
<td>1</td>
<td>0</td>
<td>1</td>
</tr>
<tr>
<td></td>
<td>Endocplasmic reticulum, and goes to the lysomes and gets translated to proteins.</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>13174</td>
<td>mRNA leaves the nucleus, travels to the endoplasmic reticulum, then to cell membrane and exits</td>
<td>1</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td></td>
<td>the cell</td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

Figure 6: Value distribution of learned weights of regression layer corresponding to base and rubric component for prompt 5.

(a) Training data size: 12.5%

(b) Training data size: 100%

Figure 7: Values of $\lambda$ trained by various of data size.

The answer with exists in the key element. However, these two verbs should not be aligned because their objects are different from each other (i.e., the cell in the answer, but nucleus in the key element). Because the attention is calculated on word-level, the model tends to simply find similar words that appear in the key element, ignoring the context around the words.

5 Conclusion

Rubrics play a crucial role for SAG but have attracted little attention in the SAG community. In this paper, we present an approach for incorporating rubrics into neural SAG models. We replicated a state-of-the-art neural SAG model as the base component, and injected rubrics (key elements) through the rubric component as an extension. In the low-resource setting where the base component had difficulty learning key elements directly from answers, our experimental results showed that the rubric component significantly improved the performance of SAG. When all training data was used, the rubric component did not have a negative effect on the overall performance.

Overall, the proposed model still has much room for improvement. For example, the approach to calculate the alignment between answers and key elements could be improved by taking context into account, instead of using word-level at-
tention. Moreover, other types of rubrics could be explored in the SAG task, especially for prompts where key elements are not provided explicitly. We also expect to obtain a further improvement when full training data is available, by increasing the weights of rubric component feature, as discussed in Figure 6. Beyond SAG, we would like to explore approaches for generating feedback based on the computed attention to key elements.
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Abstract

Supervised learning models are typically trained on a single dataset and the performance of these models rely heavily on the size of the dataset i.e., the amount of data available with ground truth. Learning algorithms try to generalize solely based on the data that it is presented with during the training. In this work, we propose an inductive transfer learning method that can augment learning models by infusing similar instances from different learning tasks in Natural Language Processing (NLP) domain. We propose to use instance representations from a source dataset, without inheriting anything else from the source learning model. Representations of the instances of source and target datasets are learned, retrieval of relevant source instances is performed using soft-attention mechanism and locality sensitive hashing and then augmented into the model during training on the target dataset. Therefore, while learning from a training data, we also simultaneously exploit and infinite relevant local instance-level information from an external data. Using this approach we have shown significant improvements over the baseline for three major news classification datasets. Experimental evaluations also show that the proposed approach reduces dependency on labeled data by a significant margin for comparable performance. With our proposed cross dataset learning procedure we show that one can achieve competitive/better performance than learning from a single dataset.

1 Introduction

A fundamental issue with performance of supervised learning techniques (like classification) is the requirement of enormous amount of labeled data, which in some scenarios maybe expensive or impossible to acquire. Every supervised task requires a dedicated labeled dataset and training state-of-the-art deep learning model requires extensive computational power. In this paper, we propose a deep transfer learning method that can enhance the performance of learning models by incorporating information from a secondary dataset belonging to a similar domain.

We present our approach in an inductive transfer learning (Pan and Yang, 2010) framework, with a labeled source ($D_S$ domain and task $T_S$) and target ($D_T$ domain and task $T_T$) dataset, the aim is to boost the performance of target predictive function $f_T(\cdot)$ using available knowledge in $D_S$ and $T_S$, given $T_S \neq T_T$. Knowledge transfer in our approach takes place in four ways (a) instance-transfer (b) feature-representation-transfer (c) parameter-transfer and (d) relational-knowledge-transfer. Parameter and relational knowledge transfer are studied exhaustively in inductive transfer literature. Our work is based on a simple inductive bias (also used in (Snell et al., 2017)), that there exists an embedding space where instances belonging to the same class cluster around a central point. We utilize the instance-level information in the source dataset, and also make the newly learnt target instance representation similar to the retrieved source instances. This allows the learning algorithm to improve generalization across the source and target datasets. We use instance-based learning that actively looks for similar instances in the source dataset given a target instance. The intuition behind retrieving similar instances comes from instance-based learning perspective, where simplification of the class distribution takes place within the locality of a test instance. As a result, modeling of similar instances become easier (Aggarwal, 2014). Similar instances have the maximum amount of information necessary to classify an unseen instance, as exploited by techniques like k-nearest neighbours.

We derived inspiration to propose this method...
from the working of the human brain, where memory consolidation (McGaugh, 2000) occurs, in which new memory representations are consolidated slowly over time for efficient retrieval in future. According to (McGaugh, 2000), newly learnt memory representation remain in a fragile state and are affected as further learning takes place. In our approach, we make use of encodings of instances precipitated while training for the source task using an independent model. This model being independently used for an source task and can be adapted as required, is in alignment with memory consolidation in human brain.

One of the attractive features of the proposed method is that the search mechanism allows us to use more than one source dataset during training the joint model to achieve inductive transfer learning. Our approach differs from the standard instance-based learning in two major aspects. First, the instances retrieved are not necessarily from the same dataset, but can be from various secondary datasets. Secondly, our model simultaneously makes use of local instance level information as well as the macro-statistical view point of the dataset, where typical instance-based learning like k-nearest neighbour search make use of only the local instance level information.

2 Background

Locality Sensitive Hashing (LSH): Locality Sensitive Hashing (Gao et al., 2014; Gionis et al., 1999) is an algorithm which performs approximate nearest neighbor similarity search for high-dimensional data in sub-linear time. LSH is a data independent hashing technique as the hash functions are selected at random, which makes LSH perfectly suited for our purpose. Latent vectors encountered during training cannot be accessed, which is required for constructing data-driven hash functions.

The locality sensitive hash family, $\mathcal{H}$ has to satisfy certain constraints mentioned in (Indyk and Motwani, 1998) for nearest neighbor retrieval. The LSH Index maps each point $p$ into a bucket in a hash table with a label $g(p) = (h_1(p), h_2(p), \ldots, h_k(p))$, where $h_1, h_2, \ldots, h_k$ are chosen independently with replacement from $\mathcal{H}$. We generate $l$ different hash functions of length $k$ given by $G_j(p) = (h_{1j}(p), h_{2j}(p), \ldots, h_{kj}(p))$ where $j = 1, 2, \ldots, l$ denotes the index of the hash table. Given a collection of data points $C$, we hash them into $l$ hash tables by concatenating randomly sampled $k$ hash functions from $\mathcal{H}$ for each hash table. While returning the nearest neighbors of a query $Q$, it is mapped into a bucket in each of the $l$ hash tables. The union of all points in the buckets $G_j(Q), j = 1, 2, \ldots, l$ is returned. Therefore, all points in the collection $C$ is not scanned and the query is executed in sub-linear time. The storage overhead for LSH is sub-quadratic in $n$, the number of points in the collection $C$.

LSH Forests (Bawa et al., 2005) are an improvement over LSH Index which relaxes the constraints on hash family $\mathcal{H}$ with better practical performance guarantees. LSH Forests utilizes $l$ prefix trees (LSH trees) instead of having hash tables, each constructed from independently drawn hash functions from $\mathcal{H}$. The hash function of each prefix tree is of variable length ($k$) with an upper bound $k_m$. The length of the hash label of a point is increased whenever a collision occurs to form leaf nodes from the parent node in the LSH tree. For $m$ nearest neighbour query of a point $p$, the $l$ prefix trees are traversed in a top-down manner to find the leaf node with highest similarity with point $p$. From the leaf node, we traverse in a bottom-up fashion to collect $M$ points from the forest, where $M = cl$, $c$ being a small constant. It has been shown in (Bawa et al., 2005), that for practical cases the LSH Forests execute each query in constant time with storage cost linear in $n$, the number of points in the collection $C$.

Instance-based transfer learning: Instance-based transfer learning has been extensively studied in literature (Zadrozny, 2004) (Gretton et al., 2009) (Huang et al., 2007) (Sugiyama et al., 2008) (Dai et al., 2007). These methods primarily focus on the problem of distribution mismatch between data from two different sources. They also assume that the training instances are sampled from a homogenous distribution and have the same target label space. In our approach, we are not assuming any constraints on the distribution of data or label space, our only assumption is that the datasets should have certain feature overlap in some embedding space. The feature overlap may not necessarily be substantial, as we also enforce the instance representations to be similar using a penalty function. The penalty function performs structural transformation of the feature space, which is usually an attribute of feature-
3 Proposed Model

Given the data \( x \) with the ground truth \( y \), supervised learning models aim to find the parameters \( \Theta \) that maximizes the log-likelihood as
\[
\Theta = \arg\max_{\Theta} \log P(y|x, \Theta).
\] (1)

To augment the learning by infusing similar source instances latent representations, a latent vector from source dataset \( z_s \) is retrieved using the data sample \( x_t \) (target dataset instance). Thus, our modified objective function can be expressed as
\[
\max_{\Theta} P(y|x_t, z_s, \Theta).
\] (2)

To enforce latent representations of the instances to be similar, for better generalization across the tasks, we add a suitable penalty to the objective. The modified objective then becomes,
\[
\Theta = \arg\max_{\Theta} \log P(y|x_t, z_s, \Theta) - \lambda \mathcal{L}(z_s, z_t)
\] (3)

where \( \mathcal{L} \) is the penalty function and \( \lambda \) (scale-factor) is a hyperparameter.

The subsequent sections focus on the methods to retrieve instance latent vector \( z_s \) using the data sample \( x_t \). It is important to note that, we do not assume any structural form for \( P \). Hence the proposed method is applicable to augment any supervised learning setting with any form for \( P \). In the experiments we have used softmax using the bi-LSTM (Greff et al., 2015) encodings of the input as the form for \( P \). Any state of the art text encoding scheme (Le and Mikolov, 2014) can be used here instead. The schematic representation of the model is shown in Figure 1. In the following section, we discuss the in-detail working of individual modules in Figure 1 and formulation of the penalty function \( \mathcal{L} \).

**Sentence Encoder**: The purpose of this module is to create a vector in some latent space, encoding the semantic context of a sentence from the input sequence of words. The context vector \( c \) is obtained from an input sentence which is a sequence of word vectors \( x = (x_1, x_2, \ldots, x_T) \), using a bi-LSTM (Sentence Encoder shown in Figure 1) as
\[
h_t = f(x_t, h_{t-1}),
\] (4)
where \( h_t \in \mathbb{R}^n \) is the hidden state of the bi-LSTM at time \( t \) and \( n \) is the embedding size. We combine the states at multiple time steps using a linear function \( g \). We have,
\[
o = g(h_1, \ldots, h_T), \quad c = \text{ReLU}(o^T W),
\] (5)
where \( W \in \mathbb{R}^{n \times m} \) and \( m \) is a hyper parameter representing the dimension of the context vector. \( g \) in our experiments is set as
\[
g(h_1, h_2, \ldots, h_T) = \frac{1}{T} \sum_{t=1}^{T} h_t.
\] (6)

The bi-LSTM module is responsible for generating the context vector \( c \) is pre-trained on the target classification task. A separate bi-LSTM module (sentence encoder for the source dataset) is trained on the source classification task. In our experiments we used similar modules for creating the instance embeddings of the source and target dataset, this is not constrained by the method and different modules can be used here.
**Instance Retrieval:** Using the obtained context vector $c_t$ (in Equation 5) corresponding to a target instance as a query, $k$-nearest neighbours are searched from the source dataset $(z^s_1, z^s_2, \ldots, z^s_k)$ using Locality Sensitive Hashing (LSH). The search mechanism using LSH takes constant time in practical scenarios (Bawa et al., 2005) and therefore does not affect the training duration by large margins. Although LSH returns approximate nearest neighbors, it doesn’t introduce any extra loss compared to exact nearest neighbor retrieval in our model, as our objective is to retrieve similar instances in order to determine the class label. Even if the ranking of the instances retrieved are not accurate, retrieving multiple instances ($k$) reduces the chance of missing out very similar instances. The retrieved source dataset instance embeddings receive attention $\alpha^s_i$, using soft-attention mechanism based on inner product similarity given as,

$$\alpha^s_i = \frac{\exp(c^T_i z^s_i)}{\sum_{j=1}^{k} \exp(c^T_i z^s_j)} , \quad (7)$$

where $c_t \in \mathbb{R}^m$ and $z^s_1, z^s_2 \in \mathbb{R}^m$.

The fused instance embedding vector $z_s$ formed after soft attention mechanism is given by,

$$z_s = \sum_{i=1}^{k} \alpha^s_i z^s_i , \quad (8)$$

where $z_s \in \mathbb{R}^m$. The retrieved instance is concatenated with the context vector $c$ (in Equation 5) as $s = [c_t, z_s]$ and $y = \text{softmax}(s^T W^{(1)})$, (9)

where $W^{(1)} \in \mathbb{R}^{2m \times u}$, $y$ is the output of the final target classification task. This model is then trained jointly with the initial parameters from the pre-trained classification module. The pre-training of the classification module is necessary because if we start from a randomly initialized context vector $c_t$, the LSH Forest retrieves arbitrary vectors and the model as a whole fails to converge. As the error only propagates through the attention values and penalty function it is impossible to simultaneously rectify the query and search results of the hashing mechanism.

It is important to note that the proposed model adds only a limited number of parameters over the baseline model. The extra trainable weight matrix in the model is $W^{(1)} \in \mathbb{R}^{2m \times u}$, adding only $2m \times u$, where $m$ is the size of the context vector $c$ and $u$ is the number of classes.

**Penalty Function:** In instance-based learning, a test instance is assigned the label of the majority of its nearest-neighbour instances. This follows from the fact that similar instances belong to the same class distribution. Following the retrieval of latent vector embeddings from the source dataset, the target latent embedding is constrained to be similar to the retrieved source instances. In order to enforce this, we introduce an additional penalty along with the loss function (shown in Figure 1).

The modified objective function is given as

$$\min_{\theta} L(y, y_t) + \lambda ||z_s - z_t||^2_F , \quad (10)$$

where $|| \cdot ||_F$ stands for Frobenius norm of a matrix, $y$ and $z_s$ are the outputs of the model and retrieved latent embedding respectively, $y_t$ is the label, $\lambda$ is the scale factor and $z_t$ is the latent vector embedding of the target instance. $L(\cdot)$ in the above equation denotes the loss function used to train the model (depicted as $L(\cdot)$ in Figure 1) and $\theta$ denotes the model parameters. The additional penalty term enables the latent vectors to be similar across multiple datasets, which aids performance in the subsequent stages.

### 4 Experiments & Results

The experiments are designed in a manner to compare the performance of the baseline model with that of external dataset augmented model. A simple bi-LSTM (target-only) model is trained without consideration for source-domain instances (no source-instance retrieval branch included into the network), which acts as the baseline. The embeddings of the source instances are also trained using bi-LSTM classifier. The only constraint on the embeddings is that their shape should be same across multiple domain for LSH search to take place. Our experiments show performance enhancement across several datasets by incorporating relevant instance information from a source dataset in varying setups. Our experiments also illustrate that our proposed model continues to perform better even when the size of training set is reduced, thereby reducing the dependence on labeled data. We also demonstrate the efficacy of our model through latent vector visualizations.

**Datasets & Setup:** For our experiments, we have chosen three popular publicly-available news classification datasets (a) 20 Newsgroups
Table 1: Classification accuracies and F1-Scores for news article classifications for different source and target domains. The first row corresponds to the baseline performance trained on the target dataset. The next two rows show the performance of instance-infusion method with and without the penalty function.

<table>
<thead>
<tr>
<th>METHOD</th>
<th>NEWS20</th>
<th>BBC</th>
<th>#Classes</th>
</tr>
</thead>
<tbody>
<tr>
<td>Bi-LSTM (target only)</td>
<td>65.17</td>
<td>0.6328</td>
<td>91.33</td>
</tr>
<tr>
<td>Instance-Infused Bi-LSTM</td>
<td>76.44</td>
<td>0.7586</td>
<td>95.35</td>
</tr>
<tr>
<td>Instance-Infused Bi-LSTM (with penalty)</td>
<td>78.29</td>
<td>0.7773</td>
<td>96.09</td>
</tr>
</tbody>
</table>

Table 2: Dataset Specifications

<table>
<thead>
<tr>
<th>Dataset</th>
<th>Train Size</th>
<th>Test Size</th>
<th>#Classes</th>
</tr>
</thead>
<tbody>
<tr>
<td>News20</td>
<td>18000</td>
<td>2000</td>
<td>20</td>
</tr>
<tr>
<td>BBC</td>
<td>2000</td>
<td>225</td>
<td>5</td>
</tr>
<tr>
<td>BBC Sports</td>
<td>660</td>
<td>77</td>
<td>5</td>
</tr>
</tbody>
</table>

The mentioned datasets do not have a dedicated test set, so the evaluations were performed using k-fold cross validation scheme. All performance scores that are reported in this paper are the mean performance over all the folds.

Table 3: Hyper-parameters which were used in experiments for News20, BBC & BBC-Sports

<table>
<thead>
<tr>
<th>Parameter</th>
<th>News20</th>
<th>BBC</th>
<th>BBC-Sports</th>
</tr>
</thead>
<tbody>
<tr>
<td>Batch size</td>
<td>256</td>
<td>32</td>
<td>16</td>
</tr>
<tr>
<td>Learning rate</td>
<td>0.01</td>
<td>0.01</td>
<td>0.01</td>
</tr>
<tr>
<td>Word vector dim</td>
<td>300</td>
<td>300</td>
<td>300</td>
</tr>
<tr>
<td>Latent dim (m)</td>
<td>50</td>
<td>50</td>
<td>50</td>
</tr>
<tr>
<td># Neighbours (k)</td>
<td>5</td>
<td>5</td>
<td>5</td>
</tr>
<tr>
<td>Scale factor (λ)</td>
<td>10^{-4}</td>
<td>10^{-4}</td>
<td>10^{-4}</td>
</tr>
<tr>
<td># Epochs</td>
<td>30</td>
<td>20</td>
<td>20</td>
</tr>
</tbody>
</table>

Table 4: Results

<table>
<thead>
<tr>
<th>METHOD</th>
<th>NEWS20</th>
<th>BBC</th>
<th>#Classes</th>
</tr>
</thead>
<tbody>
<tr>
<td>Bi-LSTM (target only)</td>
<td>65.17</td>
<td>0.6328</td>
<td>91.33</td>
</tr>
<tr>
<td>Instance-Infused Bi-LSTM</td>
<td>76.44</td>
<td>0.7586</td>
<td>95.35</td>
</tr>
<tr>
<td>Instance-Infused Bi-LSTM (with penalty)</td>
<td>78.29</td>
<td>0.7773</td>
<td>96.09</td>
</tr>
</tbody>
</table>

The word embeddings were randomly initialized and trained along with the model. The learning rate is regulated over the training epochs, it is decreased to 0.3 times its previous value every 10 epochs. The relevant hyper-parameters are listed in Table 3.

Results: Table 1 shows the details results of our approach for all the datasets. The source and target are chosen in such a manner so that the source dataset is able to provide relevant information. In Table 1, we have shown improvements by a high margin for all datasets. For 20Newsgroups the improvement over baseline model is 12%, BBC and BBC Sports datasets show an improvement of 5%. As the proposed approach is independent of the source encoding procedure, the source instance embeddings are kept constant during training, source instances from multiple datasets can be incorporated. In the subsequent sections, we describe various setups to prove the efficacy of our model.

Instance Infusion from Same Dataset: We study the results of using the target dataset as the source for instance retrieval. This setting is same as the conventional instance-based learning setup. However, our approach not only uses the instance based information, but also leverage the macro statistics of the target dataset. The intuition behind this experimental setup is that instances from the same dataset is also useful in modeling other instances especially when a class imbalance exists in the target dataset. In this experimental setup, the nearest neighbour retrieved is ignored as it would be same as the instance sample being modeled during training. The performance of this setup is shown in Table 4.

Dataset Reduction with Single Source: We will discuss a set of experiments performed to support our hypothesis that the proposed model is capable of reducing the dependency on labeled instances. In these set of experiments, we show that the cross-dataset augmented models perform sig-
Figure 2: Accuracy Plot over dataset fractions for baseline and proposed model for (a) News20 (b) BBC (c) BBC Sports datasets. The proposed approach (in blue) beats the baseline (in red) performance by a significant margin across varying dataset fractions for all datasets.

<table>
<thead>
<tr>
<th>Dataset</th>
<th>Acc</th>
<th>F1</th>
<th>Source</th>
</tr>
</thead>
<tbody>
<tr>
<td>News20</td>
<td>77.51</td>
<td>0.7707</td>
<td>News20</td>
</tr>
<tr>
<td>BBC</td>
<td>96.17</td>
<td>0.9606</td>
<td>BBC</td>
</tr>
<tr>
<td>BBC Sports</td>
<td>90.63</td>
<td>0.8931</td>
<td>BBC Sports</td>
</tr>
</tbody>
</table>

Table 4: Test Accuracy for proposed model using instances from the same target dataset

significantly better than baseline models when varying fractions of the training data is used. Figure 2 shows the variation of instance-infused bi-LSTM and bi-LSTM (target-only) performance for 20Newsgroups, BBC and BBC Sports datasets. In these set of experiments 20Newsgroups had BBC, BBC had 20Newsgroup and BBC Sports had BBC as source dataset. As shown in the plot, 0.3, 0.5, 0.7, 0.9 and 1.0 fraction of the dataset are used for performance analysis. The dashed line in the plots indicates the baseline model performance with 100% dataset support. It is observed that the performance of instance-infused bi-LSTM with 70% dataset, is better than the baseline model trained on the entire dataset. This observation shows that our proposed approach is successful in reducing the dependency on the training examples by at least 30% across all datasets.

Dataset Reduction with Multiple Source: We design an experimental setup in which only 0.5 fraction of the target dataset is utilized and study the influence of multiple source dataset infusion. Table 6 compares the results, when single source and multiple source datasets are used for 50% dataset fraction. The results improves as and when more source datasets are used in the infusion process. This can be effectively leveraged for improving the performance of very lean datasets, by heavily deploying large datasets as source. For the single source setup, the same source datasets are used as mentioned in results section. In multiple source experiment setup, for a given target dataset the other two datasets are used as source.

**Comparative Study:** Table 5 gives the experimental results for our proposed approach, baselines and other conventional learning techniques on the 20 Newsgroups, BBC and BBC Sports datasets. Literature involving these datasets mostly focus on non-deep learning based approaches, we compare our results with some popular conventional learning techniques. The experiments involving conventional learning were performed using scikit-learn (Pedregosa et al., 2011) library in Python. For the k-NN-ngram experiments, the number of nearest neighbours $k$ was set to 5. In Table 5, the models studied are Multinomial Naive Bayes, $k$-nearest neighbour classifier, Support Vector Machine (SVM) (Bishop, 2006) and Random Forests Classifier. The input vectors were initialized using n-grams, bi-gram or term frequency-inverse document frequency (tf-idf). For the mentioned datasets, conventional models outperform our baseline Bi-LSTM model, however upon instance infusion the deep learning based model is able to achieve competitive performance across all datasets. Moreover by instance infusion the simple bi-LSTM model approaches the classical models in performance on News20 and BBC Sports dataset, whereas on BBC Dataset the proposed instance infused bi-LSTM model beats all the mentioned models. The improvement by instance infusion is 13% for News20, 5% for BBC and 8% for BBC Sports datasets. The

---
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Table 5: Comparison of results using other learning schemes on News20, BBC and BBC Sports datasets. Our approach achieves competitive performance compared to other methods across all datasets.

<table>
<thead>
<tr>
<th>Model</th>
<th>News20 Accuracy</th>
<th>F1-Score</th>
<th>BBC Accuracy</th>
<th>F1-Score</th>
<th>BBC Sports Accuracy</th>
<th>F1-Score</th>
</tr>
</thead>
<tbody>
<tr>
<td>k-NN-ngrams</td>
<td>35.25</td>
<td>0.3566</td>
<td>74.61</td>
<td>0.7376</td>
<td>94.59</td>
<td>0.9487</td>
</tr>
<tr>
<td>Multinomial NB-Bigram</td>
<td><strong>79.21</strong></td>
<td><strong>0.7841</strong></td>
<td>95.96</td>
<td>0.9575</td>
<td>95.95</td>
<td>0.9560</td>
</tr>
<tr>
<td>SVM-Bigram</td>
<td>75.04</td>
<td>0.7474</td>
<td>94.83</td>
<td>0.9456</td>
<td>93.92</td>
<td>0.9393</td>
</tr>
<tr>
<td>SVM-ngrams</td>
<td>78.60</td>
<td>0.7789</td>
<td>95.06</td>
<td>0.9484</td>
<td>95.95</td>
<td>0.9594</td>
</tr>
<tr>
<td>Random Forests-Bigram</td>
<td>69.01</td>
<td>0.6906</td>
<td>87.19</td>
<td>0.8652</td>
<td>85.81</td>
<td>0.8604</td>
</tr>
<tr>
<td>Random Forests-ngrams</td>
<td>78.36</td>
<td>0.7697</td>
<td>94.83</td>
<td>0.9478</td>
<td>94.59</td>
<td>0.9487</td>
</tr>
<tr>
<td>Random Forests-tf-idf</td>
<td>78.6</td>
<td>0.7709</td>
<td>95.51</td>
<td>0.9547</td>
<td><strong>96.62</strong></td>
<td><strong>0.9660</strong></td>
</tr>
<tr>
<td>Bi-LSTM</td>
<td>65.17</td>
<td>0.6328</td>
<td>91.33</td>
<td>0.9122</td>
<td>84.22</td>
<td>0.8395</td>
</tr>
<tr>
<td>Instance-Infused Bi-LSTM</td>
<td>78.29</td>
<td>0.7773</td>
<td><strong>96.09</strong></td>
<td><strong>0.9619</strong></td>
<td>91.56</td>
<td>0.9100</td>
</tr>
</tbody>
</table>

Table 6: Test Accuracy using instances from multiple source datasets with 50% target dataset

<table>
<thead>
<tr>
<th>Dataset</th>
<th>Single Source Acc</th>
<th>F1</th>
<th>Multiple Source Acc</th>
<th>F1</th>
</tr>
</thead>
<tbody>
<tr>
<td>News20</td>
<td>61.72</td>
<td>0.6133</td>
<td>67.32</td>
<td>0.6650</td>
</tr>
<tr>
<td>BBC</td>
<td>91.01</td>
<td>0.9108</td>
<td>91.41</td>
<td>0.9120</td>
</tr>
<tr>
<td>BBC Sports</td>
<td>81.72</td>
<td>0.7990</td>
<td>82.81</td>
<td>0.8027</td>
</tr>
</tbody>
</table>

It is evident from the figure that even with 30% and 50% of the data instance infusion tries to make the embedding distribution similar to Figure 3 (f) as seen in Figure 3 (b) and (d), when the bi-LSTM (target-only) instances representations in Figure 3 (a) and (c) are quite different. This illustrates that by instance infusion the latent space evolves faster to the better performing shape compared to the scenario where no instance infusion is done.

**Visualization:** We show visualizations of latent space embeddings formed using bi-LSTM (target only) and with instance infusion. In Figure 3, the latent vector embeddings of BBC Sports dataset with News20 support is shown for 0.3 in (a) & (b), 0.5 in (c) & (d) and 0.7 in (e) & (f), fraction of the target training dataset (BBC Sports). Figure 3 (f) is the embeddings representation with 70% data for which best performance (among the 6 visualizations) is observed.

It is evident from the figure that even with 30% and 50% of the data instance infusion tries to make the embedding distribution similar to Figure 3 (f) as seen in Figure 3 (b) and (d), when the bi-LSTM (target-only) instances representations in Figure 3 (a) and (c) are quite different. This illustrates that by instance infusion the latent space evolves faster to the better performing shape compared to the scenario where no instance infusion is done.

**Visualization:** We show visualizations of latent space embeddings formed using bi-LSTM (target only) and with instance infusion. In Figure 3, the latent vector embeddings of BBC Sports dataset with News20 support is shown for 0.3 in (a) & (b), 0.5 in (c) & (d) and 0.7 in (e) & (f), fraction of the target training dataset (BBC Sports). Figure 3 (f) is the embeddings representation with 70% data for which best performance (among the 6 visualizations) is observed.
5 Related Work

The motivation behind our model comes from memory networks (Graves et al., 2014) that have an augmented long-term memory component and our model follows the general workflow in (Weston et al., 2014; Sukhbaatar et al., 2015). In our work we have incorporated instance level information using content-based attention from support dataset memory. Attention based approaches are widely used in text analysis (Bahdanau et al., 2014; Lin et al., 2017). This approach has gained popularity in works with limited sample space. (Vinyals et al., 2016) uses a similar approach for one-shot learning however they form inference based on only support instance labels. (Snell et al., 2017) extends the idea to few shot learning in a discriminative manner by measuring distance from a class representative from a support set. (Triantafillou et al., 2017) introduced a scoring function to rank instances in a batch and optimize mean Average Precision (mAP) for few-shot learning. (Edwards and Storkey, 2016) used a generative approach for selecting representative samples for inference.

In our work, like memory network we maintain a fixed long term memory from source dataset but do not perform any modifications to it during training. We sample instances from the memory using content-based similarity but our model does not access labels like few-shot learning techniques. We present our work as a generalized approach for transfer learning across datasets sharing a common domain.

6 Conclusion & Future Work

In this work, we posit that while learning from a training data, infusion of instance level local information from an external data will improve the performance of learning algorithm, which we show through extensive experimentation on our proposed model. Although instance based learning is extensively studied in AI literature, this has rarely been used in a deep learning setup for transfer learning. An aspect of work which can be pursued to improve our setup is to incorporate a sophisticated search paradigm for instance retrieval in order to reduce latency. In this work, we have shown that our method is able to reduce the dependency on labeled data, which can also be extended to analyse performance in an unsupervised setup. Improved feature modification techniques can be augmented along with the search module in order to enhance the query formulation. We also assumed that the datasets share a common domain, in future work means to tackle domain discrepancy needs to be formulated to incorporate instances from a range of datasets.
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Abstract

Grapheme-to-phoneme conversion (g2p) is the task of predicting the pronunciation of words from their orthographic representation. Historically, g2p systems were transition- or rule-based, making generalization beyond a monolingual (high resource) domain impractical. Recently, neural architectures have enabled multilingual systems to generalize widely; however, all systems to date have been trained only on spelling-phoneme pairs. We hypothesize that the sequences of IPA characters used to represent pronunciation do not capture its full nuance, especially when cleaned to facilitate machine learning. We leverage audio data as an auxiliary modality in a multi-task training process to learn a more optimal intermediate representation of source graphemes; this is the first multimodal model proposed for multilingual g2p. Our approach is highly effective: on our in-domain test set, our multimodal model reduces phoneme error rate to 2.46%, a more than 65% decrease compared to our implementation of a unimodal spelling-phoneme model—which itself achieves state-of-the-art results on the Wiktionary test set. The advantages of the multimodal model generalize to wholly unseen languages, reducing phoneme error rate on our out-of-domain test set to 6.39% from the unimodal 8.21%, a more than 20% relative decrease. Furthermore, our training and test sets are composed primarily of low-resource languages, demonstrating that our multimodal approach remains useful when training data are constrained.

1 Introduction

Graphemic and phonemic representations of words are often no more than loosely related within languages and can be in direct contradiction between them. These inconsistencies introduce errors into any application of speech technology which has to convert between these two representations: namely text-to-speech and speech-recognition systems.

Very early grapheme to phoneme systems were monolingual and often restricted to English due to dataset availability (Weide, 1998; Kingsbury et al., 1997; Sejnowski, 1987). These early systems were designed to address the problem of intra-language discrepancies through rule based transition systems. These systems required painstaking tailoring to individual languages, and their performance was largely limited to that language’s domain. Recent work has extended finite state automata constructed in this way for high resource languages to very similar low resource languages by applying distance metrics and linguistic expertise (Deri and Knight, 2016), but this approach is limited in application and performance.

Relieving some of the burden of technical expertise, statistical methods surpassed rule-based ones, with emphasis on joint sequence modeling (Chen, 2003; Bisani and Ney, 2008; Jiampojamarn et al., 2007). These methods improved performance, but they mandate explicit training alignments. This can be avoided by using neural attentional models, as in Toshniwal and Livescu (2016). Their work makes clear the parallel between this sequence prediction task and more traditional machine translation; this parallel inspires the model proposed in Peters et al. (2017), which, motivated by similarities in vocabularies, spellings, writing systems, and phonemic inventories between low and high resource languages, applies multilingual MT techniques to train a massively multilingual g2p system.

This application is effective, but it—like all work on this task before it—neglects perhaps the most rich source of information on pronunciation available: speech data. All existing grapheme to phoneme systems have been trained on spelling-
pronunciation data alone, neglecting the audio modality largely due to constraints imposed by available datasets. Suspecting that the preprocessed IPA sequences used to represent pronunciation encode it insufficiently, we propose to learn more optimal grapheme representations and thus make more accurate phoneme predictions by novelly leveraging an auxiliary audio modality as part of a multi-task training process.

2 Datasets

We discuss two datasets in this paper. We focus on the newer Wilderness dataset (Black, 2019), which is multilingual and contains paired text and speech data. We compare results of our multimodal model with all baselines on the Wilderness data. We also include the Wiktionary dataset (Deri and Knight, 2016), which consists of textual data only, because it has been commonly used in prior works on multilingual g2p systems. Wiktionary and Wilderness have incompatible IPA character sets which prevent us from training a model on Wilderness and testing with Wiktionary. We report baseline results only on Wiktionary to offer an approximate means of comparison between the two datasets.

2.1 Wiktionary

The Wiktionary dataset, introduced in Deri and Knight (2016), consists of single word spelling-pronunciation pairs scraped from the open-source multilingual dictionary maintained by Wikimedia. Entries are extracted from high resource language sites, which have instances for multiple languages. This heavily biases the distribution, with English, French, and German accounting for 51% of all pairs. Filtering for length, each Wiktionary pronunciation is mapped to Phoible phonemes after accounting for a phoneme distance metric original to this work. Following Peters et al. (2017), we use the cleaned pronunciations and randomly sample 10% of the corpus’ training split to use for validation.

<table>
<thead>
<tr>
<th></th>
<th>Train</th>
<th>Test</th>
</tr>
</thead>
<tbody>
<tr>
<td>Languages</td>
<td>311</td>
<td>507</td>
</tr>
<tr>
<td>Words</td>
<td>631,828</td>
<td>25,894</td>
</tr>
<tr>
<td>Scripts</td>
<td>42</td>
<td>45</td>
</tr>
</tbody>
</table>

Table 1: Corpus statistics for Wiktionary dataset

2.2 Wilderness

We use the CMU Wilderness dataset\(^1\), introduced in Black (2019), which contains of audio, aligned text, and word pronunciations for over 700 languages. The source material consists of versions of the New Testament, which speakers read in their own language. Pronunciations are generated from the audio by an HMM aligner and are transcribed in X-SAMPA (Wells, 1995), an extension of the Speech Assessment Methods Phonetic Alphabet (SAMPA). X-SAMPA was used to encode symbols of the International Phonetic Alphabet (IPA) into 7-bit ASCII before the advent of Unicode. We convert the X-SAMPA representations into true IPA characters.

We represent the audio data from the CMU Wilderness dataset as 39-dimensional MFCC (Mel Frequency Cepstral Coefficients) features (Sahidullah and Saha, 2012; Zheng et al., 2001; Ganchev et al., 2005; Itticaichareon et al., 2012), a spectral-based parameter commonly used to vectorize audio data which represents the short-term power spectrum of an audio stream. The first 13 dimensions are the Mel frequency cepstral coefficients of the first 13 coefficients of the Fourier transform of the audio stream. The next 13 dimensions are the time-derivatives of those coefficients, and the last 13 are the double time-derivatives. The first 13 dimensions were calculated with the Librosa python package (McFee et al., 2015) method `librosa.feature.mfcc`. Other dimensions were calculated with the `librosa.feature.delta` method.

Directly comparing those dimensions has no physical meaning, so we normalize those features as

\[
f_{i,u} \rightarrow \frac{f_{i,u} - \min_{u' \in U}(f_{i,u'})}{\max_{u' \in U}(f_{i,u'}) - \min_{u' \in U}(f_{i,u'})} \cdot 0.95^i
\]

where \(U\) are the utterances and \(i \in \{1 .. 39\}\). We used a sliding window of 25ms with 10ms stride. MFCCs are not the only way to vectorize audio data, and they are not necessarily the best, but they are a sufficient representation to facilitate our experiments.

The Wilderness dataset ranks the quality of alignment for a language on the basis of the reconstruction score over a held out test set for a

\(^1\)https://github.com/festvox/datasets-CMU_Wilderness
grapheme-based speech synthesizer trained on the remaining language data. Reconstruction score is measured in Mel Cepstral Distortion (MCD) (Toda et al., 2007), a scaled Euclidean distortion metric for comparing synthesized utterances to true ones. Lower is better. For this dataset, when MCD scores are less than 7, the synthesized outputs are usually intelligible, and when they are less than 6, the outputs are easily understood. We chose languages with MCD scores less than 6 for our experiments; see Table 2 for more on these languages.

Resources constrain our experiments to a total of 20 languages out of the available 700. Ten of those languages are used for training, development, and in-domain (ID) experiments; the remaining ten are used for out-of-domain (OoD) experiments. Fifteen different language families are represented. For training and validation, 1000 and 100 utterances are used for each ID language respectively. Note that all languages trained on are themselves low resource—a major departure from previous work. For more details on each of the languages, as well as expansions of the abbreviations, see Table 9 at the end of the paper.

<table>
<thead>
<tr>
<th>In-Domain</th>
<th>Out-of-Domain</th>
</tr>
</thead>
<tbody>
<tr>
<td>Language</td>
<td>MCD</td>
</tr>
<tr>
<td>SHIRBD</td>
<td>4.96</td>
</tr>
<tr>
<td>COKWBT</td>
<td>5.37</td>
</tr>
<tr>
<td>LTNNVV</td>
<td>5.82</td>
</tr>
<tr>
<td>XMMLAI</td>
<td>5.20</td>
</tr>
<tr>
<td>TS1BSM</td>
<td>5.24</td>
</tr>
<tr>
<td>GAGIBT</td>
<td>5.26</td>
</tr>
<tr>
<td>KNETBL</td>
<td>5.68</td>
</tr>
<tr>
<td>TPPBL</td>
<td>5.72</td>
</tr>
<tr>
<td>HAUCLV</td>
<td>5.74</td>
</tr>
<tr>
<td>ESSWYI</td>
<td>5.79</td>
</tr>
</tbody>
</table>

Table 2: MCD scores for Wilderness languages

<table>
<thead>
<tr>
<th>Verses</th>
<th>Words</th>
<th>Length (min)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Train</td>
<td>10,000</td>
<td>139,796</td>
</tr>
<tr>
<td>Dev</td>
<td>1,000</td>
<td>13,937</td>
</tr>
<tr>
<td>ID Test</td>
<td>1,000</td>
<td>13,815</td>
</tr>
<tr>
<td>OoD Test</td>
<td>1,000</td>
<td>15,418</td>
</tr>
</tbody>
</table>

Table 3: Statistics for Wilderness-based corpus

### 3 Baseline

Multilingual neural machine translation techniques have recently been applied to the g2p problem (Peters et al., 2017) to accommodate the lack of data for low-resource languages. With many low-resource languages sharing similar writing systems with high-resource languages, orthographic representations of words in any language are mapped to the corresponding phonemic representations in a multisource sequence-to-sequence model. We reproduce their architecture as our performance baseline using OpenNMT (Klein et al., 2017) on the Wiktionary and Wilderness datasets. Briefly, the source graphemes (augmented with language tags) and target phonemes are first processed as character-based embedding sequences. The model uses an encoder-decoder structure and the global attention layer proposed by Luong et al. (2015). We selected this model because it achieved state-of-the-art results on Wiktionary and represents a strong baseline for sequence-to-sequence model performance on g2p.

Two common evaluation metrics for g2p models are Phoneme Error Rate (PER) and Word Error Rate (WER). Phoneme Error Rate represents the Levenshtein distance over the target and predicted phonemes, normalized by the target sequence length. Word Error Rate represents the percentage of predicted phoneme words which do not exactly match their target phoneme words. For our experiments, we extend the concept of Word Error Rate to a metric that we term Sequence Error Rate (SER), which measures the percentage of incorrectly predicted phoneme sequences. This alteration is necessary because Wilderness utterances consist of multiple words, and the phoneme sequences are not segmented by word.

<table>
<thead>
<tr>
<th>Examples</th>
<th>SER</th>
<th>PER</th>
</tr>
</thead>
<tbody>
<tr>
<td>Example #1: ‘An example’</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Predicted: [ɔ n i g z ə m p o l]</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Gold: [ɔ n i g z ə m p o l]</td>
<td>0.00</td>
<td>0.00</td>
</tr>
<tr>
<td>Example #2: ‘And a second’</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Predicted: [ə n d ə s k ə n]</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Gold: [ə n d ə s k ə n d]</td>
<td>100.00</td>
<td>20.00</td>
</tr>
</tbody>
</table>

Table 4: Examples for SER and PER calculations
and SER are functionally identical for Wiktionary, which comprises single-word grapheme-phoneme pairs.

We note that other multilingual g2p systems exist, such as Deri and Knight (2016) and Epitran (Mortensen et al., 2018), although we do not include these systems in the results. The Peters et al. (2017) model previously outperformed the Deri and Knight (2016) system on Wiktionary by a significant margin, and Epitran is a rule-based system that does not support the vast majority of the low-resource languages we use.

4 Multimodal Approach

Multimodal models have been frequently explored for feature mining (e.g., text, image, audio). Multimodal learning commonly focuses on three areas: fusion of information, cross-modality learning, and shared representation mining (Ngiam et al., 2011). A deep multimodal learning method for automatic speech recognition was designed (Mroueh et al., 2015) to fuse both audio and visual modalities. In this case, the latent audio and video features were concatenated and used jointly for the prediction of speech. Recent work on multimodal sentiment analysis (Pham et al. (2018b) and Pham et al. (2018a)) demonstrated that an auxiliary task of translating from a source to one or more target modalities results in a joint representation that captures interactions between the modalities. We base our model on this approach and apply it to a sequence prediction task on multilingual data.

We develop a recurrent sequence-to-sequence model with attention that learns a robust joint representation for graphemes and speech data across multiple languages, which is then used to predict a phoneme sequence given only graphemes. We hypothesize that the inclusion of the speech modality will enable the model to learn a better multilingual representation than text alone, and that a multimodal representation will generalize to unseen languages better than a text-only model. A key feature of our model is that speech data are only required for training; during inference the model only uses grapheme inputs.

Our model is an LSTM sequence-to-sequence model with a single encoder and two decoders (Figure 1). One decoder predicts MFCC coefficients from graphemes (auxiliary task) and the other predicts IPA character sequences (primary task). Each task corresponds to a separate loss function.

During training, three sequences are available to the model: grapheme characters $X_t$, speech MFCCs $S_t$, and phoneme characters $Y_t$. The encoder is a biLSTM, with the output based on the previous hidden state and the current grapheme character in the input sequence:

$$h_{e,t} = LSTM(h_{e,t-1}, X_t)$$ (1)

The decoders use the same basic architecture with minor differences. The MFCC decoder consists of an LSTM whose input is a concatenation of the previous MFCC output $S_{t-1}$ and previous attention context $a_{s,t-1}$. The LSTM hidden state is fed to an MLP to produce the attention query $q_{s,t}$. The sequence of encoder hidden states is passed through two separate MLPs to obtain attention keys and values $K$ and $V$. A dot-product global attention mechanism from Vaswani et al. (2017) follows. The resulting attention context $a_{s,t}$ is then projected by MLP down to a 39-dimension MFCC vector $\hat{S}_t$.

$$h_{s,t} = LSTM(h_{s,t-1}, [\hat{S}_{t-1}; a_{s,t-1}])$$ (2)
$$q_{s,t} = MLP(h_{s,t})$$ (3)
$$K, V = MLP(h_e), MLP(h_e)$$ (4)
$$a_{s,t} = \sum softmax(q_{s,t}K^TV)$$ (5)
$$\hat{S}_t = MLP(a_{s,t})$$ (6)

The phoneme decoder follows the same design except that its output $\hat{Y}_t$ is a distribution over the IPA character vocabulary. No parameters are shared between the decoders.

$$h_{y,t} = LSTM(h_{y,t-1}, [\hat{Y}_{t-1}; a_{y,t-1}])$$ (7)
$$q_{y,t} = MLP(h_{y,t})$$ (8)
$$K, V = MLP(h_e), MLP(h_e)$$ (9)
$$a_{y,t} = \sum softmax(q_{y,t}K^TV)$$ (10)
$$\hat{Y}_t = softmax(MLP(a_{y,t}))$$ (11)

Model parameters are learned during training by empirical risk minimization over input graphemes and paired MFCC vectors and phoneme characters $\{X_t, S_t, Y_t\}$, across all languages in the training set. A separate loss is
calculated from the output of each decoder. We use mean-squared error as loss function $\ell_S$ for the MFCC output and cross-entropy as loss function $\ell_Y$ for the IPA output. The entire network is trained end-to-end using a weighted sum of the two losses where $\lambda$ is a hyperparameter.

$$L_S = \mathbb{E}[\ell_S(\hat{S}, S)]$$  \hspace{1cm} (12)

$$L_Y = \mathbb{E}[\ell_Y(\hat{Y}, Y)]$$  \hspace{1cm} (13)

$$L = L_Y + \lambda L_S$$  \hspace{1cm} (14)

The encoder learns a joint embedding that models interactions between the grapheme and speech modalities. This is accomplished via gradient descent, as parameter updates for the encoder and MFCC decoder are dependent on the grapheme and speech sequences. The model is then able to infer speech data when given only grapheme inputs. At test time, the model is given only grapheme inputs and the MFCC output is ignored. We then perform beam search over the IPA decoder output to generate the final predicted sequence.

5 Experiments

First, we implemented the Peters et al. (2017) baseline model separately on the Wiktionary and Wilderness datasets. We then trained two variants of our sequence-to-sequence model on the in-domain Wilderness data to compare the effects of the multimodal representation. The first variant was multimodal (referred to as the **Multimodal Model**). The parameters for this model are given in Table 5. The second variant was unimodal (referred to as the **Unimodal Model**) and treated as an additional baseline. During training for this model, the loss term for the MFCC decoder was ignored, so learned parameters were based solely on the grapheme inputs and phoneme outputs. The unimodal model also used the parameters given in the table, except the MSE loss weight was zero.

We selected layer size parameters for the both models that were similar to Peters et al. (2017) so that differences in performance could be more clearly attributed to the multimodal training process. We set teacher forcing to 90% so that the model’s inferences were not completely dependent on seeing correct labels at each time step. For the multimodal model, we weighted the MSE loss from MFCC prediction at 0.1 because it was an auxiliary objective, and the model’s learning process tended to be more stable when weighted lower than the primary cross-entropy objective. We used results from the dev set to choose this value. We also averaged the MFCC values over 10 consecutive frames; this helped the model to learn more quickly and allowed for larger batch sizes.

The models were each trained on all languages in the training set (i.e., each model was trained to be multilingual). The training set was shuffled so that there was no systematic ordering of languages during training. The models were then evaluated separately on the in-domain and out-of-domain test sets.

6 Results

The results on the Wilderness datasets are presented in Table 7. We are only able to provide a direct comparison between the performance of the baseline model and of our models on the Wilder-
ness data: the Wiktionary dataset uses a different and incompatible IPA character vocabulary, which prevents us from training a model on Wilderness and testing on Wiktionary. We report baseline results on Wiktionary to offer an approximate means of comparison between Wiktionary (an established dataset) and Wilderness, which is newly created.

Table 5: Multimodal Model Parameters

<p>| | |</p>
<table>
<thead>
<tr>
<th></th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td>Enc. type</td>
<td>biLSTM</td>
</tr>
<tr>
<td>Dec. type</td>
<td>LSTM</td>
</tr>
<tr>
<td>Enc. &amp; dec. layers</td>
<td>1</td>
</tr>
<tr>
<td>Attention type</td>
<td>Dot</td>
</tr>
<tr>
<td>Hidden layer size</td>
<td>128</td>
</tr>
<tr>
<td>Source emb. size</td>
<td>64</td>
</tr>
<tr>
<td>Target emb. size</td>
<td>64</td>
</tr>
<tr>
<td>Batch size</td>
<td>16</td>
</tr>
<tr>
<td>Optimizer</td>
<td>Adam</td>
</tr>
<tr>
<td>Learning rate</td>
<td>1e-3</td>
</tr>
<tr>
<td>Teacher forcing rate</td>
<td>0.9</td>
</tr>
<tr>
<td>MSE loss weight ((\lambda))</td>
<td>0.1</td>
</tr>
<tr>
<td>Training epochs</td>
<td>14</td>
</tr>
<tr>
<td>Beam size</td>
<td>10</td>
</tr>
</tbody>
</table>

Table 6: Comparison of Models on Wiktionary Dataset

<table>
<thead>
<tr>
<th>Model</th>
<th>SER</th>
<th>PER</th>
</tr>
</thead>
<tbody>
<tr>
<td>Peters et al. Baseline Model</td>
<td>43.23</td>
<td>37.85</td>
</tr>
<tr>
<td>Our Impl. of Peters et al.</td>
<td><strong>37.87</strong></td>
<td><strong>26.00</strong></td>
</tr>
</tbody>
</table>

For the Wilderness data, we report results on two test sets (In-Domain and Out-of-Domain) to illustrate generalization to unseen languages. The ID test set consists of 100 unseen utterances from each of the same 10 languages used in training, whereas the OoD test set consists of 100 utterances each from 10 languages that were not used in training.

7 Discussion

Although we were pleasantly surprised to see the performance of our implementation of the baseline system from Peters et al. (2017) increase so drastically from the results they report on the Wiktionary dataset, we take little credit for this result; it can perhaps be attributed to improvements made to the OpenNMT platform over the past two years, but we replicated their experiments as faithfully as we were able.

On the other hand, we are happy to take credit for the relative performances of our models on the Wilderness dataset. We attribute much of the improvement to a more expressive attention mechanism and to improved hyperparameter tuning, as our underlying model used similar layer sizes to the baseline.

Our hypothesis about the value of including audio data during training is heartily confirmed by the performance of our multimodal model: the multimodal model performs better for both metrics not only on in-domain languages but also on very different, wholly unseen languages. Our multimodal approach to the task of grapheme to phoneme conversion improves both performance and generalization.

We note the multimodal model’s SER is much worse on out-of-domain languages than in-domain ones, albeit still surpassing the unimodal model’s

Table 7: Comparison of Models on Wilderness Dataset

<table>
<thead>
<tr>
<th>Model</th>
<th>SER</th>
<th>PER</th>
</tr>
</thead>
<tbody>
<tr>
<td>In-Domain Test Results</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Baseline Model</td>
<td>46.90</td>
<td>25.06</td>
</tr>
<tr>
<td>Unimodal Model</td>
<td>31.20</td>
<td>7.05</td>
</tr>
<tr>
<td>Multimodal Model</td>
<td><strong>9.50</strong></td>
<td><strong>2.46</strong></td>
</tr>
<tr>
<td>Out-of-Domain Test Results</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Baseline Model</td>
<td>84.20</td>
<td>43.16</td>
</tr>
<tr>
<td>Unimodal Model</td>
<td>49.30</td>
<td>8.21</td>
</tr>
<tr>
<td>Multimodal Model</td>
<td><strong>38.10</strong></td>
<td><strong>6.39</strong></td>
</tr>
</tbody>
</table>

Table 8: Multimodal Model Error Rates by Language

<table>
<thead>
<tr>
<th>Lang</th>
<th>PER</th>
<th>SER</th>
<th>PER</th>
<th>SER</th>
</tr>
</thead>
<tbody>
<tr>
<td>SHI</td>
<td>5.24</td>
<td>14.00</td>
<td>MYY</td>
<td>14.10</td>
</tr>
<tr>
<td>COK</td>
<td>3.07</td>
<td>14.00</td>
<td>SAB</td>
<td>6.59</td>
</tr>
<tr>
<td>LTN</td>
<td>1.92</td>
<td>8.00</td>
<td>LON</td>
<td>1.51</td>
</tr>
<tr>
<td>XMM</td>
<td>1.91</td>
<td>8.00</td>
<td>NHY</td>
<td>18.60</td>
</tr>
<tr>
<td>TS1</td>
<td>1.62</td>
<td>6.00</td>
<td>ALJ</td>
<td>2.60</td>
</tr>
<tr>
<td>GAG</td>
<td>2.71</td>
<td>7.00</td>
<td>BFA</td>
<td>7.41</td>
</tr>
<tr>
<td>KNE</td>
<td>1.29</td>
<td>3.00</td>
<td>HUB</td>
<td>1.60</td>
</tr>
<tr>
<td>TPP</td>
<td>5.03</td>
<td>20.00</td>
<td>TWB</td>
<td>2.86</td>
</tr>
<tr>
<td>HAU</td>
<td>0.56</td>
<td>7.00</td>
<td>ENX</td>
<td>17.00</td>
</tr>
<tr>
<td>ESS</td>
<td>0.23</td>
<td>8.00</td>
<td>POH</td>
<td>3.36</td>
</tr>
</tbody>
</table>

Table 8: Multimodal Model Error Rates by Language
The out-of-domain languages contain characters that are out of vocabulary (OOV) from the training set, and in most cases OOV characters comprise 15-20% of the input sequence. One mistake in the output results in the entire sequence being scored incorrect for SER, so even small PER increases can lead to large swings in SER. In particular, the large increase in SER is primarily due to four languages in the Out-of-Domain test set. In the case of Macuna (MYY, 100 SER), the IPA character ʊ appears in nearly every utterance but never occurs in the training set, so the model is unable to predict it. Bari (BFA, 90.0 SER) is similar, where ɲ is highly common but never appears in the training set. Enxet (ENX, 71.0 SER) and Buglere (SAB, 50.0 SER) both frequently contain ñ, which occurs only once in the training set.

We also note that our reimplementation of the Peters et al. (2017) baseline produces a lower Sequence Error Rate on the single-word utterances in the Wiktionary dataset than on the multi-word utterances in the Wilderness sets. Longer sequence pairs result in more opportunities for a model to make a mistake. This effect is acute for the sequence-level error, but even for PER, an incorrect output at one timestep may lead to cascading mistakes at future timesteps. The comparable PER scores on the Wiktionary and In-Domain Wilderness set suggest that the datasets are comparable in difficulty. Although we are unable to directly measure the multimodal model’s performance on Wiktionary, its substantial improvements on a comparable task convince us of its efficacy.

We trained our model on approximately 0.1% of the data included in the Wilderness dataset, leaving tremendous opportunity for further learning. The incorporation of more training data is likely to improve results on its own, but it may also facilitate the use of a Transformer encoder-decoder model (Vaswani et al., 2017), which we know to require larger datasets than the LSTM variants.

We are very interested in experimenting with graphemes encoded in non-Roman scripts. This capacity is one of the most compelling facets of the Peters et al. (2017) model, but we were unable to explore it with our multimodal model: the New Testament text is almost always Romanized in the Wilderness data. We were furthermore unable to effectively evaluate our multimodal model on the

8 Future Work

With recent advancements in language embeddings, we identify significant potential for improving the generalization of the model to unseen languages. Including language tags was shown to be beneficial in previous work, and we predict that exchanging the three-character tag for a high-dimensional embedding to capture taxonomic relationships between languages would only magnify the effect. Similarly, we have demonstrated the advantages of incorporating audio data during training, but MFCCs are not necessarily the most effective method of vectorizing that audio data. It would be interesting to investigate the effects of using other techniques, such as those in Haque et al. (2019) and Chung and Glass (2018), for generating high-dimensional representations of audio data.

We trained our model on approximately 0.1% of the data included in the Wilderness dataset, leaving tremendous opportunity for further learning. The incorporation of more training data is likely to improve results on its own, but it may also facilitate the use of a Transformer encoder-decoder model (Vaswani et al., 2017), which we know to require larger datasets than the LSTM variants.

We are very interested in experimenting with graphemes encoded in non-Roman scripts. This capacity is one of the most compelling facets of the Peters et al. (2017) model, but we were unable to explore it with our multimodal model: the New Testament text is almost always Romanized in the Wilderness data. We were furthermore unable to effectively evaluate our multimodal model on the

Table 9: More Information on Wilderness languages

<table>
<thead>
<tr>
<th>Code</th>
<th>Name</th>
<th>Family</th>
</tr>
</thead>
<tbody>
<tr>
<td>SHIRBD</td>
<td>Shilha</td>
<td>Afro-Asiatic</td>
</tr>
<tr>
<td>COKWBT</td>
<td>Cora, Santa Teresa</td>
<td>Uto-Aztecan</td>
</tr>
<tr>
<td>LTNNVV</td>
<td>Latin</td>
<td>Indo-European</td>
</tr>
<tr>
<td>XMMLAI</td>
<td>Manadonese Malay</td>
<td>Austronesian/Indo-Euro.</td>
</tr>
<tr>
<td>TS1BSM</td>
<td>Tsonga</td>
<td>Niger-Congo</td>
</tr>
<tr>
<td>GAGIBT</td>
<td>Gagauz</td>
<td>Turkic</td>
</tr>
<tr>
<td>KNETBL</td>
<td>Kankanaey</td>
<td>Austronesian</td>
</tr>
<tr>
<td>TPPTBL</td>
<td>Tepehua</td>
<td>Totonacan</td>
</tr>
<tr>
<td>HAUCLV</td>
<td>Hausa</td>
<td>Afro-Asiatic</td>
</tr>
<tr>
<td>ESSWYI</td>
<td>Yupik</td>
<td>Eskimo-Aleut</td>
</tr>
<tr>
<td>MYYWBT</td>
<td>Macuna</td>
<td>Tucanoan</td>
</tr>
<tr>
<td>SABWBT</td>
<td>Buglere</td>
<td>Chibchan</td>
</tr>
<tr>
<td>LONBSM</td>
<td>Elhomwe</td>
<td>Niger-Congo</td>
</tr>
<tr>
<td>NHYTBL</td>
<td>Nahuatl</td>
<td>Uto-Aztecan</td>
</tr>
<tr>
<td>ALJOMF</td>
<td>Alangan</td>
<td>Austronesian</td>
</tr>
<tr>
<td>BFABSS</td>
<td>Bari</td>
<td>Nilo-Saharan</td>
</tr>
<tr>
<td>HUBWBT</td>
<td>Huambisa</td>
<td>Jivaroon</td>
</tr>
<tr>
<td>TWBOMF</td>
<td>Tawbuid</td>
<td>Austronesian</td>
</tr>
<tr>
<td>ENXBSP</td>
<td>Enxet</td>
<td>Mascoyaen</td>
</tr>
<tr>
<td>POHPOC</td>
<td>Pokomchi</td>
<td>Mayan</td>
</tr>
</tbody>
</table>

(Table 8). The out-of-domain languages contain characters that are out of vocabulary (OOV) from the training set, and in most cases OOV characters comprise 15-20% of the input sequence. One mistake in the output results in the entire sequence being scored incorrect for SER, so even small PER increases can lead to large swings in SER. In particular, the large increase in SER is primarily due to four languages in the Out-of-Domain test set. In the case of Macuna (MYY, 100 SER), the IPA character ʊ appears in nearly every utterance but never occurs in the training set, so the model is unable to predict it. Bari (BFA, 90.0 SER) is similar, where ɲ is highly common but never appears in the training set. Enxet (ENX, 71.0 SER) and Buglere (SAB, 50.0 SER) both frequently contain ñ, which occurs only once in the training set.
Wiktionary data after training on the Wilderness, as the IPA character space over the Wilderness dataset is much smaller than that of the Wiktionary dataset. In the future, we would like to reconcile these differences, both in order to evaluate our multimodal model on the Wiktionary test set and to explore its performance over widely varying scripts.

Acknowledgments

We thank Bhiksha Raj for helpful comments on our development of the multimodal model. We also appreciate the suggestions and comments from the anonymous reviewers.
References

Alan W. Black. 2019. Cmu wilderness multilingual speech dataset. ICASSP.


Natural Language Generation for Effective Knowledge Distillation

Raphael Tang, Yao Lu, and Jimmy Lin
David R. Cheriton School of Computer Science
University of Waterloo

Abstract

Knowledge distillation can effectively transfer knowledge from BERT, a deep language representation model, to traditional, shallow word embedding-based neural networks, helping them approach or exceed the quality of other heavyweight language representation models. As shown in previous work, critical to this distillation procedure is the construction of an unlabeled transfer dataset, which enables effective knowledge transfer. To create transfer set examples, we propose to sample from pretrained language models fine-tuned on task-specific text. Unlike previous techniques, this directly captures the purpose of the transfer set. We hypothesize that this principled, general approach outperforms rule-based techniques. On four datasets in sentiment classification, sentence similarity, and linguistic acceptability, we show that our approach improves upon previous methods. We outperform OpenAI GPT, a deep pretrained transformer, on three of the datasets, while using a single-layer bidirectional LSTM that runs at least ten times faster.

1 Introduction

That bigger neural networks plus more data equals higher quality is a tried-and-true formula. In the natural language processing (NLP) literature, the recent darling of this mantra is the deep, pretrained language representation model. After pretraining hundreds of millions of parameters on vast amounts of text, models such as BERT (Bidirectional Encoder Representations from Transformers; Devlin et al., 2018) achieve remarkable state of the art in question answering, sentiment analysis, and sentence similarity tasks, to list a few.

Does this progress mean, then, that classic, shallow word embedding-based neural networks are noncompetitive? Not quite. Recently, Tang et al. (2019) demonstrate that knowledge distillation (Ba and Caruana, 2014; Hinton et al., 2015) can transfer knowledge from BERT to small, traditional neural networks, helping them approach or exceed the quality of much larger pretrained long short-term memory (LSTM; Hochreiter and Schmidhuber, 1997) language models, such as ELMo (Embeddings from Language Models; Peters et al., 2018).

As shown in Tang et al. (2019), crucial to knowledge distillation is constructing a transfer dataset of unlabeled examples. In this paper, we explore how to construct such an effective transfer set. Previous approaches comprise manual data curation, a meticulous method where the end user manually selects a corpus similar enough to the present task, and rule-based techniques, where a transfer set is fabricated from the training set using a set of data augmentation rules. However, these rules only indirectly model the purpose of the transfer set, which is to provide more input drawn from the task-specific data distribution. Hence, we instead propose to construct the transfer set by generating text with pretrained language models fine-tuned on task-specific text. We validate our approach on four small- to mid-sized datasets in sentiment classification, sentence similarity, and linguistic acceptability.

We claim two contributions: first, we elucidate a novel approach for constructing the transfer set in knowledge distillation. Second, we are the first to outperform OpenAI GPT (Radford et al., 2018) in sentiment classification and sentence similarity with a single-layer bidirectional LSTM (Bi-LSTM) that runs more than ten times faster, without pretraining or domain-specific data curation. We make our datasets and codebase public in a GitHub repository.¹

¹ https://github.com/castorini/d-bert
2 Background and Related Work

Ba and Caruana (2014) propose knowledge distillation, a method for improving the quality of a smaller student model by encouraging it to match the outputs of a larger, higher-quality teacher network. Concretely, suppose \( h_S(\cdot) \) and \( h_T(\cdot) \) respectively denote the untrained student and trained teacher models, and we are given a training set of inputs \( S = \{x_1, \ldots, x_N\} \). On classification tasks, the model outputs are log probabilities; on regression tasks, the outputs are as-is. Then, the distillation objective \( \mathcal{L}_{\text{KD}} \) is

\[
\mathcal{L}_{\text{KD}} = \frac{1}{N} \sum_{i=1}^{N} \| h_S(x_i) - h_T(x_i) \|^2_2 \tag{1}
\]

Hinton et al. (2015) alternatively use Kullback–Leibler divergence for classification, along with additional hyperparameters. For simplicity and generality, we stick with the original mean-squared error (MSE) formulation. We minimize \( \mathcal{L}_{\text{KD}} \) end-to-end with backpropagation, updating the student’s parameters and fixing the teacher’s. \( \mathcal{L}_{\text{KD}} \) can optionally be combined with the original, supervised cross-entropy or MSE loss; following Tang et al. (2019) and Shi et al. (2019), we optimize only \( \mathcal{L}_{\text{KD}} \) for training the student.

Using only the given training set for \( S \), however, is often insufficient. Thus, Ba and Caruana (2014) augment \( S \) with a transfer set comprising unlabeled input, providing the student with more examples to distill from the teacher. Techniques for constructing this transfer set consist of either manual data curation or unprincipled data synthesis rules. Ba and Caruana (2014) choose images from the 80 million tiny images dataset, which is a superset of their dataset. In the NLP domain, Tang et al. (2019) propose text perturbation rules for creating a transfer set from the training set, achieving results comparable to ELMo using a BiLSTM with 100 times fewer parameters.

We wish to avoid these previous approaches. Manual data curation requires the researcher to select an unlabeled set similar enough to the target dataset, a difficult-to-impossible task for many datasets in, for example, linguistic acceptability and sentence similarity. Rule-based techniques, while general, unfortunately deviate from the true purpose of modeling the input distribution; hence, we hypothesize that they are less effective than a principled approach, which we detail below.

3 Our Approach

In knowledge distillation, the student perceives the oracular teacher to be the true p(Y|X), where \( X \) and \( Y \) respectively denote the input sentence and label. This is reasonable, since the student treats the teacher output \( y \) as ground truth, given some sentence \( x \) comprising words \( \{w_1, \ldots, w_n\} \). The purpose of the transfer set is, then, to provide additional input sentences for querying the teacher. To construct such a set, we propose the following: first, we parameterize \( p(X) \) directly as a language model \( p(w_1, \ldots, w_n) = \prod_{i=1}^{n} p(w_i|w_1, \ldots, w_{i-1}) \) trained on the given sentences \( \{x_1, \ldots, x_N\} \). Then, to generate unlabeled examples, we sample from the language model, i.e., the \( i^{th} \) word of a sentence is drawn from \( p(w_i|w_1, \ldots, w_{i-1}) \). We stop upon generating the special end-of-sentence token [EOS], which we append to each sentence while fine-tuning the language model (LM).

Unlike previous methods, our approach directly parameterizes \( p(X) \) to provide unlabeled examples. We hypothesize that this approach outperforms ad hoc rule-based methods, which only indirectly model the input distribution \( p(X) \).

Sentence-pair modeling. To language model sentence pairs, we follow Devlin et al. (2018) and join both sentences with a special separator token [SEP] between, treating the resulting sequence as a single contiguous sentence.

3.1 Model Architecture

For simplicity and efficient inference, our student models use the same single-layer BiLSTM models from Tang et al. (2019)—see Figures 1 and 2.

First, we map an input sequence of words to their corresponding word2vec embeddings, trained on Google News. Next, for single-sentence tasks, these embeddings are fed into a single-layer BiLSTM encoder to yield concatenated forward and backward states \( h = [h_f; h_b] \). For sentence-pair tasks, we encode each sentence separately using a BiLSTM to yield \( h_1 \) and \( h_2 \). To produce a single vector \( h \), following Wang et al. (2018), we compute \( h = [h_1; h_2; \delta(h_1, h_2); h_1 \cdot h_2] \), where \( \cdot \) denotes elementwise multiplication and \( \delta \) denotes elementwise absolute difference. Finally, for both single- and paired-sentence tasks, \( h \) is passed through a multilayer perceptron (MLP) with one hidden layer that uses a rectified linear unit (ReLU) activation. For classification, the fi-
Our teacher model is the large variant of BERT, a deep pretrained language representation model that achieves close to state of the art (SOTA) on our tasks. Extremely recent, improved pretrained models like XLNet (Yang et al., 2019) and RoBERTa (Liu et al., 2019) likely offer greater benefits to the student model, but BERT is widely used and sufficient for the point of this paper. We follow the same experimental procedure in Devlin et al. (2018) and fine-tune BERT end-to-end for each task, varying only the final classifier layer for the desired number of classes.

Language modeling. For creating the transfer set, we apply two public, state-of-the-art language models: the word-level Transformer-XL (TXL; Dai et al., 2019) pretrained on WikiText-103 (Merity et al., 2017), which is derived from Wikipedia, and the subword-level GPT-2 (345M version; Radford et al., 2019) pretrained on WebText, which represents a large web corpus that excludes Wikipedia. Other models exist, but we choose these two since they represent the state of the art. We name the GPT-2 and TXL-constructed transfer sets TS\textsubscript{GPT-2} and TS\textsubscript{TXL}, respectively.

4 Experimental Setup

We validate our approach on four datasets in sentiment classification, linguistic acceptability, sentence similarity, and paraphrasing: Stanford Sentiment Treebank-2 (SST-2; Socher et al., 2013), the Corpus of Linguistic Acceptability (CoLA; Warstadt et al., 2018), Semantic Textual Similarity Benchmark (STS-B; Cer et al., 2017), and Microsoft Research Paraphrase Corpus (MRPC; Dolan and Brockett, 2005). SST-2 is a binary polarity dataset of single-sentence movie reviews. CoLA is a single-sentence grammaticality task, with expertly annotated binary judgements. STS-B comprises sentence pairs labeled with real-valued similarity between 1 and 5. Lastly, MRPC has sentence pairs with binary labels denoting semantic equivalence. We pick these four tasks from the General Language Understanding Evaluation (GLUE; Wang et al., 2018) benchmark, and submit results to their public evaluation server.\footnote{\url{http://gluebenchmark.com}}

4.1 Baselines

As a sanity check, we attempt knowledge distillation without a transfer set, as well as training our BiLSTM from scratch on the original labels. We compare to the best official GLUE test results reported for single- and multi-task ELMo models, OpenAI GPT, single- and multi-task single-layer BiLSTMs, and the SOTA before GPT. ELMo and GPT are pretrained language representation models with around a hundred million parameters. We name our distilled model BiLSTM\textsubscript{KD}.
Transfer set construction baselines. For our rule-based baseline, we use the masking and part of speech (POS)-guided word swapping rules as originally suggested by Tang et al. (2019), which consist of the following: iterating through a dataset’s sentences, we replace 10% of the words with the masking token [MASK]. We swap another mutually exclusive 10% of the words with others of the same POS tag from the vocabulary, randomly sampling by unigram probability. For sentence-pair tasks, we apply the rules to the first sentence only, then the second only, and, finally, both. Discarding any duplicates, we repeat this entire process until meeting the target number of transfer set sentences. Tang et al. (2019) also suggest to sample n-grams; however, we omit this rule, since our preliminary experiments find that it hurts accuracy. We call this method TS_{MP}.

For our unlabeled dataset baseline, we choose the document-level IMDb movie reviews dataset (Diao et al., 2014) as our transfer set for SST-2. To match the single-sentence SST-2, we break paragraphs into individual linguistic sentences and, hence, multiple transfer set examples. To confirm that this is domain sensitive, we also apply it to the out-of-domain CoLA task in linguistic acceptability. We are unable to find a suitable unlabeled set for our other tasks—by construction, most sentence-pair datasets require manual balancing to prevent an overabundance of a single class, e.g., dissimilar examples in sentence similarity. We call this method TS_{IMDb}.

4.2 Training and Hyperparameters

We fine-tune our pretrained language models using largely the same procedure from Devlin et al. (2018). For fair comparison, we use 800K sentences for all transfer sets, including TS_{IMDb}. For our BiLSTM student models, we follow Tang et al. (2019) and use ADADELTA (Zeiler, 2012) with its default LR of 1.0 and $\rho = 0.95$. We train our models for 30 epochs, choosing the best performing on the standard development set. As is standard, for classification tasks, we minimize the negative log-likelihood; for regression, the mean-squared error. Depending on the loss on the development set, we choose either 150 or 300 LSTM units, and 200 or 400 hidden MLP units. This results in a model size between 1–3 million parameters. We use the 300-dimensional word2vec vectors trained on Google News, initializing out-of-vocabulary (OOV) vectors from UNIFORM$[-0.25, 0.25]$, following Kim (2014), along with multichannel embeddings.

To fine-tune our pretrained language models, we use Adam (Kingma and Ba, 2014) with a learning rate (LR) linear warmup proportion of 0.1, linearly decaying the LR afterwards. We choose a batch size of eight and one fine-tuning epoch, which is sufficient for convergence. We tune the LR from $\{1, 5\} \times 10^{-5}$ based on word-level perplexity on the development set.

5 Results and Discussion

We present our results in Table 1. As an initial sanity check, we confirm that our BiLSTM (row 11) is acceptably similar to the previous best reported BiLSTM (row 5). We also verify that a transfer set is necessary—see rows 10 and 11, where using only the training dataset for distillation is insufficient. We further confirm that TS_{IMDb} works poorly for the out-of-domain CoLA dataset (row 8). Note that the absolute best result on SST-2 before BERT is 93.2, from Radford et al. (2017), but that approach demands copious amounts of domain-specific data from the practitioner.

5.1 Quality and Efficiency

Of the transfer set construction approaches, our principled generation methods consistently achieve the highest results (see Table 1, rows 6 and 7), followed by the rule-based TS_{MP} and the manually curated TS_{IMDb} (rows 8 and 9). TS_{GPT-2} is especially effective for CoLA, yielding a respective 12.5- and 30-point increase in Matthew’s Correlation Coefficient (MCC) over TS_{MP} and training from scratch.

Interestingly, on SST-2, the synthetic GPT-2 samples outperform handwritten movie reviews from IMDb. Unlike the rule-based TS_{MP}, our LM-driven approaches outperform ELMo on all four tasks. TS_{GPT-2}, our best method, reaches GPT parity on all but CoLA, establishing domain-agnostic, pre-BERT SOTA on SST-2 and STS-B.

Our models use between one and three million parameters, which is at least 30 and 40 times smaller than ELMo and GPT, respectively. This represents an improvement over the previous SOTA—see the official GLUE leaderboard and Devlin et al. (2018) for specifics.

It should be emphasized that using fewer model parameters does not necessarily reduce the total
Table 1: GLUE test results for our models, along with previous comparison points. Bolded are the best scores from rows 2–11. † For fair comparison, this result is copied from Looks et al. (2017), which represents the best domain-agnostic approach; the rest in row 3 is from Devlin et al. (2018) and the GLUE website.

<table>
<thead>
<tr>
<th>#</th>
<th>Model</th>
<th>SST-2 Acc.</th>
<th>CoLA MCC</th>
<th>STS-B r/ρ</th>
<th>MRPC F1/Acc.</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>BERT Large (Devlin et al., 2018)</td>
<td>94.9</td>
<td>60.5</td>
<td>86.5/87.6</td>
<td>89.3/85.4</td>
</tr>
<tr>
<td>2</td>
<td>OpenAI GPT (Radford et al., 2018)</td>
<td>91.3</td>
<td><strong>45.4</strong></td>
<td>82.0/80.0</td>
<td>82.3/75.7</td>
</tr>
<tr>
<td>3</td>
<td>Pre-OpenAI SOTA (Devlin et al., 2018)</td>
<td>90.2†</td>
<td>35.0</td>
<td>81.0/–</td>
<td>86.0/80.4</td>
</tr>
<tr>
<td>4</td>
<td>ELMo BiLSTM (Wang et al., 2018)</td>
<td>90.4</td>
<td>36.0</td>
<td>74.2/72.3</td>
<td>84.9/78.0</td>
</tr>
<tr>
<td>5</td>
<td>BiLSTM scratch (GLUE leaderboard)</td>
<td>85.9</td>
<td>15.7</td>
<td>70.3/67.8</td>
<td>81.8/74.3</td>
</tr>
<tr>
<td>6</td>
<td>BiLSTM KD+TS GPT-2</td>
<td><strong>92.7</strong></td>
<td>40.0</td>
<td><strong>82.1/80.7</strong></td>
<td>85.5/80.2</td>
</tr>
<tr>
<td>7</td>
<td>BiLSTM KD+TS TXL</td>
<td>91.9</td>
<td>36.5</td>
<td>82.0/80.4</td>
<td>85.1/79.3</td>
</tr>
<tr>
<td>8</td>
<td>BiLSTM KD+TS IMDb</td>
<td>90.4</td>
<td>18.8</td>
<td>–</td>
<td>–</td>
</tr>
<tr>
<td>9</td>
<td>BiLSTM KD+TS MP</td>
<td>90.7</td>
<td>27.5</td>
<td>81.1/79.3</td>
<td>82.4/76.1</td>
</tr>
<tr>
<td>10</td>
<td>BiLSTM KD (no TS)</td>
<td>88.4</td>
<td>0.0</td>
<td>68.2/65.8</td>
<td>78.0/69.7</td>
</tr>
<tr>
<td>11</td>
<td>BiLSTM scratch (ours)</td>
<td>87.6</td>
<td>9.5</td>
<td>66.9/64.3</td>
<td>80.9/69.4</td>
</tr>
</tbody>
</table>

Table 1: GLUE test results for our models, along with previous comparison points. Bolded are the best scores from rows 2–11. † For fair comparison, this result is copied from Looks et al. (2017), which represents the best domain-agnostic approach; the rest in row 3 is from Devlin et al. (2018) and the GLUE website.

Table 2: Diversity and generation statistics.

<table>
<thead>
<tr>
<th>#</th>
<th>Dataset</th>
<th>SST-2 U3%</th>
<th>CoLA U3%</th>
<th>STS-B U3%</th>
<th>MRPC U3%</th>
<th>p/n</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>TS GPT-2</td>
<td>77%</td>
<td>88%</td>
<td>83%</td>
<td>82%</td>
<td>0.41</td>
</tr>
<tr>
<td>2</td>
<td>TS TXL</td>
<td>76%</td>
<td>87%</td>
<td>80%</td>
<td>82%</td>
<td>0.25</td>
</tr>
<tr>
<td>3</td>
<td>TS IMDb</td>
<td>65%</td>
<td>65%</td>
<td>8.35</td>
<td>–</td>
<td>–</td>
</tr>
<tr>
<td>4</td>
<td>TS MP</td>
<td>44%</td>
<td>69%</td>
<td>62%</td>
<td>60%</td>
<td>1.38</td>
</tr>
<tr>
<td>5</td>
<td>Training</td>
<td>20%</td>
<td>1.26</td>
<td>64%</td>
<td>66%</td>
<td>2.07</td>
</tr>
</tbody>
</table>

Table 2: Diversity and generation statistics.

To examine whether the class distribution of the transfer sets matches the original, we compute $p/n$, the positive-to-negative label ratio. Based on the statistics, we conclude that $p/n$ varies wildly among the methods and datasets, with our LM-generated transfer sets differing substantially on MRPC, e.g., TS GPT-2’s 0.41 versus the original’s 2.07. This suggests that similar examples are more difficult to generate than dissimilar ones.

Finally, to characterize the LMs, we report GPT-2’s and TXL’s word-level perplexity (PPL) and bits per character (BPC) on the development sets, as well as the percentage of OOV tokens on the dataset—see Table 3, where lower scores are better. GPT-2 has practically no OOV for English, due to its byte-pair encoding scheme. In spite of using half as many parameters, GPT-2 is better at character-level language modeling than TXL is on all datasets, and its word-level PPL is similar, except on CoLA. As a rough analysis, BPC is a stronger predictor of improved quality than PPL is. Across the datasets, distillation quality strictly increases with decreasing BPC, unlike PPL, suggesting that character-level modeling is more important for constructing an effective transfer set.

5.2 Language Generation Analysis

To characterize the transfer sets, we present diversity statistics in Table 2. $U_3\%$ denotes the average percentage of unique trigrams (Fedus et al., 2018) across sequential dataset chunks of size $M$, where $M$ matches the original dataset size for fairness. Specifically, it represents the following:

$$\frac{1}{K} \sum_{i=1}^{K} \frac{\# \text{ unique trigrams in } x_{((i-1)M+1):iM}}{\# \text{ total trigrams in } x_{((i-1)M+1):iM}}$$ (2)

where $K = \lceil N/M \rceil$ and $\{x_1, \ldots, x_N\}$ is the dataset. We find that TS GPT-2 and TS TXL (rows 1 and 2) contain more unique trigrams than TS MP, the original training set, and, surprisingly, hand-written movie reviews from IMDb (see rows 3–5).
Table 4: Generation examples on SST-2.

<table>
<thead>
<tr>
<th>Set</th>
<th>Example</th>
</tr>
</thead>
<tbody>
<tr>
<td>TS\textsubscript{GPT-2}</td>
<td>cansfield ’s further oeuvre encompasses it somehow, and the surreal feels natural. [EOS]</td>
</tr>
<tr>
<td>TS\textsubscript{TXL}</td>
<td>ethereal and plot of irony and irony and, most importantly, subtle suspense and spirit game - of - humor. [EOS]</td>
</tr>
<tr>
<td>TS\textsubscript{MP}</td>
<td>what should have been a cutting hollywood satire is [MASK] about as fresh as last week ’s issue of variety. [EOS]</td>
</tr>
<tr>
<td>TS\textsubscript{M}</td>
<td>but it the end, the film is a big steaming pile of...y’know. [EOS]</td>
</tr>
<tr>
<td>Training</td>
<td>the cinematography to the outstanding soundtrack and unconventional narrative [EOS]</td>
</tr>
</tbody>
</table>

**Generation examples.** We present a random example from each transfer set in Table 4 for SST-2. The generated samples ostensibly consist of movie reviews and contain acceptable linguistic structure, despite only one epoch of fine-tuning. Due to space limitations, we show only SST-2; however, the other transfer sets are public for examination in our GitHub repository.

6 Conclusions and Future Work

We propose using text generation for constructing the transfer set in knowledge distillation. We validate our hypothesis that generating text using pretrained LMs outperforms manual data curation and rule-based techniques: the former in generality, and the latter efficacy. Across multiple datasets, we achieve OpenAI GPT-level quality using a single-layer BiLSTM.

The presented techniques can be readily extended to sequence-to-sequence-level knowledge distillation for applications in neural machine translation and logical form induction. Another line of future work involves applying the techniques to knowledge distillation for traditional, in-production NLP systems.
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Abstract

Recently, neural network models which automatically infer syntactic structure from raw text have started to achieve promising results. However, earlier work on unsupervised parsing shows large performance differences between non-neural models trained on corpora in different languages, even for comparable amounts of data. With that in mind, we train instances of the PRPN architecture (Shen et al., 2018a)—one of these unsupervised neural network parsers—for Arabic, Chinese, English, and German. We find that (i) the model strongly outperforms trivial baselines and, thus, acquires at least some parsing ability for all languages; (ii) good hyperparameter values seem to be universal; (iii) how the model benefits from larger training set sizes depends on the corpus, with the model achieving the largest performance gains when increasing the number of sentences from 2,500 to 12,500 for English. In addition, we show that, by sharing parameters between the related languages German and English, we can improve the model’s unsupervised parsing F1 score by up to 4% in the low-resource setting.

1 Introduction

Unsupervised parsing, the task of inducing hierarchical syntactic structure from a large amount of unlabeled text, has been widely studied in natural language processing (NLP) (Carroll and Charniak, 1992; Pereira and Schabes, 1992; Klein and Manning, 2002, 2004). Work on this task bears on open research questions involving human language learning and grammar design by demonstrating what can be learned without substantial prior knowledge. Further, it can also be practically relevant for low-resource languages or language styles.

Recently, multiple types of neural network models have been added to the line of research on unsupervised parsing. Latent tree learning models learn to parse via optimization of a downstream task objective (Yogatama et al., 2017; Maillard et al., 2017; Choi et al., 2018). In contrast, generative unsupervised parsing models learn to model syntactic structure while being trained to language model (Shen et al., 2018a,c). While the latter model family has been able to generate parse trees which show a high accordance with expert annotations, its members, with the prominent Parsing Reading Predict-Network (PRPN) being no exception, have mostly been evaluated on English.1 Thus, it is not obvious whether and when obtained results would hold true for other languages, especially if they are unrelated to English or dispose of significantly smaller training corpora. Some non-neural models for grammar induction—i.e., models, which perform unsupervised parsing—show language-dependent performance variation (Snyder et al., 2009), which motivates our investigation of recent neural models.

In this work, we first aim to answer the following research questions, focusing on the parsing-reading-predict network (PRPN; Shen et al., 2018a) and experimenting with Arabic, Chinese,

1 Some work, e.g. Kim et al. (2019a), present PRPN results on Chinese, but without further analysis of language-dependent differences.
and German datasets: (i) Do neural grammar induction models succeed on languages which are unrelated to English? (ii) Does the required amount of training data vary significantly by language? (iii) Do optimal hyperparameter values differ between languages? Answering those questions provides insight into what to expect when applying a neural grammar induction model to a new, potentially low-resource, language. For instance, we find that the model outperforms trivial baselines for all languages and good hyperparameter values seem to be largely language-independent.

Second, motivated by transfer learning approaches for similar tasks like supervised dependency parsing (de Lhoneux et al., 2018), we propose a multilingual model trained on the related languages English and German, such that information from each language is leveraged for the other one. We find that, for small training corpora, this improves performance and reduces the required number of parameters.

**Contributions.** To summarize, we make the following contributions: (i) We perform the first thorough study of the PRPN’s parsing ability across multiple languages. To facilitate this analysis and interpret the meaning of the experimental results, we compare to baselines and upper bounds for each language. (ii) For each language, we study variations in hyperparameter trends. We further investigate how the PRPN’s performance depends on the training set size, and how this differs between languages. (iii) We present a multilingual variant of the model, which has been obtained via parameter sharing across two related languages. We show that this improves the model’s performance. Our experiments with sharing parameters between English and German result in up to 4% gain in parsing F1 over training on each language separately.

## 2 Unsupervised Constituency Parsing

Human language is governed by a set of syntactic rules, which all grammatical or acceptable sentences follow. Unsupervised parsing or *grammar induction* is the task of detecting such structure automatically, i.e., without any human annotation. The underlying research question is: how much of this latent structure of language can be discovered from raw text alone and how much requires an inherent bias towards acquiring a valid grammar or additional (potentially non-linguistic) information? From a practical NLP perspective, grammar induction enables us to obtain syntactic information without labeled data, i.e., even in low-resource settings and for resource-poor languages. This information can then be of help for downstream tasks like machine translation (Aharoni and Goldberg, 2017).

In this work, we explore unsupervised constituency parsing. The PRPN, which we experiment with, aims at detecting so-called constituents in sentences. Thus, it splits a sentence’s tokens into groups, usually based on their meaning. For example, in Figure 1, *The cat and on the mat* are constituents, inter alia. Constituency parsing is recursive: sentences are constructed from units which themselves consist of even smaller constituents which, in turn, consist of smaller groups of words, and so on.

This recursive structure of language is represented explicitly in recursive neural networks (Socher et al., 2011), which are also known as Tree-LSTMs. Successful induction of constituents enables us to then process input sentences using such a computational model instead of a sequential one like, e.g., a standard long short-term memory network (LSTM; Hochreiter and Schmidhuber, 1997). Since this can be relevant especially for low-resource languages with limited or zero training examples, we investigate in this work how the PRPN model for grammar induction behaves across languages and different (unlabeled) training set sizes.

## 3 Model and Setup

In this section, we first introduce the PRPN, which is the object of our investigations. We then present all datasets, baselines, and upper bounds we use in the set of experiments described in the next sections.

### 3.1 PRPN

The PRPN\(^2\) consists of three principal components: (i) a parsing network, (ii) a reading network, and (iii) a predict network. We will summarize them in this section. A detailed explanation can be found in Shen et al. (2018a).

**Parsing network.** Given an input sentence \(x = (x_0, x_1, \ldots, x_n)\) of length \(n + 1\), the parsing net-

---

\(^2\) We use the code from the original paper with minimal modifications: https://github.com/yikangshen/PRPN.git
work uses two convolutional layers to predict syntactic distances $d_i$ between $x_{i-1}$ and $x_i$ for all pairs of adjacent words. This syntactic distance represents syntactic relationships between tokens in a sentence. Mathematically, the syntactic distance $d_i$ between $x_{i-1}$ and $x_i$ is predicted by the PRPN as

$$h_i = \text{ReLU}(W_c \begin{bmatrix} x_{i-L} \\ x_{i-L+1} \\ \vdots \\ x_i \end{bmatrix} + b_c)$$  \hspace{1cm} (1)$$

$$d_i = \text{ReLU}(W_d h_i + b_d),$$  \hspace{1cm} (2)$$

where $L$ is a a look-back parameter, which defines how many previous token are taken into account to compute the syntactic distance. $W_c$ and $b_c$ are kernel parameters, $W_d$ and $b_d$ represent another convolutional layer with a unit kernel size. Since the PRPN belongs to the family of unsupervised models with regard to parsing, there is no direct supervision on absolute values of the syntactic distance. Instead, these distances are trained via a language modeling downstream task.

For generating a constituency parse tree from the distances computed by the PRPN model, a recursive algorithm is used. Following this algorithm, we first, for a given set of distances $d_0, \ldots, d_n$, find the maximum distance $d_i$. Then, we split the input sequence $x = (x_0, x_1, \ldots, x_n)$ corresponding to the distances into a left $(0, \ldots, i - 1)$ and a right $(i, \ldots, n)$ part or subtree. For each of those, we then again find the maximum value to split the sequence into two parts. This process repeats till the leaf nodes are reached, thus generating the entire tree.

**Reading network.** The reading network processes a sentence based on gate values $g^t_i$, which are, at each time step $t$, computed from the syntactic distances as follows:

$$\alpha^t_j = \frac{\text{hardtanh}((d_{i_t} - d_j)\tau) + 1}{2}$$  \hspace{1cm} (3)$$

and

$$g^t_i = \prod_{j=i+1}^{t-1} \alpha^t_j.$$  \hspace{1cm} (4)$$

where hardtanh$(x)$ is defined as

$$\text{hardtanh}(x) = \max(-1, \min(1, x)),$$  \hspace{1cm} (5)$$

and $\tau$ is a temperature parameter controlling the sensitivity to differences between distances.

The reading network then computes the memory state $m_t$ at time step $t$ from the input $x_t$, previous memory states $(m_{t-N_m}, \ldots, m_{t-1})$, and gate values $(g^t_0, \ldots, g^t_{t-1})$. The memory consists of two sequences of vectors: a hidden tape $H_{t-1} = \{h_{t-N_m}, \ldots, h_{t-1}\}$, and a memory tape $C_{t-1} = \{c_{t-N_m}, \ldots, c_{t-1}\}$. Thus, the hidden state at time step $t$ is defined as $m_t = (h_t, c_t)$, wherein $h_t$ and $c_t$ constitute the hidden and memory tape respectively. $N_m$ represents the length of the memory span. At each step, the reading network performs an update using a structured attention mechanism, which is a variant of vanilla attention, but considers dependency relationship from the tree structure.

$$k_t = W_h h_{t-1} + W_x x_t$$  \hspace{1cm} (6)$$

$$g^t_i = \text{softmax} \frac{h_t k^{T}_i}{\sqrt{\delta_k}}$$  \hspace{1cm} (7)$$

$$s^T_i = g^t_i q^t_i \sum_i g^t_i$$  \hspace{1cm} (8)$$

$$\begin{bmatrix} \hat{h}_t \\ \hat{c}_t \end{bmatrix} = \sum_{i=1}^{t-1} s^t_i \begin{bmatrix} h_i \\ c_i \end{bmatrix}$$  \hspace{1cm} (9)$$

Here, $\delta_k$ is the dimension of the hidden states. New values for $h_t$ and $c_t$ are then computed from $x_t$, $\hat{h}_t$ and $\hat{c}_t$ via the LSTM recurrent update.

**Predict network.** The last component of the PRPN predicts the probability of the next token $x_{t+1}$ based on the memory states $m_0, \ldots, m_t$ from the reading network as well as the gates $g^t_0, \ldots, g^t_{t+1}$ from the parsing network. Since the true $x_{t+1}$ is unknown at time step $t + 1$, the predict network computes a temporary value for $d_{t+1}^t$:

$$d_{t+1}^t = \text{ReLU}(W_d h_t + b_d).$$  \hspace{1cm} (10)$$

Obtaining $\alpha^{t+1}$ and $g^t_{t+1}$ in the same way as before, the probability distribution of the next token $x_{t+1}$ is then computed via a feed-forward network.

**3.2 Datasets**

We use existing constituency treebanks for Arabic, Chinese, English, and German. Table 1 shows statistics for all languages. For efficiency, we ignore sentences longer than 100 words during both training and evaluation in all our experiments.
### Table 1: Dataset statistics.

<table>
<thead>
<tr>
<th></th>
<th>Arabic</th>
<th>Chinese</th>
<th>English</th>
<th>German</th>
</tr>
</thead>
<tbody>
<tr>
<td>vocab size</td>
<td>21,902</td>
<td>23,714</td>
<td>15,617</td>
<td>10,367</td>
</tr>
<tr>
<td>train</td>
<td>18,087</td>
<td>57,251</td>
<td>43,738</td>
<td>18,598</td>
</tr>
<tr>
<td>dev</td>
<td>2,422</td>
<td>6,736</td>
<td>1,699</td>
<td>1,000</td>
</tr>
<tr>
<td>test</td>
<td>2,556</td>
<td>7,075</td>
<td>2,416</td>
<td>1,000</td>
</tr>
</tbody>
</table>

**English.** We perform English constituency parsing experiments for comparison with the original work by Shen et al. (2018a). We use the Wall Street Journal Section of the Penn Treebank (Marcus et al., 1999). We use parts 00-21 for training, 22 for validation and 23 for testing.

**Arabic.** We use the Arabic Treebank v3.0 (Maamouri et al., 2004). We randomly split the files into training, development and test: 200 files are used for each of test and development, and the remaining 1434 constitute our training set.

**Chinese.** We use the Chinese Penn Treebank v8.0 (Xue et al., 2005). Again, we randomly separate files into splits: the development and test sets consist of 300 files each, while the training set consists of the remaining 2407.

**German.** We use the NEGRA corpus (Skut et al., 1997), which consists of approximately 350,000 words of German newspaper text (20,602 sentences). We divide the dataset into training, development, and test splits as suggested by Dubey and Keller (2003).

#### 3.3 Parsing Baselines and Upper Bounds

We compare to the following baselines and upper bounds to better evaluate the performance of our models:

**Best binary tree upper bound (BB).** Since our datasets contain n-ary trees, but the PRPN only produces binary trees, obtaining a perfect F1 score is impossible. This upper bound represents the best score which can be obtained with binary trees.

**Shen et al. (2018b) upper bound (SUB).** Our second upper bound is a supervised parser, differing from the one presented by Shen et al. (2018b) only in that we do not predict or use any tags. It is trained on the gold annotations of the training set. We choose this particular approach since it is, like PRPN, based on the concept of syntactic distances: the parse tree is recovered from predicted distances between words in a sentence. Thus, we see it as the supervised approach which is most comparable to the PRPN. Since our model does not predict labels which are used to recover n-ary trees in the original work, we compute the F1 score for this approach only with respect to binary gold trees. This is acceptable for our purposes, since we are interested in the supervised parser upper bound only to get an idea of the difficulty of the datasets in our different languages. For the supervised SUB baseline, we use hidden state and embedding dimensions of 100 and 300, respectively, and keep the default settings from Shen et al. (2018b) for all other hyperparameters.

**Left/right-branching trees baseline (LBR/RBR).** Our next baseline consists of purely left- or right-branching trees. LBR refers to the F1 score strictly left-branching binary trees obtain compared to the gold annotations, and RBR denotes the score of strictly right-branching trees.

**Balanced trees baseline (BTB).** Finally, this baseline is similar to LBR/RBR, but considering balanced binary trees, which are created by recursively splitting each span into halves. For odd lengths, the middle word becomes a part of the right subtree.

### 4 Monolingual Experiments

#### 4.1 Language-Dependence of Hyperparameters

It is of practical importance to know whether a set of hyperparameters found for one language transfers to another one without any changes, especially for low-resource language without annotated (development) data. Therefore, we ask the following questions: (i) Do hyperparameters depend on the language when using our datasets? (ii) How to choose good hyperparameters for a new language? We aim at answering these questions with respect to the PRPN.

**Setup.** We perform an extensive random hyperparameter search, training 45 models for each language, i.e., 180 models in total. The hyperparameters we vary are embedding size, hidden state size, and learning rate. Random combinations of values are selected uniformly from the following parameter ranges: embedding size in [100, 400], hidden state size in [200, 400], and learning rate in [0.0005, 0.0015].
Results. The resulting parsing performances as a function of one hyperparameter at a time are shown in the three plots in Figure 2. The corresponding plots for language modeling perplexity can be found in Figure 3. We observe the following:

- First of all, we find no clear trend regarding which values yield the best parsing performance for either language. This shows that, as far as parsing is concerned, the PRPN is robust to hyperparameter changes. Furthermore, this also indicates that likely any values from within our ranges would be acceptable for a new language.

- Next, we look at the language modeling perplexity of all 180 models. While changes to the hyperparameters seem to not affect parsing performance, perplexity slightly decreases for larger embeddings sizes, as can be seen in Figure 2. This suggests that tuning hyperparameters using a language modeling objective for languages without annotated parsing data might not be helpful.

Because we do not find any substantial language-specific differences regarding the hyperparameter preferences of the model, we keep the default parameters of Shen et al. (2018a) for all following experiments: we use an embedding size of 200, a hidden state size of 400, and a learning rate of 0.001.
### Table 2: F1 scores for grammar induction. PRPN results are averaged over 5 training runs, with standard deviation in parentheses.

<table>
<thead>
<tr>
<th></th>
<th>Arabic</th>
<th>Chinese</th>
<th>English</th>
<th>German</th>
</tr>
</thead>
<tbody>
<tr>
<td>PRPN</td>
<td>0.17 (0.09)</td>
<td>0.28 (0.07)</td>
<td>0.43 (0.01)</td>
<td>0.41 (0.03)</td>
</tr>
<tr>
<td>LBR</td>
<td>0.035</td>
<td>0.018</td>
<td>0.002</td>
<td>0.029</td>
</tr>
<tr>
<td>RBR</td>
<td>0.028</td>
<td>0.068</td>
<td>0.056</td>
<td>0.155</td>
</tr>
<tr>
<td>BTB</td>
<td>0.126</td>
<td>0.139</td>
<td>0.117</td>
<td>0.127</td>
</tr>
<tr>
<td>SUB</td>
<td>0.774</td>
<td>0.822</td>
<td>0.881</td>
<td>0.799</td>
</tr>
<tr>
<td>BB</td>
<td>0.914</td>
<td>0.924</td>
<td>0.908</td>
<td>0.878</td>
</tr>
</tbody>
</table>

4.2 Unsupervised Parsing

After settling on hyperparameters, we evaluate the PRPN’s performance for unsupervised parsing in Arabic, Chinese, English, and German. We train for a maximum of 150 epochs, but stop training anytime after 100 epochs if the training loss does not decrease for 5 consecutive epochs.

**Results.** All results are shown in Table 2. While unsupervised parsing of English using the PRPN has previously been studied widely (Shen et al., 2018a; Htut et al., 2018), we include the scores on English for comparison. We make the following observations:

- LBR, RBR, and BTB perform poorly for all languages. Since this has been shown to not be the case for English sentences only up to length 10 after filtering of punctuation, we conclude that, for longer sentences and with punctuation, these simple baselines are weak. This might be easily explained by the fact that the diversity of parses increases for longer sentences. The PRPN’s F1 score is far higher than that of all trivial baselines for all languages, showing the effectiveness of the model overall.

- The F1 scores obtained by the PRPN differ a lot across languages, ranging from 0.17 for Arabic to 0.43 for English. This is in contrast to the BB and BTB scores, which differ only by 0.046 and 0.022 between extremes, respectively.

- The large difference between the PRPN’s performance on one hand and BB as well as SUB, our supervised parsing upper bound, on the other, demonstrates that there is still room for improvement. Furthermore, the differences between languages for SUB is relatively small. In particular, it is smaller than 5% for all languages. The difference in unsupervised constituency parsing performance across languages could thus be attributed to the PRPN’s inherent preference toward English-like languages.

### Figure 4: Learning curves for all languages.

4.3 Low-Resource Settings

We now aim to understand how the PRPN’s performance for each language depends on the amount of data available. While large unlabeled corpora can be obtained easily for languages which are popular in NLP research, this is not the case for the majority of the world’s languages. Thus, this question has practical relevance.

**Setup.** To simulate different low-resource settings for this experiment, we use the first \( n \in \{2500, 5000, 7500, 10000, 12500\} \) sentences from each training set. Since the PRPN has shown to be largely robust to hyperparameter changes and we stop training based on the training loss, development sets are not used. Test sets are kept unmodified. As before, all results are averaged over 5 training runs with different random seeds.

**Results.** The learning curves in Figure 4 show the F1 scores of all models as a function of the amount of sentences available for training. We observe the following:

- While performance for English strongly increases with more training instances, this is not the case for the remaining languages. The Chinese F1 score increases only slightly for additional examples. The performance for Arabic and German is roughly constant. The
fact that the PRPN is better at leveraging additional English data is another indicator that the PRPN might be better suited for English than for the other three languages in our experiments.

- Comparing Figure 4 to Table 2, we see a gap between the PRPN’s performances for 12,500 examples and for the entire training sets for all languages. Thus, we conclude that disposing of more than 12,500 examples is generally beneficial.

5 Multilingual Experiment

5.1 Motivation

A multilingual model for unsupervised constituency parsing has desirable benefits. First, since only one model is needed for a set of languages, less memory is required to store all parameters. This facilitates, for instance, the application on mobile devices. Second, neural models which have been trained simultaneously on multiple languages have been shown to leverage knowledge from related languages to improve performance on other languages in the case of limited training data. Such cross-lingual transfer has been successfully employed for a variety of tasks, e.g., for supervised dependency parsing (de Lhoneux et al., 2018), for machine translation (Johnson et al., 2017a), or for paradigm completion (McCarthy et al., 2019).

5.2 Setup

Since transfer learning is mostly needed and also particularly effective in the low-data regime, we combine the training sets of 2,500 examples for English and German—the two of our languages which are related—to form a multilingual training set. We then train PRPN models on this combined training set, sharing all parameters.

The model’s hyperparameters remain the same as before, and we again train for a maximum of 150 epochs, or until the training loss has not decreased for 5 consecutive epochs. As for our previous experiments, the reported results are averaged over 5 training runs with different random seeds.

5.3 Results

Results for single-language models as well as the multilingual versions are shown in Table 3. The parsing performance of the multilingual model is 4.0% and 2.4% higher than that of the single-language models for English and German, respectively. Thus, the PRPN model indeed benefits from transfer learning, i.e., it can share information across related languages for unsupervised constituency parsing.

6 Related Work

Unsupervised parsing. Previous work on non-neural models for unsupervised parsing includes Clark (2001) and Klein and Manning (2002) for constituency parsing and Carroll and Charniak (1992); Klein and Manning (2004); Cohn et al. (2010); Spitkovsky et al. (2011); and Jiang et al. (2016) for dependency parsing. For Chinese, German, and English, previous work also observed differences in F1 scores; an overview can be found in Bod (2006). We have not included these non-neural baselines as part of our results due to lack of availability of trustworthy implementations.

Following the success of the neural PRPN model in 2018, various other neural unsupervised parsing approaches have been developed and shown promising results. Shen et al. (2018c) enhance the vanilla LSTM network with master forget and input gates to learn the tree structure through soft gating. Drozdov et al. (2019) use a recursive autoencoder-based architecture. Kim et al. (2019b) employ unsupervised recurrent neural network grammars, and Kim et al. (2019a) employ compound probabilistic context free grammars. Shi et al. (2019) show how image captions can be successfully leveraged to identify constituents in sentences. None of these papers performs an explicit analysis of differences between languages. Jin et al. (2019) extend the PCFG approach to show results on Chinese, English and German. There are certain question that remain unanswered about multilingual grammar induction, especially related to cross-lingual transfer and difference in hyper parameters. In this work, we focus on adapt-

<table>
<thead>
<tr>
<th></th>
<th>single language</th>
<th>multilingual</th>
</tr>
</thead>
<tbody>
<tr>
<td>English</td>
<td>0.186 (.08)</td>
<td>0.226 (.03)</td>
</tr>
<tr>
<td>German</td>
<td>0.326 (.02)</td>
<td>0.350 (.06)</td>
</tr>
</tbody>
</table>

Table 3: Monolingual and multilingual PRPN test results for 2500 training sentences. Results are averaged over 5 training runs, with standard deviations in parentheses.
ing the PRPN to a multilingual setting, since it is the first neural model which has been shown to obtain robust unsupervised parsing results. Although we have primarily focused on PRPN due to its overall success, it would be interesting to observe whether similar trends in relative performance among languages hold for other models mentioned above. We leave this for future work.

A closely related line of research, which is often referred to as latent tree learning, aims to create a parse structure which is well-suited for a particular NLP application. Common choices are sentence classification tasks like natural language inference (Yogatama et al., 2017; Maillard et al., 2017; Choi et al., 2018), machine translation (Bisk and Tran, 2018), or toy datasets where the correct parse can trivially be found by humans (Jacob et al., 2018; Nangia and Bowman, 2018). Latent tree learning models have been shown to outperform sequential models and TreeRNNs on multiple datasets (Maillard et al., 2017; Choi et al., 2018). However, the parses predicted by latent tree models have been shown to mostly be nonsensical (Williams et al., 2018).

**Supervised parsing.** This research is further related to the line of work on supervised parsing. Two main parsing paradigms exist: dependency parsing, which is concerned with the relationships between words in a sentence, and constituency parsing (or phrase-structure parsing), which is what we are interested in here (cf. Figure 1). Neural network models have pushed the state of the art for supervised constituency parsing in the last years. Possible approaches include methods to either build parse trees sequentially by estimating transition probabilities (Zhu et al., 2013; Cross and Huang, 2016), employ a chart-based approach, which performs exact structured inference via dynamic programming (Durrett and Klein, 2015; Stern et al., 2017), or cast the problem as a sequence labeling task (Gómez-Rodríguez and Viñares, 2018). Another, rather new option is to predict syntactic distances between words, which can then be converted into trees (Shen et al., 2018b). This is the same core concept that the PRPN is based on. Thus, we consider Shen et al. (2018b)’s approach one of our upper bounds on the unsupervised parsing performance of the PRPN.

**Cross-lingual transfer.** Cross-lingual transfer (Wu, 1997; Yarowsky et al., 2001), i.e., using knowledge gained from one (usually high-resource) language for solving a task in another (usually low-resource) language, is very common when working on resource-poor languages in NLP. There are two very intuitive ways of realizing such a transfer (Liu et al., 2019): One way is to translate the test data into a high-resource language and to solve the task using a system for that second language. Another way is to translate large amounts of training data into a low-resource language and train a system in that language. Other methods have been developed as well, many based on parameter sharing— as we do in this work—, e.g., for cross-lingual natural language inference (Conneau et al., 2018), morphological generation (Kann et al., 2017; McCarthy et al., 2019), dialogue systems (Schuster et al., 2019), or machine translation (Johnson et al., 2017b; Aharoni et al., 2019). While we are not aware of any previous work exploring cross-lingual transfer for unsupervised parsing as done in this paper, approaches have been developed which leverage high-resource language data for supervised parsing in low-resource languages (Søgaard, 2011; Naseem et al., 2012).

7 Conclusion

We investigated the behavior of the PRPN, a neural unsupervised constituency parsing model, for the languages Arabic, Chinese, English, and German. While, overall, our experiments showed that the model strongly outperformed trivial baselines for all the languages, we made the following additional observations: (i) With regards to its parsing performance, the model is robust to hyperparameter changes for all four languages. (ii) Parsing F1 and language modeling perplexity were not correlated. (iii) The PRPN’s unsupervised parsing performance differed a lot between languages, while trivial baselines and upper bounds obtained similar scores. (iv) The model was able to leverage additional training data for English better in low-resource settings, and for no language did the PRPN reach its maximum observed F1 score with 12,500 training instances. Finally, we proposed to train a multilingual PRPN model for the related languages English and German. Besides requiring less parameters, this led to an up to 4% higher F1 score in the low-data regime.
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Abstract

Argument component extraction is a challenging and complex high-level semantic extraction task. As such, it is both expensive to annotate (meaning training data is limited and low-resource by nature), and hard for current-generation deep learning methods to model. In this paper, we reevaluate the performance of state-of-the-art approaches in both single- and multi-task learning settings using combinations of character-level, GloVe, ELMo, and BERT encodings using standard BiLSTM-CRF encoders. We use evaluation metrics that are more consistent with evaluation practice in named entity recognition to understand how well current baselines address this challenge and compare their performance to lower-level semantic tasks such as CoNLL named entity recognition. We find that performance utilizing various pre-trained representations and training methodologies often leaves a lot to be desired as it currently stands, and suggest future pathways for improvement.

1 Introduction

Argument component (AC) extraction typically involves addressing extremely complex high-level concepts, demanding significant amounts of world knowledge, natural language understanding, and reasoning to address (Moens, 2018). These argument components may come from different datasets, different domains, and have varying tagsets (IOB — inside, outside or at the beginning of an entity), depending on the component and annotation criteria used (Schulz et al., 2018). Originally the field expanded its tagsets across tasks over time; however, due to the inherent difficulty, the field has contracted back to tackling much simpler tasks (Moens, 2018). This difficulty is because performance across domains and tasks with limited resources makes training models extraordinarily difficult.

Recent work such as Schulz et al. (2018) uses single-task learning (“STL”) and multi-task learning (“MTL”) with character-level encodings and pre-trained GloVe word embeddings as inputs to a BiLSTM-CRF encoder to analyze this issue from a low resource standpoint, while other work approaches the task through the use of graph convolution networks (GCNs) with syntactic dependencies (Morio and Fujita, 2019). However, both evaluate in terms of tag-level F1, including non-target O tags, rather than the more stringent span-based metric conventionally used to evaluate named entity recognition (“NER”: Tjong Kim Sang and De Meulder (2003)). In this paper, we compare contemporary embedding approaches in STL and MTL contexts against Schulz et al. (2018) and achieve state-of-the-art results for the dataset, but more importantly, we demonstrate that under span-based evaluation, the current state-of-the-art is woefully low, calling into question whether argument component extraction as currently construed is feasible for current NLP methods.

2 Findings

The focus of the paper is on a rigorous reevaluation of actual low-resource argument component (AC) extraction within argumentation mining (AM); in contrast to previous publications, we find that:

- Tag-based evaluation is inappropriate for evaluating span extraction performance.
- STL improves with embeddings and is better than MTL, in contrast to previously reported results.
- Current state-of-the-art (SOTA) approaches to low-resource AM, when evaluated strictly, do not result in usable systems, with $<0.4$ F1 in general.
As such, AC extraction in low-resource settings is an unsolved task and will require order of magnitude improvements in pre-training and inclusion of external knowledge to become serviceable.

3 Setup

3.1 Tasks and Evaluation

3.1.1 Task Description

Argument component (AC) extraction is the extraction of ACs such as factual premises and opinion-based claims from text, using a tag-based IOB system to extract the textual components as contiguous sequences of text as NER components (Schulz et al., 2018). The tasks are from a variety of disparate domains, with different IOB tagsets and associated distributions, some with simple claims or premises, others with more complex annotations (Schulz et al., 2018). The tasks are, as per previous work: var, wiki, news, essays, web and hotel (Schulz et al., 2018). These are NER tagged sentences that contain IOB tagged claims, premises, or more specific argument tags (with respect to the specific dataset annotation guidelines). They are sourced from various editorials/official documents/discussion boards, Wikipedia discussions, news comments, persuasive essays, web discourse, and hotel review domains respectively (Schulz et al., 2018). In each case, we train over training splits of 1k, 6k, 11k, and 21k tagged NER tokens, each of which is within a low-resource range. This NER extraction task is low-resource due to the fact that the number of example tokens is extremely limited, on the order of a few articles or hundreds of sentence examples at the low end, and just over a thousand at the high end (6k vs. 21k tokens). In contrast, other tasks often have examples in the thousands of sentences, and hundreds of thousands of tokens (Tjong Kim Sang and De Meulder, 2003). We also validate our implementation against CoNLL NER, to evaluate the competitiveness of our method over a simpler extraction task as an upper bound. We do this to contextualize how F1 span-based performance operates in low-resource AM vs. low-resource NER, to indicate how SOTA models perform with respect to the simpler NER extraction task.

3.1.2 Evaluation

We evaluate the results based on CoNLL span-based F1, ignoring non-relevant O extraction as it confounds analysis of true extraction performance of components of interest (named entities in the NER case and argumentation components for our task: Tjong Kim Sang and De Meulder (2003); Gardner et al. (2018); Peters et al. (2018)). This span based metric means we do not simply look at the precision and recall of tags in isolation. The span-based evaluation only concerns overlapping contiguous spans whereas tag-based F1 concerns discontinuous spans, meaning it is both looser and less aligned to the key task of contiguous span extraction. This stricter evaluation regime produces more realistic task results, as it is concerned with span extraction, not tag-based classification.

3.2 Framework

We utilize AllenNLP (Gardner et al., 2018) as our base framework, with standard STL training ablations (Peters et al., 2018), and adapt a multi-sampling training approach leveraging Hierarchical Multi-Task Learning (Sanh et al., 2019) for MTL training ablations. In the MTL case, for final test evaluation, we utilize the best epoch weights for each component task from the proportional sampler based on the validation data. We evaluate using the AllenNLP implementation of CoNLL span-based F1 measure, which focuses on the correctness of full-span extraction of components relevant to argumentation (and ignores O components), rather than the isolated tag-based F1 measures previously used.

3.3 Base BiLSTM-CRF Model, Training and Hyper-parameter Configuration

We utilize a variety of pre-trained models to generate word embeddings as input to a standard 2 layer BiLSTM-CRF, with a hidden layer size of 200 and dropout rate of 0.5. This base model is consistent with related task approaches, and SOTA methods (Peters et al., 2018; Schulz et al., 2018; Sanh et al., 2019). In general, previous work has used STL/MTL-trained BiLSTM-CRFs. In addition, as our focus is on the evaluation approach used in current SOTA papers, the point of the paper is not to evaluate every model combination, but simply to demonstrate the “true” performance of current SOTA methods under a rigorous evaluation regime. We improve on previous approaches within AC extraction by using more complex embeddings and cumulative embedding combinations. Specifically, we make use of character-level embeddings using a CNN as a randomly initialized baseline implementation, GloVe (Penning-
ton et al., 2014), ELMo (Peters et al., 2018), and BERT (Devlin et al., 2018), in a monotonically increasing fashion through pre-trained ablations. We based our STL/MTL hyper-parameter configuration on Peters et al. (2018); Sanh et al. (2019), specifically the NER components, with monotonically increasing pre-trained embedding representations following Peters et al. (2018). No hyperparameter tuning is required, as these papers represent NER SOTA baselines in the STL/MTL NER extraction space, and we extend previous papers embedding approaches (Schulz et al., 2018) with more complex embeddings (BERT) and stricter evaluation criteria.

### 3.4 Monotonically Increasing Pre-trained Embeddings Ablations

We create monotonically increasing ablations of pre-trained embeddings, from least to most complex, as the basis of our SOTA BiLSTM-CRF span extraction model, to analyze their performance under strict evaluation criteria. We jointly train using progressive combinations of embeddings starting with the character-level CNN, and then monotonically adding GloVe, ELMo, and BERT embeddings. We use 16-dimensional character encodings with 128 filters and 3 n-gram filter sizes; pre-trained 50d GloVe vectors; pre-trained ELMo embeddings (with trainable scalar weights); and uncased base BERT (768d) drawing from a variety of previous works (Gardner et al., 2018; Peters et al., 2018; Schulz et al., 2018). For MTL, we utilize the Hierarchical Multi-Task Learning framework (Sanh et al., 2019), taking the best epoch weights from the multi-task sampler for each task based on the validation data. We base our models on the previous papers, to focus on evaluation, extend with BERT, and determine how well SOTA models can really perform on complex AC extraction tasks.

### 4 Experiments

#### 4.1 Analysis

We find that in general, MTL often underperforms STL for individual tasks, which is in contrast to previous work (Schulz et al., 2018) (see Figure 1). We hypothesize that this is due to the disparate domains, annotations, IOB distributions, and label sets of the various tasks. Therefore even with the extra supervision signal, MTL tends not to aid in the training process, especially with well-initialized pre-trained embeddings. We hypothesize that focusing training on sampling the core task with the pre-trained embeddings (with suitable regularisation — see Section 3.3) will likely lead to better span extraction performance in low-resource, disparate domains (especially given the disparate label sets for the respective datasets), where the more robust and general performance of MTL is traded for higher performance in specific tasks.

We often find that in the STL/MTL cases there is a minimal improvement over the baseline CNN-based character embeddings and that the representational capacity of the pre-trained models is likely not sufficient to provide a significant improvement on these tasks. We find that in general F1 is substantially below much simpler tasks such as CoNLL NER, with the majority of our results well below an F1 of 0.5 (see Figure 2), whereas CoNLL models trained equivalently produce results well in excess of 0.9. In some cases such as the essays and hotel datasets, we see what we would expect with increasing pre-trained model complexity added to both STL and MTL tasks.

However news, web and wiki all seem to exhibit highly variant baseline performance regardless of training methodology or pre-trained initialisation. In these scenarios, the model is likely fitting annotation artifacts. We find that in general, both in the progress of training and evaluation, test and validation performance is both noisy and unstable. This variance is likely due to the difficult nature of the task, the sparsity of the data, and the disparity between the domains of pre-trained embeddings to the specific task at hand.

#### 4.2 Embedding Ablations

We found that in general as we increase the complexity of pre-trained embeddings, from character-based learned CNN embeddings to pre-trained GloVe, ELMo, and BERT, we see improved performance (see Table 1). However, we still performed much lower when using more advanced pre-trained embeddings than previous systems using span metrics (Schulz et al., 2018) (see Table 1). This difference is due to the focus on tag-based accuracy metrics rather than span-based metrics, and also the disproportionate effect of the O tag. A comparable system to that of Schulz et al. (2018), the glove_stl baseline, performed much worse when using the span-based metric, where
Figure 1: Performance (F1) across splits, tasks, and models. Full F1 range is used to demonstrate performance with full context of upper bound.

<table>
<thead>
<tr>
<th>task</th>
<th>var_21k</th>
<th>wiki_21k</th>
<th>news_21k</th>
<th>essays_21k</th>
<th>web_21k</th>
<th>hotel_21k</th>
</tr>
</thead>
<tbody>
<tr>
<td>max_stl</td>
<td>0.2863</td>
<td>0.2349</td>
<td>0.5420</td>
<td>0.5439</td>
<td></td>
<td>0.3404</td>
</tr>
<tr>
<td>max_mtl</td>
<td>0.2606</td>
<td>0.2412</td>
<td>0.5445</td>
<td>0.4377</td>
<td>0.2934</td>
<td>0.4267</td>
</tr>
<tr>
<td>previous_tag_baseline</td>
<td>(0.3045)</td>
<td>(0.1834)</td>
<td>(0.3263)</td>
<td>(0.4838)</td>
<td>(0.1521)</td>
<td>(0.4569)</td>
</tr>
<tr>
<td>previous_tag_stl</td>
<td>(0.4334)</td>
<td>(0.2337)</td>
<td>(0.5649)</td>
<td>(0.6054)</td>
<td>(0.2343)</td>
<td>(0.4791)</td>
</tr>
<tr>
<td>previous_tag_mtl</td>
<td>(0.4739)</td>
<td>(0.3250)</td>
<td>(0.5776)</td>
<td>(0.6055)</td>
<td>(0.2327)</td>
<td>(0.4644)</td>
</tr>
</tbody>
</table>

Table 1: Our best STL/MTL on a more realistic span based evaluation indicates (top) a more realistic but lower performance vs. previous implementations using more simplistic tag based macro F1 evaluation (bottom in brackets).

We found in general that even with the addition of SOTA BERT embeddings, which have produced significant advances in other mid-level NLP tasks (Devlin et al., 2018), we were unable to produce results on par with tag-based evaluation. However span-based extraction provides a more realistic assessment of argument component extraction, with bert_stl generally providing the highest average score.

We also validated our results against the CoNLL NER dataset for all ablations and found performance to be on par with existing SOTA systems (Peters et al., 2018). Thus more pre-trained, more diverse, and more integrated representations do help improve the performance across these tasks on average, but the performance for argument component extraction leaves a lot to be desired under the span-based metric, suggesting that a usable extraction system is still well beyond the reach of current NLP models, based on the existing task formulation.

5 Future Work

It is of crucial importance to improve the representational complexity of pre-trained embeddings for high-level semantic tasks, especially in a low-resource regime. The inclusion of more linguistic and statistical inductive biases is necessary if progress is to be made on problems of extreme complexity, such as natural language argumentation component extraction. Some work has already begun with the introduction of syntactic fea-
tures within GCNs for this task, but more integration of inductive biases will be necessary if progress is to be made, both in task performance and representational capability (Morio and Fujita, 2019). Other possible improvements include the use of external knowledge, such as external knowledge graphs and sentence based dependencies.

We find that in general, STL or MTL training over pre-trained embeddings are unlikely to be of significant benefit given the enormous amount of information required for complex semantic extraction tasks. A corollary to this is that it is also likely not sufficient, given the minor improvement of BERT over other pre-trained representations, to solely rely on statistical sequence prediction. To close the gap with human performance a step-order improvement in pre-training for end tasks is required.

6 Conclusion

In this paper, we have reevaluated argumentation component extraction based on STL and MTL approaches across a range of contemporary pre-trained embedding representation models, within a low resource task setting. We found that in general, according to a span-based evaluation metric such as that used for CoNLL NER, the results for the task drop appreciably from published results based on more naive evaluations. We found that MTL across varying domains did not significantly aid the task across domains, and that pre-trained word representations are not substantially better than a character-based word embedding baseline.

The results on average showed that as the pre-trained representations grow in complexity, on average, there was a robust increase in performance, and this was robust in both STL/MTL scenarios. Hence we believe that significant improvements in representational complexity of pre-trained embeddings for low resource tasks are necessary, above and beyond pure statistical inductive biases, if tasks such as argumentation component extraction are to achieve the same level of success as lower-level tasks such as NER.
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Abstract
Existing named entity recognition (NER) systems rely on large amounts of human-labeled data for supervision. However, obtaining large-scale annotated data is challenging particularly in specific domains like health-care, e-commerce and so on. Given the availability of domain specific knowledge resources, (e.g., ontologies, dictionaries), distant supervision is a solution to generate automatically labeled training data to reduce human effort. The outcome of distant supervision for NER, however, is often noisy. False positive and false negative instances are the main issues that reduce performance on this kind of auto-generated data. In this paper, we explore distant supervision in a supervised setup. We adopt a technique of partial annotation to address false negative cases and implement a reinforcement learning strategy with a neural network policy to identify false positive instances. Our results establish a new state-of-the-art on four benchmark datasets taken from different domains and different languages. We then go on to show that our model reduces the amount of manually annotated data required to perform NER in a new domain.

1 Introduction
Named Entity Recognition (NER) is one of the primary tasks in information extraction pipelines. (Ma and Hovy, 2016; Lample et al., 2016; Peters et al., 2018; Akbik et al., 2018). Traditional studies apply statistical techniques such as Hidden Markov Models (HMM) and Conditional Random Fields (CRF) using large amounts of features and extra resources (Ratinov and Roth, 2009; Passos et al., 2014). In recent years, deep learning approaches achieve state-of-the-art results in the task without any feature engineering (Ma and Hovy, 2016; Lample et al., 2016). Most of these works assume that there is a certain amount of annotated sentences in the training phase. However, availability of large amounts of labeled data is problematic, particularly in specific domains. Distant supervision is proposed by Mintz et al. (2009) to address the challenge of obtaining training data for new domains using existing knowledge resources (dictionaries, ontologies). It has previously been successfully applied to tasks like relation extraction (Riedel et al., 2010; Augenstein et al., 2014) and entity recognition (Fries et al., 2017; Shang et al., 2018b; Yang et al., 2018). For the task of NER, it identifies entity mentions if it exist in the knowledge base (e.g, domain-specific dictionary, glossary, ontology) and assigns the corresponding type according to the knowledge base.

However, distant supervision approaches encounter two main limitations. First, due to limited coverage of the knowledge resources, unmatched tokens result in False Negatives (FNs). Second, since simple string matching is employed to detect entity mentions, ambiguity in the knowledge resource may lead to False Positives (FPs). For the FN problem, Tsuboi et al. (2008) incorporate partial annotations into CRFs and propose a parameter estimation method for CRFs using partially annotated corpora (here-in after referred to as Partial-CRF). In order to reduce the negative impact of FPs for relation extraction, Qin et al. (2018) propose a deep reinforcement learning (RL) agent where the the agent’s goal is to decide whether to remove or keep the distantly supervised instance.

In this paper we make the following contributions:

• We combine the Partial-CRF approach with performance-driven, policy-based reinforcement learning to clean the noisy, distantly supervised data for NER in a pre-processing step.

• We formulate the reward function in RL based on the change in the performance of
The task of NER has been widely studied in the last decade and is generally considered as a sequence labeling problem. Using neural techniques, many studies report state-of-the-art results on this type of sequence labeling task (Lample et al., 2016; Ma and Hovy, 2016). These types of studies utilize character and/or word embeddings to encode sentence-level features automatically. Recently, the use of contextualized word representation (Peters et al., 2018; Akbik et al., 2018) significantly improves the state-of-the-art results in many sequence labeling tasks and specifically also in the NER benchmark.

In the supervised NER paradigm, this task suffers from lack of large-scale labeled training data when moving to a new domain or new language. To alleviate the reliance on human annotated data, distant supervision is proposed by Mintz et al. (2009), to generate annotated data by heuristically aligning text to an existing domain-specific knowledge resource. It is widely used for relation extraction (Mintz et al., 2009; Riedel et al., 2010; Augenstein et al., 2014) and lately it has attracted attention also for NER (Ren et al., 2015; Fries et al., 2017; Shang et al., 2018b; Yang et al., 2018). Shang et al. (2018b) present the AutoNER model which employs a new type of tagging scheme (i.e., Tie or Break) rather than common ones (i.e., IOB, IOBES) without any CRF layer and achieves state-of-the-art unsupervised F1 scores on several benchmark datasets. Crucially, they employ a set of high-quality phrases in distant supervision, using a phrase mining technique (Shang et al., 2018a) to reduce the false-negative labels. Feng et al. (2018) and Yang et al. (2018) make use of reinforcement learning to tackle false positives in distantly supervised relation classification and NER, respectively. Similar to our work, Yang et al. (2018) address the noisy automatic annotation in NER, by using partial annotation learning and reinforcement learning. However, unlike our approach, they train the NER model and reinforcement learning model jointly, calculating the reward based on the loss of the NER model, whereas we employ the RL module as a pre-processing/filtering step, incorporating the previous state to satisfy a Markov decision process (MDP). Yang et al. (2018) evaluate only on a Chinese dataset, whereas we apply our model also to English datasets. Furthermore, after running their code \footnote{https://github.com/rainarch/DSNER}, we observe that to reach the reported results in their paper on e-commerce dataset, the model needs more than 500 epochs and the reinforcement learning component removes all the distantly annotated sentences after some epochs. It means that after some epochs the code performs only the base-line NER model on annotation dataset and ignoring RL module, since there are no distantly annotated sentences. Their two datasets are included in our experiment in order to compare to their results. Qin et al. (2018) explore deep reinforcement learning as a false positive removal tool for distantly supervised relation extraction. Here, we adapt their approach to the NER task. Unlike Qin et al. (2018) however, we learn the policy agent in an unsupervised manner, where the parameters are learnt by interaction with the environment.

3 Model

We implement Partial-CRF together with a performance-driven, policy-based reinforcement learning method to detect FNs and FPs in distantly supervised NER. In contrast to a previous study that has applied RL in NER (Yang et al., 2018), we consider the RL agent as a pre-processing task to clean FPs from the noisy dataset. Furthermore, our RL agent is rewarded based on the change in the performance of the NER module and it is modeled as a Markov decision process (MDP).

Algorithm 1 describes the overall training procedure for our model and in the following, we detail the various components of our model.

3.1 Baseline NER model

The goal of NER is to identify text spans that present named entities and assign them into predefined categories. These categories vary depending on the domain, for example in the general domain, they are categories like organization, person and location names; in bio-medical domain,
they are protein, drug, gene, disease names. Intuitively, given a sentence of the words $X = \{x_1, x_2, \ldots, x_n\}$, NER assigns unique tag for each word like $y = \{y_1, y_2, \ldots, y_n\}$ from a predefined set of categories $y_i \in \Phi, |\Phi| = k$. Our baseline model is a BiLSTM-CRF architecture (Lample et al., 2016; Habibi et al., 2017). The first layer takes character embeddings for each word sequence and then merge the output vector with the word embedding vector to feed into a second BiLSTM layer. The CRF layer comes on top of the last layer to model the dependencies across output tags and locates the best tag sequence by maximizing the log-probability in following equation:

$$
\log(p(y|X)) = \log \frac{e^{s(X, y)}}{\sum_{y' \in Y} e^{s(X, y')}}
$$

(1)

where

$$
s(X, y) = \sum_{i=1}^{n} P_{i, y_i} + \sum_{i=1}^{n} T_{y_i, y_{i+1}}
$$

(2)

and $P$ is a $k \times n$ output tensor of a linear encoder applied to the last BiLSTM layer where $P_{i,j}$ corresponds to the score of the $j$th tag of the $i$th word in a sentence. $T$ is a $(k+2) \times (k+2)$ transition tensor which represents transition probability from $i$th tag to the $j$th tag. Two additional tags $<$BOS$>$ and $<$EOS$>$ are added at the start and end of a sequence, respectively. In order to infer the final sequence tags the Viterbi algorithm is employed in the CRF model.

### 3.2 Partial-CRF layer (PA)

As mentioned above, FN instances constitute a common problem in distantly annotated datasets. It is caused by limited coverage of the knowledge base resource, when some of the entity mentions are not found in the resource and followingly labeled as non-entities (‘O’). We follow Tsuboi et al. (2008) and treat the result of distant supervision as a partially annotated dataset where non-entity text spans are annotated as any possible tag. Figure 1 illustrates the annotation of distantly supervised examples using the IOBES labeling scheme that we employ.

Let $Y_L$ denote all the possible tag sequences for a distantly supervised sentence $X$. Then, the conditional probability of the subset $Y_L$ given $X$ is:

$$
p(Y_L|X) = \sum_{y \in Y_L} p(y|X).
$$

(3)

Extending the original equation of the CRF layer (Eq.1) provides the log-probability for the distantly supervised instance:

$$
\log(p(Y_L|X)) = \log \frac{\sum_{y' \in Y_L} e^{s(X, y')}}{\sum_{y' \in Y} e^{s(X, y')}}.
$$

(4)

Using partial annotation, non-entity text spans are annotated as any possible tag. It gives a chance for non-entity text spans to be considered and scored properly in update version of CRF (Partial CRF) and become a part of the most optimal tag sequence.

### 3.3 Reinforcement Learning for denoising

The RL agent is designed to determine whether the distantly supervised instance is a true positive or not. There are two main components in RL:
Algorithm 2: Reinforcement learning Algorithm to clean FPs in Distantly Labeled Data (D)

**Input:** Training dataset \((A_{\text{train}})\) + Distantly Labeled Data \((D)\), Pre-train NER+PA on \(A_{\text{train}} + D\), Validation dataset \((A_{\text{val}})\)

1. Initialize \(\theta\) in policy network
2. Initialize \(s^*\) as all-zero vector with the same dimension of \(s_j\)
3. for epoch \(i = 0 \rightarrow N\) do
   4. for instance \(d_j \in D\) do
      5. Provide \(s_j\) using NER+PA model \(\tilde{s}_j = \text{concatenation}(s_j, s^*)\)
      6. Randomly sample \(a_j \sim \pi(a_j; \theta, \tilde{s}_j)\); compute \(p_j = \pi(a_j; \theta, \tilde{s}_j)\), save \((a_j, p_j)\)
      7. if \(a_j = 0\) then
         8. save \(\tilde{s}_j\) into \(\Psi_i\)
      9. Recompute the \(s^*\) as an average of \(\forall \tilde{s}_j \in \Psi_i\)
   10. \(D_i = D - (\forall d_j; j \in \Psi_i)\)
   11. Train NER+PA on \(A_{\text{train}} + D_i\)
   12. Calculate \(F_i^1\) on \(A_{\text{val}}\) and save \(F_i^1\) and \(\Psi_i\)
   13. \(r_i = F_i^1 - F_i^{i-1}\)
   14. Find \(\Omega_i, \Omega_{i-1}\) (Eq. 6)
   15. Update Policy network (Eq. 5)
   16. Update \(D = D - (\forall d_j; j \in \Psi_N)\)
   17. Re-train NER+PA on \(A + D\)

I) environment II) policy based agent. Following Qin et al. (2018), we model the environment as a Markov Decision Process (MDP), where we add information from the previous state to the current state. The policy based agent is formulated based on the Policy Gradient Algorithm (Sutton et al., 1999), where we update the policy model by computing the reward after finishing the selection process for the whole training set. The algorithm 2 presents additional details of the RL strategy in our NER model. The following subsections describe the elements of the RL agent.

**State:** The RL agent interacts with the environment to decide about instances at the sentence level. A central component of the environment is the current and previous state in the selection process. The state \(S_i\) in step \(i\) represents the current instances as well as their label sequences. Following Yang et al. (2018) the state vector \(S_i\) includes: I) the vector representation of instances before the Partial-CRF layer, where we concatenate the outputs of the first and last nodes in the BiLSTM layer of the base NER model, and II) the label sequence scores calculated by the linear encoder before the Partial-CRF model. (i.e., \(P_{i,j}\) in Eq. 2). If a word is annotated with a certain label, the score will be the corresponding value of the label, otherwise, the score will be the mean of all possible labels of the word in the linear encoder. These two vectors are concatenated to represent the current state. To satisfy the MDP, the average vector of the removed instances in the earlier step \(i-1\) is concatenated to the current state and represents the state for the RL agent.

**Reward:** If the RL agent filters out the FP instances from the noisy dataset, the NER model will achieve improved performance. Accordingly, the RL agent will receive a positive reward, otherwise, the agent will receive a negative reward. Following Qin et al. (2018), we model the reward as a change of the NER performance; particularly, we adapt the \(F_1\) score to calculate the reward as the difference between \(F_1\) scores of the adjacent epochs (i.e., \(r_i = F_i^1 - F_i^{i-1}\)).

**Policy Network:** The policy network \(\pi(a_j; \theta, s_j)\) is a feed forward network with two fully-connected hidden layers. It receives the state vector for each distantly supervised instance and then determines whether the instance is a false positive or not. The \(\pi\) as a classifier with parameter \(\theta\) decides an action \(a_j \in \{1, 0\}\) for each \(s_j \in S_j\). The loss function for the policy network is formulated based on the policy gradient method (Sutton et al., 1999) and the
REINFORCE algorithm (Williams, 1992). Since we calculate the reward as a difference between $F_1$ scores in two contiguous epochs, the agent will be compensated for a set of actions that has direct impact on the performance of the NER model in the current epoch. In other words, the different parts of the removed instances in each epoch are the reason of the change in $F_1$ scores. Accordingly, the policy will update using the following gradient:

$$
\theta = \theta + \mu [\nabla_{\theta} \sum_{i} \log \pi(a|S; \theta)r_i \\
+ \nabla_{\theta} \sum_{i} \log \pi(a|S; \theta)(-r_i)]
$$

According to Qin et al. (2018), assuming $\Psi_i$ is removed in epoch $i$:

$$
\Omega_i = \Psi_i - (\Psi_i \cap \Psi_{i-1})
$$

$$
\Omega_{i-1} = \Psi_{i-1} - (\Psi_i \cap \Psi_{i-1})
$$

This means that if there is an increase in $F_1$ at the current epoch $i$, we will assign a positive reward to the instances that have been removed in epoch $i$ and not in epoch $i - 1$ and negative reward to the instances that have been removed in epoch $i - 1$ and not in the current epoch.

4 Experiments

We perform experiments on four benchmark datasets to compare our method to similar techniques and investigate the impact of the number of available annotated sentences for our approach.

4.1 Experimental Settings

Datasets: Our approach requires an annotated dataset, a knowledge resource and a corpus of raw text. We rely on the resources used by Shang et al. (2018b) and Yang et al. (2018) for English and Chinese, respectively, as well as their train-test splits. For all datasets, we employ a IOBES labeling scheme. Below we briefly describe the datasets:

- **BC5CDR** is from BioCreative V Chemical Disease Relation task and contains 12,852 'Disease' and 15,935 'Chemical' entity mentions in 1,500 articles. It is already partitioned into a training, a development and a testing set. The related dictionary comes from the MeSH database\(^2\) and the CTD chemical and Disease\(^3\) vocabularies and contains 322,882 'Disease' and 'Chemical' entities. As a raw text, we use a corpus consisting of 20,217 sentences that is provided in Shang et al. (2018b) and extracted from PubMed papers.

- **LaptopReview** containing laptop aspect term is taken from the SemEval 2014 Challenge, Task 4 Subtask 1 (Pontiki et al., 2014). The 3,845 review sentences are annotated with 3,012 'AspectTerm' mentions. We extract 15,000 sentences from the Amazon laptop review dataset\(^4\) as a raw text. Wang et al. (2011) design this dataset for the aspect-based sentiment analysis. Thanks to Shang et al. (2018b), they provide the dictionary of 13,457 computer terms crawled from a public website\(^5\).

- **EC** is a Chinese dataset from the e-commerce domain. We choose this dataset in order to compare our results to the approach by Yang et al. (2018). There are 5 entity types: 'Brand', 'Product', 'Model', 'Material' and 'Specification' on user queries. This corpus contains 1,200 training instances, 400 in development set and 800 in test set. Yang et al. (2018) provide the dictionary of 927 entries and 2,500 sentence as a raw text.

- **NEWS** is another Chinese dataset in the news domain. It is annotated with PERSON type and provided by Yang et al. (2018). The NEWS dataset contains 3,000 sentences as training, 3,328 as dev data, and 3,186 as testing data. Yang et al. (2018) apply distant supervision to raw data and obtain 3,722 annotated sentences.

Pre-trained Embeddings: We employ pre-trained embeddings as initialization for the embedding layer of the LSTM layers. For the biomedical dataset, we use pre-trained 200-dimensional word vectors trained on PubMed abstracts, all PubMed Central (PMC) articles and English Wikipedia (Pyysalo et al., 2013). Standard pre-trained GloVe 100-dimensional word vectors are employed for the LaptopReview dataset. In

\(^2\)http://www.nlm.nih.gov/mesh/download_mesh.html

\(^3\)http://ctdbase.org/downloads/

\(^4\)http://times.cs.uiuc.edu/~wang296/Data/

\(^5\)https://www.computerhope.com/jargon.htm
Table 1: NER models comparison. The results on the Chinese EC and NEWS dataset are without high-quality phrases. *: is the base NER model in our approach and results are reported by Wang et al. (2018). **: is the state-of-the-art result on BC5CDR dataset, where they use Pretrained Contextualized Embeddings for Scientific Text (SciBERT) in Ma and Hovy (2016) for NER.

<table>
<thead>
<tr>
<th>Model</th>
<th>Data</th>
<th>Pr.</th>
<th>Re.</th>
<th>F1</th>
</tr>
</thead>
<tbody>
<tr>
<td>Liu et al. (2017) *</td>
<td>BC5CDR</td>
<td>88.84</td>
<td>85.16</td>
<td>86.96</td>
</tr>
<tr>
<td>Wang et al. (2018)</td>
<td></td>
<td>89.10</td>
<td>88.47</td>
<td>88.78</td>
</tr>
<tr>
<td>Beltagy et al. (2019)**</td>
<td></td>
<td>-</td>
<td>-</td>
<td>88.94</td>
</tr>
<tr>
<td>NER+PA+RL (This work)</td>
<td></td>
<td>92.05</td>
<td>87.91</td>
<td>89.93</td>
</tr>
<tr>
<td>Winner system in Pontiki et al. (2014) LaptopReview</td>
<td>84.80</td>
<td>66.51</td>
<td>74.55</td>
<td></td>
</tr>
<tr>
<td>NER+PA+RL (This work)</td>
<td>LaptopReview</td>
<td>81.07</td>
<td>74.01</td>
<td>77.38</td>
</tr>
<tr>
<td>Yang et al. (2018)</td>
<td>EC</td>
<td>61.57</td>
<td>61.33</td>
<td>61.45</td>
</tr>
<tr>
<td>NER+PA+RL (This work)</td>
<td></td>
<td>61.86</td>
<td>65.36</td>
<td>63.56</td>
</tr>
<tr>
<td>Yang et al. (2018)</td>
<td>NEWS</td>
<td>81.63</td>
<td>76.95</td>
<td>79.22</td>
</tr>
<tr>
<td>NER+PA+RL (This work)</td>
<td></td>
<td>80.20</td>
<td>79.88</td>
<td>80.04</td>
</tr>
</tbody>
</table>

Our experiments on the EC dataset, we use the 100-dimensional Chinese character embeddings provided by Yang et al. (2018) and trained on user-generated text.

**Evaluation:** We report the performance of the model on the test set as the micro-averaged precision, recall and $F_1$ score. A predicted entity is counted as a true positive if both the entity boundary and entity type is the same as the ground-truth (i.e., exact match). To alleviate randomness of the scores, the mean of five different runs are reported.

**Model Variants:** We use slightly different variants of our model for English and Chinese. For English we follow Liu et al. (2017) in leveraging a language model to extract character-level knowledge. We keep the parameters in the model the same as in the original work. In order to compare to state-of-the-art models, we follow the same approach during training (i.e., by merging the training and development data as a training set in BC5CDR and randomly selecting 20% from the training set as the development set in LaptopReview). For the Chinese EC dataset, we only use character-based LSTM and CRF layers and discard the word-based LSTM and language model. For a fair comparison, the model parameters are set to be the same as in Yang et al. (2018). For RL, the batch size, optimizer and learning rate are equal to the parameters in the related NER model. We use 100 epochs in RL and initialize the average vector of the removed sentences as an all-zero vector.

**High-Quality Phrases:** Considering all non-entity spans (i.e., ‘O’ type) as a potential entity provides noise in the Partial-CRF process. To address this issue, we use a set of quality multi-word and single-word phrases, provided by Shang et al. (2018b) and obtained using their AutoPhrase method (Shang et al., 2018a). Note that this resource is available only for the English datasets; therefore, it is not included in the experiments on the Chinese datasets. When using these phrases, we assign all possible tags only for the token spans that are matched with this extended list. In our model, we treat the high-quality phrases as potential entities and we assign all possible entity types in annotation of distantly supervised sentences. For example, in Figure 1, we could only find the word ‘leprosy’ in this list, therefore, in annotation we assign all possible tags to this token and the other non-entity tokens remain as ‘O’.

5 Performance Comparison

The first two rows of Table 1 depict the comparison of the proposed model to the state-of-the-art NER models on the English datasets. We observe that the NER+PA+RL model achieves higher $F_1$ scores on the different datasets compared to the other models. In order to compare to the RL based approach in Yang et al. (2018), we run the model without high-quality phrases on the Chinese EC and NEWS datasets. Our design boosts the reported $F_1$ score from 61.45 and 79.22 in the original to 63.56 and 80.04 with our model on EC and NEWS datasets, respectively. The experiments on
the proposed model on the BC5CDR corpus by selecting increasing amounts of annotated instances from the gold dataset. As shown in Figure 2, the proposed method achieves a performance of 83.18 only with 2% of the annotated dataset. Whereas the base NER model, requires almost 45% of the ground truth sentences to reach the same performance. This indicates that with a small set of human annotated data, our model can deliver relatively good performance.

We also carry out experiments on the BC5CDR and LaptopReview test sets, where our model is trained exclusively on distantly annotated data. We report the outcome together with the scores of the other state-of-the-art unsupervised methods in Table 3, where we also compare to simple dictionary matching. It is clear that the model of Shang et al. (2018b) (AutoNER) is still the best performing NER method on BC5CDR and LaptopReview datasets in an unsupervised setup. However, as is clear from Figures 3-a and 3-c in Shang et al. (2018b)), if there is at least some manually labeled data available, our method makes better use of the gold supervision compared to the AutoNER system in the similar training scenario. It is also worth noting that the approach proposed by Fries et al. (2017) utilizes extra human effort to design regular expressions and requires specialized hand-tuning.

7 Conclusion and Future work

This work presents an approach to alleviate the problems of auto-generated data in NER. The performance-driven, policy-based reinforcement learning module removes the sentences with FPs, whereas the adapted Partial-CRF layer deals with FNs. We examine the impact of each component in ablation experiments. Combining these in a su-

### Table 2: Result with different setting of the distantly supervised NER model. * indicates that we use the list of high-quality phrases along with the dictionary to annotate raw text.

<table>
<thead>
<tr>
<th>Model Variant</th>
<th>Data</th>
<th>Pr.</th>
<th>Re.</th>
<th>F1</th>
</tr>
</thead>
<tbody>
<tr>
<td>NER+PA</td>
<td>BC5CDR</td>
<td>85.82</td>
<td>88.58</td>
<td>87.18</td>
</tr>
<tr>
<td>NER+PA*</td>
<td>LaptopReview</td>
<td>91.28</td>
<td>87.07</td>
<td>89.13</td>
</tr>
<tr>
<td>NER+PA+RL</td>
<td>BC5CDR</td>
<td>87.00</td>
<td>89.04</td>
<td>88.01</td>
</tr>
<tr>
<td>NER+PA+RL*</td>
<td>LaptopReview</td>
<td>92.05</td>
<td>87.91</td>
<td>89.93</td>
</tr>
<tr>
<td>NER+PA</td>
<td>LaptopReview</td>
<td>61.00</td>
<td>70.80</td>
<td>65.55</td>
</tr>
<tr>
<td>NER+PA*</td>
<td>LaptopReview</td>
<td>66.36</td>
<td>66.06</td>
<td>66.21</td>
</tr>
<tr>
<td>NER+PA+RL</td>
<td>LaptopReview</td>
<td>80.47</td>
<td>73.70</td>
<td>76.94</td>
</tr>
<tr>
<td>NER+PA+RL*</td>
<td>LaptopReview</td>
<td>81.07</td>
<td>74.01</td>
<td>77.38</td>
</tr>
</tbody>
</table>

### Table 3: Unsupervised NER Performance Comparison.

The proposed method is trained only on distantly labeled data.

<table>
<thead>
<tr>
<th>Method</th>
<th>Data</th>
<th>Pr.</th>
<th>Re.</th>
<th>F1</th>
</tr>
</thead>
<tbody>
<tr>
<td>Dictionary Match</td>
<td>BC5CDR</td>
<td>93.93</td>
<td>58.35</td>
<td>71.98</td>
</tr>
<tr>
<td>Fries et al. (2017)</td>
<td>BC5CDR</td>
<td>84.98</td>
<td>83.49</td>
<td>84.23</td>
</tr>
<tr>
<td>Shang et al. (2018b)</td>
<td>LaptopReview</td>
<td>88.96</td>
<td>81.00</td>
<td>84.80</td>
</tr>
<tr>
<td>NER+PA+RL*</td>
<td>LaptopReview</td>
<td>88.73</td>
<td>77.51</td>
<td>82.74</td>
</tr>
<tr>
<td>Dictionary Match</td>
<td>LaptopReview</td>
<td>90.68</td>
<td>44.65</td>
<td>59.84</td>
</tr>
<tr>
<td>Giannakopoulos et al. (2017)</td>
<td>LaptopReview</td>
<td>74.51</td>
<td>31.41</td>
<td>44.37</td>
</tr>
<tr>
<td>Shang et al. (2018b)</td>
<td>LaptopReview</td>
<td>72.27</td>
<td>59.79</td>
<td>65.44</td>
</tr>
<tr>
<td>NER+PA+RL*</td>
<td>LaptopReview</td>
<td>68.63</td>
<td>56.88</td>
<td>62.21</td>
</tr>
</tbody>
</table>

Figure 2: Performance of the different configuration: F1 Score on Test vs, the number of human annotated sentences.

the Chinese datasets show that the different design of the RL module leads to improved results.

We further investigate the impact of the different components of the model (Table 2) in the two English datasets via ablation experiments, where we contrast the use of partial annotation (PA) and reinforcement-based denoising (RL), with and without the high-quality phrases (*). The experiments confirm the efficiency of the PA and RL modules in resolving FN and FP issues in the distantly labeled dataset. The results also corroborate Shang et al. (2018b) in showing that incorporation of the high-quality phrases always leads to a boost in the precision and subsequently in F1 score.

6 Size Of Gold Dataset

In all the previous experiments, we take advantage of the availability of an annotated dataset. However, one of the challenges in domain specific NER is the availability of a gold supervision data. We here examine the performance of...
A supervised setting leads to state-of-the-art results on three benchmark datasets from different domains and different languages.

Future work will extend the study to improve the performance of the model in unsupervised fashion and extend our study to additional domains and languages.
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Abstract

In this paper, a dialogue system for Hospital domain in Telugu, which is a resource-poor Dravidian language, has been built. It handles various hospital and doctor related queries. The main aim of this paper is to present an approach for modelling a dialogue system in a resource-poor language by combining linguistic and domain knowledge. Focusing on the question answering aspect of the dialogue system, we identified Question Classification and Query Processing as the two most important parts of the dialogue system. Our method combines deep learning techniques for question classification and computational rule-based analysis for query processing. Human evaluation of the system has been performed as there is no automated evaluation tool for dialogue systems in Telugu. Our system achieves a high overall rating along with a significantly accurate context-capturing method as shown in the results.

1 Introduction

A dialogue system is a computer system which is used for communication with human beings in natural language. It can be used for communication in either written or spoken form. Dialogue systems is a research problem which is being explored very rigorously over the past few years and there are great advancements as well. But despite that, most of the work is limited to English. This might be mainly due to the lack of resources, domain expertise and tools in other languages. Dialogue systems can be broadly classified into two kinds as Task Oriented Dialogue Systems and Non-task Oriented Dialogue Systems (Chen et al., 2017).

Task oriented or domain-specific dialogue systems are systems which handle queries related to a particular task or a fixed domain. The main purpose of such systems is to provide the users with any information or help about that particular chosen domain. On the other hand, Non-task Oriented or Generic Dialogue Systems are modelled to have natural and extended conversations with human beings and can handle multiple domain queries and can act as our assistants.

In this paper, we make an attempt to model a domain-specific dialogue system which answers various queries related to hospitals and their doctors in Telugu. Telugu is an agglutinative South Indian language which belongs to the family of Dravidian languages. It is spoken mainly in Southern India and is also the third most spoken language in India with approximately 93 Million speakers. It is a morphologically rich and highly inflectional language.

Our approach in modelling a domain-specific dialogue system mainly shows that even if there are limited resources like insufficient data, unavailability of linguistic tools etc., still, by taking some suitable measures and creating simple computational tools will lead to the required results. Our dialogue system mainly has two parts namely Question Classification and Query Processing.

Question Classification: In this phase, with the help of a question classifier, the question posed by the user is classified into one of the predefined categories which have been designed using the domain knowledge depending on the aim and intention of the question.

For training the question classifier, the data required was manually created. This is possible when the dialogue system is domain-specific which implies that the questions will only be related to a fixed number of categories. In the hospital domain, questions will majorly be related to the categories like timings and availability of the doctor, specialization of the doctor, location of the hospital and so on. This would result in limited questions classes overall.

Query Processing: Once the category of the
question is known, we process the question using Named Entity Recognition (NER) and extract all the relevant details which are required to answer the question belonging to the particular category. If the information is sufficient to answer the question, then using it, an SQL query is built for retrieving the data which is required to generate a template-answer. But if the information is not sufficient for answering the question belonging to the category, then the user is asked to give the required information following which an SQL query is generated.

Apart from question classification and query processing, context handling is another important task handled by our dialogue system. This serves as the main differentiating factor between a Question Answering system and a Dialogue system. Further, it facilitates the conversation to seem natural.

2 Related Work

Dialogue systems is a field that has rigorous research going on. There are many novel systems that have been developed already in English. There can be different kinds of dialogue systems based on the purpose that it serves. One of the very first dialogue systems is ELIZA (Weizenbaum, 1966), which was a deterministic rule-based system. It was one of the first systems to facilitate conversation between man and computer in natural language. Another such early rule-based dialogue system was PARRY (Colby et al., 1971). It was the first dialogue system to pass the Turing Test.

There are other systems like (Chung, 2004), (Zue et al., 2000) and (Ferguson and Allen, 1998) which are mixed-initiative and domain-specific systems. They operate and deliver information only related to a particular domain. In contrast, there are also generic dialogue system architectures which can adapt to domains. (Allen et al., 2000) and (Galescu et al., 2018) propose such architectures.

Another kind of dialogue systems is data-driven dialogue systems. They mine conversations from the already available dialogue-corpus. (Serban et al., 2015a), (Jafarpour and Burges, 2010), (Ritter et al., 2011) and (Leuski and Traum, 2011) are some of the systems which are data-driven. They mainly extract the relevant required response using Information Retrieval techniques.

There is another kind of dialogue systems like (Fujie et al., 2019) which mainly work with the user feedback combined with any other technique. This helps in the evolution and learning of the dialogue system. There are also some notable dialogue system like (Vinyals and Le, 2015), (Ritter et al., 2010), (Serban et al., 2015b) and (Muitowokuziva et al., 2017) which are based on neural networks and deep learning.

In Telugu, the first dialogue system is (Nandi Reddy and Bandyopadhyay, 2006) and it uses computational rules and frames for answer generation. Another dialogue system in Telugu is (Ch. Sravanthi et al., 2015). The authors use various complex linguistic properties of the question to understand the meaning of the query and then process it accordingly.

3 Data for the Dialogue System

3.1 About The Database

As this is a domain-specific dialogue system which is about Hospitals and can be used to answer questions related to hospitals and doctors in the area of Gachibowli, the database consists information related to hospitals and is used in the last stage of the architecture to generate template-answer. A database consisting the details of four major hospitals in Gachibowli namely Continental hospital, Sunshine hospital, Himagiri hospital and Care hospital was created. The database mainly contains the following information:

- Name of the doctor
- Hospital in which the doctor is working
- Qualification of the doctor
- Experience of the doctor
- Specialization of the doctor (multiple fields, also includes the department in which they are working)
- Recommendation Rating of the doctor
- Consultation fees of the doctor
- Days of availability of the doctor
- Timings of availability of the doctor

On the basis of the available information in the database, the following question categories were defined for question classification task based on its aim:

- Information about the hospitals in the localities
  - Number of hospitals
  - List of all the hospitals
  - Address of the hospital
• Timings of availability of the doctor
• Specialization of the doctor
• Qualification of the doctor
• Experience of the doctor
• Consultancy fees of the doctor
• Checking the availability of a doctor
  – At a particular time of the day
  – On a particular day of the week
• Information about which hospital a doctor works in

### 3.2 Dataset for Question Classification

There is a lack of dialogue conversational data in Telugu. But, any deep learning technique requires some considerable amount of data for training. And due to this, 388 natural language questions were created initially. Since the categories of the questions asked are finite, the questions posed are also limited. But the 388 questions are not sufficient for training a question classifier of 11 classes. Therefore, we performed Data Augmentation which led to a considerable amount of question data that could be used for training the classifier. This idea has been inspired by (Fadaee et al., 2017) and has been modified according to our requirement.

Data augmentation is done by making slight changes in the already present data to create more data. Even when there is a slight change in the sentence, the system always considers it as a different sentence and that is how the dataset grows. The attribute values like doctor name, hospital name, time and day, were replaced with new values and the tenses were changed to generate new questions which finally become a part of the dataset. There are a total of 28837 questions in this dataset after performing data augmentation. Data Augmentation is done for making the system robust.

For training and testing phases of the classifier, the initial manually created data (388 questions) was split in a ratio of 80% (310 questions) for training and 20% (78 questions) for testing. Then the training and testing data were augmented as described above. It is important to note that we first split the manually written data and then we perform data augmentation separately. This is for proper training and evaluation of the question classifier.

### 4 Question Classification

In this phase, the question posed by the user is classified into one of the already predefined categories depending on the aim of the question. We first get a vector representation of the question with the help of word embeddings\(^1\). Let the number of words in the question be \(N\). Let the \(i^{th}\) word in the question be \(q_i\). Now each of these words is embedded into a vector with the help of an embedding matrix \(W\). Let the vector representation of the \(i^{th}\) word be

\[
x_i = W.q_i
\]

All the vector representations \(x_i, i \in [1, N]\) are concatenated as \([x_1, x_2, ..., x_N]\) and final representation of 2-dimensional matrix for the question \(X\) is obtained.

#### 4.1 Experiments

Multiple experiments using various deep learning models and machine learning approaches were performed for the question classification task. The results are shown in table 1.

##### 4.1.1 Support Vector Machine

SVM (Cortes and Vapnik, 1995) is one of the most popular machine learning classifier. The question representation \(X\) is used as the input for SVM. The final question representations are the main features on which SVM is trained.

##### 4.1.2 Naive Bayes

Naive Bayes classifier (Xu, 2018) is used for question classification with the following features:

1. Bag of words of Unigrams
2. Bag of words of Bigrams
3. TFIDF Values of Bigrams
4. TFIDF Values of both Unigrams and Bigrams combined

##### 4.1.3 Logistic Regression

Logistic Regression (Genkin et al., 2007) is used for predicting the question class with the following features:

1. Bag of words of Unigrams
2. Bag of words of Bigrams
3. TFIDF Values of Bigrams
4. TFIDF Values of both Unigrams and Bigrams combined

\(^1\)https://drive.google.com/open?id=1fEt7a1zYWQGQzto3Nt5iMSdjtzwMqdCz
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4.1.4 Random Forest

Random Forest (Svetnik et al., 2003) is used for question classification with the following features:
1. Bag of words of Unigrams
2. Bag of words of Bigrams
3. TFIDF Values of Bigrams
4. TFIDF Values of both Unigrams and Bigrams combined

4.1.5 Convolutional Neural Network

Word embedding based model is used for CNN (Kim, 2014), the X matrix is given as input to the CNN model followed by the fully connected layer and finally a softmax layer. The filter of size 4 is used for the convolutions.

4.1.6 Bidirectional LSTM

A single-layer Bidirectional LSTM (Schuster and Paliwal, 1997) is used for question classification. The representation of the question X is given as an input to the Bidirectional LSTM layer. The output of this is then fed into a Dense Layer and then finally softmax is performed. The hidden dimension of Bi-LSTM is 64. The dropout rate is set 0.4 for avoiding overfitting.

4.1.7 Long Short Term Memory

A single-layer LSTM (Hochreiter and Schmidhuber, 1997) model has been implemented for classification. The input to LSTM layer is the concatenated representation of the question X and the output is passed to a dense layer and finally, softmax is performed to predict question category. The hidden dimension of LSTM is 32. A total of 10 epochs were performed and the dropout rate is set to 0.2.

5 Named Entity Recognition

After the classification of the question, the question category designated by the classifier along with the question posed by the user is analyzed to extract the important information from the question which is required for SQL query generation. This information is predominantly named entities and so we use Named Entity Recognition (NER). The named entities which were defined are the following:
1. Name of the Doctor
2. Name of the Hospital
3. Time
4. Date or Day
5. Name of the Locality
6. Hospital domain related Technical Terms

For answering the majority of the questions, the required information is mostly the named entities that belong to the above list. There is no readily available computational tool for Named Entity Recognition in Telugu for our domain. Therefore, as proposed in (Srikanth and Narayana Murthy, 2019), a hybrid model is designed which combines both heuristics and rules, based on the nature of the language and patterns in occurrences for identifying named entities. Here heuristics implies some simple probable cases like, in the context of the question, there is a high probability of finding the Name of the Doctor, as the next two words right after the doctor or Dr. tag and it is also likely to find the name of the hospital right before the hospital tag. Tags like a.m. and p.m. can be used as a clue to find the time intended in the question right before these tags. It is important to note that there can also be some ambiguities, but since this data is domain-specific, there are less chances of facing such ambiguities.

Apart from such heuristics, some rules were also designed on the basis of nature of the language for identifying the named entities. These are more focused on the language. For example, mostly when the case marker 'ki' occurs, it is preceded by time in the question. In another instance, whenever 'lo' occurs, it is a case marker which is associated with location. We also have some definitive rules like 'gAaru' is always followed by...
The doctor’s name. It is not necessary that these rules and are also accurate always, but when the previous knowledge of the question category is combined with these rules, it is most likely that the required named entities are found.

6 Check for Answer Retrieval

After performing NER on the input question, the next aim is to generate an SQL query for the given question with the respective attribute values and then to retrieve the answer. But, if there is insufficient data in the context, then the SQL query cannot be generated. It is important to check this first. There are 11 categories of questions that can be handled by the system. For each of those categories, there are a set of attributes which are mandatory for answering the question. If they are not present in the context, then the system reverts back to the user asking for the required information. When the user responds with the information, the context is updated. If this context is sufficient for answering the question, then an SQL query is generated, else the same process is repeated until all the required information is available. The same is conveyed with real-time examples of our system in Figure 3.

From the example in Figure 2, it is understood from the first question that the conversation is about Dr. Anusha Meka. Now as a continuation to the first question, the user asks questions like How much experience does she have? or How much is the consultation fee?. The basic necessity of the dialogue system is to be able to understand how these questions are related to the first question and to have information as the context while answering these questions. To know that these questions are
about Dr. Anusha is the pre-context that is being captured by the system and the further questions are answered accordingly. This is also primarily done by maintaining the context in every level of the dialogue. When a new question comes up without any contextual information, then the system goes back to the context available, looks for the attribute values and fills the missing attributes required for answering the question. When a new question comes up with a different doctor’s name from the previous context, then it is assumed that this question is of different context, hence the previous context is flushed and the new context from this question is registered. With this process, context is grabbed and the output also seems more natural and realistic, and this property lets the system and user engage in a normal, natural and complete conversation, which is close to the real-world human-human conversation.

7 SQL Query Generation and Answer Retrieval

There are a total of 11 question categories that are handled. Each question frame has a definite and fixed SQL query. After the question is completely processed and once the required information for answering the question is available, it is put into the attribute blanks of SQL query accordingly. Then this query is given to the SQL database where all the information regarding the hospitals is stored. The attribute values which are required to build the template-answer are retrieved from the database and finally, the template-answer is generated and returned back to the user.

8 Other Simple Handled Issues

Apart from the detailed framework presented above, there is a need to handle some challenging linguistic issues to enhance the dialogue system and make the conversations more natural.

8.1 Anaphora Resolution

In this system, as a part of context handling, it is important for the system to understand various kinds of references. If there is a pronoun in a question, then the system should understand what is the actual reference to that pronoun. In this system, for pronoun handling, simple rule-based anaphora resolution is modelled. For example, if there is a pronoun intended for female, like ‘Ame’(she) then the system looks for a female doctor in the context available.

8.2 Resolution of ambiguity in names

It is very likely that there are two or more doctors with the same first name and the user also generally addresses the doctor with the first name. In such a case, it is important for the system to understand which of the doctors is being referred to by the user. For this, the system prompts the user to select the doctor from a list of doctors having that same first name.

8.3 Handling Spelling Mistakes

It is possible that users can very easily misspell the name of a doctor or hospital because proper nouns can have many versions of pronunciations and corresponding spellings as well. Therefore, to find out what is exactly being referred to, character level matching is done and the similarity score is calculated with Levenshtein distance (Miller et al., 2009) between the user’s spelling and all the names in the database. Based on the similarity score, the one with the highest and which passes the cutoff score is chosen as the correct spelling.

9 Results

9.1 Question Classification

Several models have been used for the task of Question Classification. The accuracies have been reported in Table 1.

<table>
<thead>
<tr>
<th>Model</th>
<th>Accuracy</th>
</tr>
</thead>
<tbody>
<tr>
<td>Support Vector Machine</td>
<td>68.778%</td>
</tr>
<tr>
<td>Naïve Bayes+BOW+Unigrams</td>
<td>86.046%</td>
</tr>
<tr>
<td>Naïve Bayes+TFIDF+Unigrams</td>
<td>83.721%</td>
</tr>
<tr>
<td>Naïve Bayes+TFIDF+Bigrams</td>
<td>83.721%</td>
</tr>
<tr>
<td>Naïve Bayes+TFIDF+Both</td>
<td>81.395%</td>
</tr>
<tr>
<td>Logistic Regression+BOW+Unigrams</td>
<td>90.697%</td>
</tr>
<tr>
<td>Logistic Regression+BOW+Bigrams</td>
<td>93.023%</td>
</tr>
<tr>
<td>Logistic Regression+TFIDF+Bigrams</td>
<td>88.372%</td>
</tr>
<tr>
<td>Logistic Regression+TFIDF+Both</td>
<td>90.697%</td>
</tr>
<tr>
<td>Random Forest+BOW+Unigrams</td>
<td>95.348%</td>
</tr>
<tr>
<td>Random Forest+BOW+Bigrams</td>
<td>95.348%</td>
</tr>
<tr>
<td>Random Forest+TFIDF+Bigrams</td>
<td>95.348%</td>
</tr>
<tr>
<td>Random Forest+TFIDF+Both</td>
<td>95.348%</td>
</tr>
<tr>
<td>Convolutional Neural Network</td>
<td>73.423%</td>
</tr>
<tr>
<td>Bidirectional LSTM</td>
<td>77.136%</td>
</tr>
<tr>
<td>Long Short Term Memory</td>
<td>99.326%</td>
</tr>
</tbody>
</table>

Table 1: Experiment Results of Question Classification
We can notice that LSTM outperforms all the other algorithms. It is also important to have such high accuracy because if the question is classified wrong, then the output generated will also be wrong eventually.

9.2 Dialogue System

For evaluating a dialogue system, there is no automated evaluation tool available. Hence the system was manually evaluated by 8 people. The evaluators were native Telugu speakers. A special User Interface was created for easy evaluation of the system. After every answer from the system, the evaluator was expected to mark the response as 'correct', 'not sure' or 'incorrect'. Everyone evaluated the system for about 20-30 dialogues (here dialogue is a conversation between the user and the system until the answer is retrieved). A total of 195 responses were recorded. Table 2 shows the ratings given by the evaluators in various aspects for judging the overall performance of the system. The scaling followed is 0-5, where 0 being Poor and 5 being Excellent. The Table 3 shows the accuracy metrics.

<table>
<thead>
<tr>
<th>Metric</th>
<th>Percentage</th>
</tr>
</thead>
<tbody>
<tr>
<td>Correct/Total</td>
<td>88.717</td>
</tr>
<tr>
<td>Correct/(Correct+Incorrect)</td>
<td>90.769</td>
</tr>
</tbody>
</table>

Table 3: Human-evaluation accuracy metrics

10 Conclusion

This work mainly combines both deep learning techniques as well as rule-based computational techniques. Though this approach is domain-specific, it can be easily extended to any other domain as well. It only requires the creation of some domain-specific data and some domain-specific rules and heuristics. Even if the data is little, using some simple techniques like Data Augmentation and standard classifier gives good results and serves the required purpose. This can really be helpful with resource-poor languages. With such vast applications of the dialogue system, this is definitely one step closer to creating dialogue systems in resource-poor languages.

11 Future Work

Our future work would mainly be focused on working with Telugu-English Code-Mixed Data as more commonly used in Telugu speaking regions. Another thing that we would focus more on is error handling, that is basically to identify a completely irrelevant question as an irrelevant one and also will try to handle Out-of-Vocabulary (OOV) words. We are also looking forward to design better heuristics for handling spelling mistakes. Also, using the available recommendation ratings in the database, we would try to inculcate the doctor recommendation system also as a part of this Dialogue System. The objective would be to recommend a doctor according to the patient’s request or even based on the diseases/symptoms. Apart from that, we would also like to make this a multi-domain dialogue system which would consist of information from multiple domains and switching between the domains in the conversation would also be facilitated.
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Table 2: Human Evaluation Results

<table>
<thead>
<tr>
<th>Metric</th>
<th>Description</th>
<th>Average Rating</th>
</tr>
</thead>
<tbody>
<tr>
<td>Relevance/Correctness</td>
<td>How relevant/correct is the answer retrieved?</td>
<td>4.375</td>
</tr>
<tr>
<td>Robustness</td>
<td>How robust is the system?</td>
<td>4.25</td>
</tr>
<tr>
<td>Intention Identification</td>
<td>How well does the system identify the intention of the question posed?</td>
<td>4.625</td>
</tr>
<tr>
<td>Context Capturing</td>
<td>How well is the context captured in a full-fledge dialogue conversation?</td>
<td>4.25</td>
</tr>
<tr>
<td>System Responsiveness</td>
<td>How responsive is the system?</td>
<td>4.562</td>
</tr>
<tr>
<td>Reliability</td>
<td>Is the system helpful in providing all the relevant information?</td>
<td>4.25</td>
</tr>
<tr>
<td>Complex Sentences</td>
<td>How well are the complex sentences handled?</td>
<td>3.75</td>
</tr>
<tr>
<td>Missing Data</td>
<td>How well are questions with missing data handled? (with respect to the system responses)</td>
<td>4.312</td>
</tr>
<tr>
<td>Error Handling</td>
<td>How much are errors handled? (Eg: Absence of data in the database)</td>
<td>4.0</td>
</tr>
<tr>
<td>Overall Rating</td>
<td>How much will you rate the system overall?</td>
<td>4.343</td>
</tr>
</tbody>
</table>
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Abstract

Cross-lingual entity linking (XEL) grounds named entities in a source language to an English Knowledge Base (KB), such as Wikipedia. XEL is challenging for most languages because of limited availability of requisite resources. However, much previous work on XEL has been on simulated settings that actually use significant resources (e.g. source language Wikipedia, bilingual entity maps, multilingual embeddings) that are unavailable in truly low-resource languages. In this work, we first examine the effect of these resource assumptions and quantify how much the availability of these resource affects overall quality of existing XEL systems. Next, we propose three improvements to both entity candidate generation and disambiguation that make better use of the limited data we do have in resource-scarce scenarios. With experiments on four extremely low-resource languages, we show that our model results in gains of 6-23% in end-to-end linking accuracy.

1 Introduction

Entity linking (EL; Bunescu and Pașca (2006); Cucerzan (2007); Dredze et al. (2010); Hoffart et al. (2011)) identifies entity mentions in a document and associates them with their corresponding entries in a structured Knowledge Base (KB) (Shen et al., 2015), such as Wikipedia or Freebase (Bollacker et al., 2008). EL involves two main steps: (1) candidate generation, retrieving a list of candidate KB entries for each entity mention, and (2) disambiguation, selecting the most likely entry from the candidate list.

In this work, we focus on cross-lingual entity linking (XEL; McNamee et al. (2011), Ji et al. (2015)), where the document is in a (source) language that is different from the (target) language of the KB. Following recent work (Sil et al., 2018; Upadhyay et al., 2018), we use English Wikipedia as this KB. Figure 1 shows an example.

XEL to English from major languages such Spanish and Chinese has been carefully studied, and significant progress has been made. Success in these languages can be largely attributed to the availability of rich resources. Specifically, the following is a list of resources required by recent works (Tsai and Roth, 2016; Pan et al., 2017; Sil et al., 2018; Upadhyay et al., 2018):

- **English Wikipedia ($W_{\text{eng}}$):** The target KB and a large corpus of text. Importantly, the text is annotated with anchor text linking between entity mentions (e.g. “Holland” in the body text of an article) and the page for the entity (e.g. “Netherlands”). These annotations can be used to extract mention-entity maps for entity candidate generation, and to directly train entity disambiguation systems.

- **Source Language Wikipedia ($W_{\text{src}}$):** KB and corresponding text in the source language. Similarly to English Wikipedia, this can be used to obtain mention-entity maps or train disambiguation systems, but the size of Wikipedia is relatively small for most low-resource languages.

- **Bilingual Entity Maps (M):** A map between source language entities and English entities. One common source of this map is Wikipedia inter-language links between the source language and English. These inter-language links can directly
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1 Code is available at [https://github.com/shuyanzhou/burn_xel](https://github.com/shuyanzhou/burn_xel)
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Figure 1: XEL for two low-resource languages – Oromo and Sinhala, linking source mentions to entity “Netherlands” in English Wikipedia.
and unambiguously link entities in the source language KB to the English KB.

**Multilingual Embeddings (E):** These embeddings map words in different languages to the same vector space.

The availability of these resources varies widely among languages. They are available for high-resource languages such as Spanish and Chinese, which have been widely used as test-beds for XEL. For example, there are over 1.5 million articles in Spanish Wikipedia, which provide an abundance of annotations. However, the situation is not as favorable for most other languages: while \( \mathbb{W}_{\text{eng}} \) is invariant of the source language to link from, many of the other resources are small or nonexistent. In fact, only 300 languages (from \( \approx 7000 \) living languages in the world) have Wikipedia \( \mathbb{W}_{\text{src}} \), and among these many have a limited number of pages. For example, Oromo, a Cushitic language with 30 million speakers, has only 776 Wikipedia pages. It is similarly difficult to obtain exhaustive bilingual entity maps, and for many languages even the monolingual/parallel text necessary to train multilingual embeddings is scarce.

This work makes two major contributions regarding XEL for low-resource languages.

The first major contribution is empirical. We extensively evaluate the effect of resource restrictions on existing XEL methods in true low-resource settings instead of simulated ones (Section 4). We compare the performance of both the candidate generation model and the disambiguation model of our baseline XEL system between two high-resource languages and four low-resource languages. We quantify how much the availability of the aforementioned resources affect the overall quality of the existing methods, and find that with scarce access to these resources, the performance of existing methods drops significantly. This highlights the effect of resource constraints in realistic settings, and indicates that these constraints should be considered more carefully in future system design.

Our second major contribution is methodological. We propose three methods as first steps towards ameliorating the large degradation in performance we see in low-resource settings. (1) We investigate a hybrid candidate generation method, combining existing lookup-based and neural candidate generation methods to improve candidate list recall by 9-24%. (2) We propose a set of entity disambiguation features that are entirely language-agnostic, allowing us to train a disambiguation system on English and transfer it directly to low-resource languages. (3) We design a non-linear feature combination method, which makes it possible to combine features in a more flexible way. We test these three methodological improvements on four extremely low-resource languages (Oromo, Tigrinya, Kinyarwanda, and Sinhala), and find that the combination of these three techniques leads to consistent performance gains in all four languages, amounting to 6-23% improvement in end-to-end XEL accuracy.

### 2 Problem Formulation

Given a set of documents \( D = \{ D_1, D_2, ..., D_t \} \) in any source language \( L_s \), a set of detected mentions \( M_D = \{ m_1, m_2, ..., m_n \} \) for each document \( D \), and the English Wikipedia \( \mathbb{E}_{\text{KB}} \), the goal of XEL is to associate each mention with its corresponding entity in the English Wikipedia. We denote an entity in English Wikipedia as \( e \) and its parallel entity in the source language Wikipedia as \( e_{\text{src}} \).

For each \( m_i \in M_D \), candidate generation first retrieves a list of candidate entities \( e_i = \{ e_{i,1}, e_{i,2}, ..., e_{i,n} \} \) from \( \mathbb{E}_{\text{KB}} \) based on probabilities \( p_i = \{ p_{i,1}, p_{i,2}, ..., p_{i,n} \} \) where \( p_{i,j} \) denotes \( p(e_{i,j}|m_i) \). Then, the disambiguation model assigns a score \( s(e_{i,j}|D) \) to each \( e_{i,j} \). These scores are normalized among \( e_i \) and result in the probability \( p(e_{i,j}|D) \). The entity with highest score is selected as the prediction. We denote the gold entity as \( e^* \).

Performance of candidate generation is measured by gold candidate recall: the proportion of mentions whose top-\( n \) candidate list contains the gold entity over all test mentions. This recall upper-bounds performance of an entity disambiguation system. In the consideration of the computational cost of the more complicated downstream disambiguation model, this \( n \) is often 30 or smaller (Sil et al., 2018; Upadhyay et al., 2018). The performance of an end-to-end XEL system is measured by accuracy: the proportion of mentions whose predictions are correct. We follow Yamada et al. (2017); Ganea and Hofmann (2017) and focus on in-KB accuracy; we ignore mentions whose linked entity does not exist in the KB in this work.
3 Baseline Model

This section describes existing methods for candidate generation and disambiguation, and our baseline XEL system, which is heavily inspired by existing works (Ling et al., 2015; Globerson et al., 2016; Pan et al., 2017). We investigate the effect of resource constraints on this system in Section 4. Based on empirical observations, we propose our improved XEL system in Section 5 and present its results in Section 6.

3.1 Candidate Generation

WIKIMENTION: With access to all the resources we list above, there is a straightforward approach to candidate generation used by most state-of-the-art work in XEL (Sil et al., 2018; Upadhyay et al., 2018). Specifically, a monolingual mention-entity map can be extracted from \( \mathbb{W}_{\text{src}} \) by finding all cross-article links in \( \mathbb{W}_{\text{src}} \), and using the anchor text as mention \( m \) and the linked entity as \( e^{\text{src}} \). These entities are then redirected to English Wikipedia with \( \mathbb{M} \) to obtain \( e \). For instance, if Oromo mention “Itoophiyaatii” is linked to entity “Itoophiyaa” in some Oromo Wikipedia pages, the corresponding English Wikipedia entity “Ethiopia” will be acquired through \( \mathbb{M} \) and used as a candidate entity for the mention. The score \( p(e_{i,j} | m_i) \) provided by this model shows the probability of linking to \( e_{i,j} \) when mentioning \( m_i \). Because of its heavy reliance on \( \mathbb{W}_{\text{src}} \) and \( \mathbb{M} \), WIKIMENTION does not generalize well to real low-resource settings. We discuss this in Section 4.1.

PIVOTING: Recently, Rijhwani et al. (2019) propose a zero-shot transfer learning method for XEL candidate generation, which uses no resources in the source language. A character-level LSTM is trained to encode entities using a bilingual entity map between some high-resource language and English. If the chosen high-resource language is closely related to the low-resource language (same language family, shared orthography etc.), zero-shot transfer will often be successful in generating candidates for the low-resource language. In this case, the model generated score \( s(e_{i,j} | m_i) \) indicates the similarity which should be further normalized into a probability \( p(e_{i,j} | m_i) \) (Section 5.1).

Notably, both methods have advantages and disadvantages, with PIVOTING generally being more robust, and WIKIMENTION being more accurate when resources are available. To take advantage of this, we propose a method for calibrated combination of these two methods in Section 5.1.

3.2 Featurization and Linear Scoring

Next, we move to the entity disambiguation step, which we further decompose into (1) the design of features and (2) the choice of inference model that combines these features together.

3.2.1 Featurization

Unfortunately for low-resource settings, many XEL disambiguation models rely on extensive resources such as \( \mathbb{E} \) and \( \mathbb{W}_{\text{src}} \) (Sil et al., 2018; Upadhyay et al., 2018) to obtain features. However, some previous work on XEL does limit its resource usage to \( \mathbb{W}_{\text{eng}} \), which is available regardless of the source language. Our baseline follows one such method by Pan et al. (2017).

We use two varieties of features: unary features that reflect properties of a single entity and binary features that quantify coherence between pairs of entities. The top half of Table 1 shows unary feature functions, which take one argument \( e_{i,j} \) and return a value that represents some property of this entity. The grayed mention-entity prior \( f_1(e_{i,j}) \) is the main unary feature used by Pan et al. (2017), and we use this in our baseline. Binary features are in the bottom half of Table 1. Each binary feature function \( f_2(e_{i,j}, e_{k,w}) \) takes two entities as arguments, and returns a value that indicates the relatedness between the entities. Similarly, the grayed co-occurrence feature \( f_3(e_{i,j}, e_{k,w}) \) is used in the baseline. We refer to these two features as BASE.

While these features have proven useful in higher-resource XEL, in lower-resource scenarios, we hypothesize that it is more important to design features that make the most use of the language-invariant resource \( \mathbb{W}_{\text{eng}} \) to make up for the relative lack of other resources in the source language. We discuss more intelligent features in Section 5.2.

3.2.2 Non-iterative Linear Inference Model

While the design of features is resource-sensitive, the choice of an inference model is fortunately resource-agnostic as it only relies on the existence of features. Our baseline follows existing (X)EL works (Ling et al., 2015; Globerson et al., 2016; Pan et al., 2017) to linearly aggregate unary features to a local score \( s_l(e | D) \) and binary features to a global score \( s_g(e | D) \). The local score reflects the properties of an independent entity, and the global score quantifies the coherence between an
The score of each entity is defined as:

\[ s(e_{i,j}|D) = s_g(e_{i,j}|D) + s_l(e_{i,j}|D) \]

The local score is the linear combination of unary features \( f_l^i(e_{i,j}) \in \Phi(e_{i,j}) \):

\[ s_l(e_{i,j}|D) = W_l^T \Phi(e_{i,j}) \] (1)

where \( W_l \in \mathbb{R}^{d_l \times 1} \) and \( d_l \) is the number of unary features in the vector.

On the other hand, the global score \( s_g \) is an average aggregation of mention evidence \( s_m \) across the document. Each \( s_m(m_k,e_{i,j}) \) indicates how strongly a context mention \( m_k \) supports the \( j \)-th candidate entity of mention \( e_i \):

\[ s_g(e_{i,j}|D) = \frac{1}{|M_D|} \sum_{k \neq i} s_m(m_k,e_{i,j}) \] (2)

As a mention is in fact the surface form of other candidate entities, \( s_m(m_k,e_{i,j}) \) can be measured by the relatedness between the candidate entities \( e_k \) of \( m_k \) and \( e_{i,j} \). Our baseline inference model follows Ling et al. (2015); Globerson et al. (2016) to process this evidence in a GREEDY manner:

\[ s_m(m_k,e_{i,j}) = \max_{e_k,w \in E_k} \{ s_e(e_{i,j},e_{k,w}) \} \] (3)

Similarly to \( s_l \), \( s_e(e_{i,j},e_{k,w}) \) is the linear combination of binary features \( f_g^j(e_{i,j},e_{k,w}) \) \( \in \Psi(e_{i,j},e_{k,w}) \):

\[ s_e(e_{i,j},e_{k,w}) = W_g^T \Psi(e_{i,j},e_{k,w}) \] (4)

The greedy strategy often results in a suboptimal assignment, as the confidence of each candidate entity is not taken into consideration. To solve this problem, we propose iteratively updating belief of each candidate entity in Section 5.3.

Following Upadhyay et al. (2018); Sil et al. (2018), we consider WIKIMENTION as the baseline candidate generation model and BASE+GREEDY as the baseline disambiguator. We denote WIKIMENTION+BASE+GREEDY as the end-to-end baseline system.

4 Experiment I: Real Low-resource Constraints in XEL

In this section, we study the effects of resource constraints in truly low-resource settings; we then evaluate how this changes the conclusions we may draw about the efficacy of existing XEL models. We attempt to answer the following research questions: (1) how does the availability of resources influence the performance of XEL systems, and (2) how do truly low-resource settings diverge from XEL with more resources?

We perform this study within the context of the WIKIMENTION+BASE+GREEDY baseline (which is conceptually similar to previous work). We carry out the study on several languages and datasets:

**TAC-KBP**: TAC-KBP 2011 for English (en) (Ji et al., 2011), TAC-KBP 2015 for Spanish (es) and Chinese (zh) (Ji et al., 2015). All contain documents from forums and news.

**DARPA-LRL**: The DARPA LORELEI annotated documents\(^2\) in 4 low-resource languages: Tigrinya (ti), Oromo (om), Kinyarwanda (rw) and Sinhala (si). These are news articles, blogs and social media posts about disasters and humanitarian crises.

Detailed experimental settings are in Section 6.1. It is notable that a large number of previous works examine XEL on simulated low-resource settings such as the TAC-KBP datasets for large languages such as Chinese and English (Sil et al., 2018; Upadhyay et al., 2018), while the DARPA-LRL datasets are more reflective of true constraints in low-resource scenarios.

4.1 Results

Table 2 shows various statistics for the baseline system on English, two high-resource, and four low-resource XEL languages. The first row of Table 2 shows the gold candidate recall of WIKIMENTION on 7 languages. The Wikipedia sizes of each language are shown in the last row of the table for reference. In general, the gold candidate recall of WIKIMENTION is positively correlated with the size of available Wikipedia resources. We can note that compared to the four low-resource languages, the statistics of the two high-resource languages are closer to those of English.

End-to-end performance of a system that selects the entity with the highest score according to WIKIMENTION is listed in the second row of the table. This trivial context-insensitive disambiguation method results in performance not far from the upper bound in six XEL languages. However, the size of the gap between this method and

---

\(\text{https://www.darpa.mil/program/low-resource-languages-for-emergent-incidents}\)
Table 1: Unary features (top half) and binary features (bottom half). Gray indicates BASE features. “Variable” means this feature comes from the candidate generation model and thus its resource dependency will be decided by that model; $\epsilon$ is set to $10^{-7}$; $c(\epsilon)$ is the frequency of an entity among all anchor links in $\mathbb{W}_{eng}$; $c(e_i, e_j)$ is the co-occurrence count of two entities in $\mathbb{W}_{eng}$; $p(e_i, e_j)$ is normalized over all entity pairs and $p(\epsilon)$ is normalized over all entities with smoothing parameter $\gamma = 0.75$; $V_e$ represents the entity embedding of $e_i$; $H_{e_i}$ represents a set of entities in $e_i$’s English Wikipedia page.

Table 2: Gold candidate recall of WIKIMENTION over seven languages, accuracy (%) of selecting the highest score entity, and accuracy after end-to-end EL using the BASE+GREEDY method.

5 Proposed Model Improvements

Next, we introduce our proposed methods: (1) calibrated combination of two existing candidate generation models, (2) an XEL disambiguation model that makes best use of resources that will be available in extremely low-resource settings.

5.1 Calibrated Candidate List Combination

As the gold candidate recall decides the upper bound of an (X)EL system, candidate lists with close to 100% recall are ideal. However, this is hard to achieve for most low-resource languages where existing candidate generation models only provide candidate lists with low recall (less than 60%, as we show in Section 4.1). Further, combination of candidate lists retrieved by different models is non-trivial as the scores are not comparable among models. For example, scores of WIKIMENTION have probabilistic interpretation while scores of PIVOTING do not.

We propose a simple method to solve this problem: we convert scores without probabilistic interpretation to ones that are scaled to the zero-one simplex. Given mention $m_i$ and its top-$n$ candidate entity list $E_i$ along with their scores $S_{ij}$, the re-calibrated scores are identified as:

$$p_{i,j} = \frac{\exp(\gamma \times s_{i,j})}{\sum_{k \in S_i} \exp(\gamma \times s_{i,k})}$$  \hspace{1cm} (5)

where $\gamma$ is a hyper-parameter that controls the peakiness of the distribution. After calibration, it is safe to combine prior scores with an average.
5.2 Feature Design

Next, we introduce the feature set for our disambiguation model, including features inspired by previous work (Sil and Florian, 2016; Ganea et al., 2016; Pan et al., 2017), as well as novel features specifically designed to tackle the low-resource scenario. We intentionally avoid features that take source language context words into consideration, as these would be heavily reliant on \( W_{\text{eng}} \) and \( M \) and weaken the transferability of the model. The formulation and resource requirements of unary and binary features are shown in the top and bottom halves of Table 1 respectively.

For unary features, we consider the number of mentions an entity is related to as \( f_{\text{1}}^{3} \), where we consider the entity \( e_{i,j} \) related to mention \( m_{k} \) if it co-occurs with any candidate entity of \( m_{k} \) (Moro et al., 2014). We also add the entity prior score \( f_{\text{2}}^{2} \) among the whole Wikipedia (Yamada et al., 2017) to reflect the entity’s overall salience. The exact match number \( f_{\text{2}}^{2} \) indicates mention coreference.

For binary features, we attempt to deal with the noise and sparsity inherent in the co-occurrence counts of \( f_{\text{2}}^{2} \). To tackle noise, we calculate the smoothed Positive Pointwise Mutual Information (PPMI) (Church and Hanks, 1990; Ganea et al., 2016) between two entities as \( f_{\text{3}}^{2} \), which robustly estimates how much more the two entities co-occur than we expect by chance. To tackle sparsity, we incorporate English entity embeddings of Yamada et al. (2017), and calculate embedding similarity between two entities as \( f_{\text{3}}^{3} \). Similar techniques have also been used by existing works (Ganea and Hofmann, 2017; Kolbitsas et al., 2018). We also add the hyperlink count \( f_{\text{4}}^{4} \) between a pair of entities as, if entity \( e_{i} \)’s Wikipedia page mentions \( e_{j} \), they are likely to be related.

We name our proposed feature set that includes all features listed in Table 1 as FeAT.

5.3 BURN: Feature Combination Model

With the growing number of features, we posit that a linear model with greedy entity pair selection (Section 3.2) is not expressive enough to take advantage of a rich feature set. Yamada et al. (2017) use Gradient Boosted Regression Trees (GBRT; Friedman (2001)) to combine features, but GBRTs do not allow for end-to-end training and thus constrain the flexibility of the model. Ganea et al. (2016); Ganea and Hofmann (2017) propose to use Loopy Belief Propagation (LBP; Murphy et al. (1999)) to estimate the global score (Equation (2)) and use non-linear functions to combine local and global scores (Equation (1)). However, BP is challenging to implement, and previous work has not attempted to combine more fine-grained features (e.g. unary feature \( \Phi(e_{i,j}) \)) non-linearly.

Instead, we propose a belief update recurrent network (BURN) that combines features in a non-linear and iterative fashion. Compared to existing work (Naradowsky and Riedel, 2016; Ganea et al., 2016; Ganea and Hofmann, 2017) as well as our base model, the advantages of BURN are: (1) it is easy to implement with existing neural network toolkits, (2) parameters can be learned end-to-end, (3) it considers non-linear combinations over more fine-grained features and thus has potential to fit more complex combination patterns, (4) it can model (distance) relations between mentions in the document.

Given unary feature vector \( \Phi(e_{i,j}) \) with \( d_{i} \) features, BURN replaces the linear combination in Equation (1) with two fully connected layers:

\[
sl(e_{i,j}|D) = W_{l}^{2T} (\sigma(W_{l}^{1T} \Phi(e_{i,j}))) + W_{l}^{3T} \Phi(e_{i,j})
\]

where \( W_{l}^{2} \in \mathbb{R}^{d_{i} \times h_{i}}, W_{l}^{2} \in \mathbb{R}^{h_{i} \times 1} \) and \( W_{l}^{3} \in \mathbb{R}^{d_{i} \times 1} \). \( \sigma \) is a non-linear function, for which we use leaky rectified linear units (Leaky ReLu; Maas et al. (2013)). We add a linear addition of the input to alleviate the gradient vanishing problem. Equation (4) is revised in a similar way.

As discussed in Equation (3), our baseline model calculates the mention evidence greedily. However, there may be many candidate entities for each mention, some containing noise. BURN solves this problem by weighting \( s_{e}(e_{i,j}, e_{k,w}) \) with the current entity probability \( p(e_{k,w}|D) \). An illustration is in the bottom of Figure 2. The evidence from \( m_{k} \) is now defined as:

\[
s_{m}(m_{k}, e_{i,j}) = \sum_{w=1}^{C_{k}} s_{e}(e_{i,j}, e_{k,w}) p(e_{k,w}|D) \quad (6)
\]

Instead of simply averaging mention evidence in Equation (2), we also use a gating function to control the influence of \( m_{k} \)’s mention evidence on \( m_{i} \) (top of Figure 2), giving score

\[
s_{g}(e_{i,j}|D) = \sum_{k \neq i} g_{m}(m_{i}, m_{k}) s_{m}(m_{k}, e_{i,j})
\]

248
The gating function $g$ is essentially a lookup table that has one scalar for each distance (in words) between two mentions. We train this table along with all other parameters of the model. The motivation for this gating function is that a mention is more likely to be coherent with a nearby mention than a distant one. We assume that this is true for almost all languages, and thus will be useful even without training in the language to be processed.

As shown in Equation (6), there is a circular dependency between entities. To solve this problem, we iteratively update the probability of entities until convergence or reaching a maximum number of iterations $T$. In iteration $t$, the calculation of $s_m$ will use entity probabilities from iteration $t - 1$. The revised Equation (6) is as follows:

$$s^t_m(m_k, e_{i,j}) = \frac{|C_k|}{|w|} \sum_{w=1} s(e_{i,j}, e_{k,w}) p^{t-1}(e_{k,w}|D)$$

Unrolling this network through iterations, we can see that this is in fact a recurrent neural network.

**Training BURN:** The weights of BURN are learned end-to-end with the objective function:

$$L(D, E) = - \sum_{D \in D} \sum_{m_i \in D} \log(p^T(e^*_i|D)).$$

As discussed above, the disambiguation model is fully language-agnostic and it does not require any annotated EL data or other resources in the source language. The model weights $W_l$, $W_g$ and the lookup table $g_m$ of gating function are trained on the TAC-KBP 2010 English training set (Ji et al., 2010) only and used as-is in another language. We use TAC-KBP 2012 English test set (Mayfield and Javier, 2012) as our development set.

6. **Experiment II: Improving Low-resource XEL**

Section 4 demonstrated a dramatic performance degradation for XEL in realistic low-resource settings. In this section, we evaluate the utility of our proposed methods that improve low-resource XEL.

6.1 **Training Details**

All models are implemented in PyTorch (Paszke et al., 2017). The size of the pre-trained entity embeddings (Yamada et al., 2017) is 300, trained with a window size of 15 and 15 negative samples. The hidden size $h$ of both $W_l^1$ and $W_g^1$ is set to 128, the dropout rate is set to 0.5. For the gating function, we set mention distances that are larger than 50 tokens to 50, then bin the distances with a bin size of 4. We only consider the 30 nearest context mentions for each mention. The maximum number of iterations for inference is set to 20. We use the Adam optimizer with the default learning rate ($1e^{-3}$) to train the model. The $\gamma$ of calibrated candidate combination is set to 1. It takes around two hours to train a GREEDY model and ten hours to train a BURN model with a Titan X GPU, regardless of the feature set.

6.2 **Results**

Table 3 compares models on the datasets we introduce in Section 4. Given that the critical issue was the degradation of candidate recall of the resource-heavy WikiMention method in low-resource settings (Section 4), we first examine the alternative resource-light PIVOTING model. The first rows of block 1 and 2 of the table show the gold candidate recall of each method. While PIVOTING greatly exceeds WikiMention on $ti$, which only has 168 Wikipedia pages, its performance is much lower on $st$, which has 15k pages. Overall, while these two models could outperform each other in their respective favorable settings (when a similar pivot language exists for the former, and when a large Wikipedia exists for the latter), it is challenging to decide which is more appropriate in the face of the realistic setting of existence, but scarce, resources.

Thus, in the third block of the table we show...
results for the hybrid candidate generation model which uses both WikiMENTION and PIVOTING. Compared to WikiMENTION, this method improves the gold candidate recall between 9 to 24% over all four low-resource languages. The improvement (> 15%) is especially considerable for om and rw. This reflects the fact that there are a significant number of unique candidate entities retrieved by these two candidate generation methods, and developing a proper way to combine them together results in higher-quality candidate lists. Notably, this method has also increased the headroom for a disambiguation model to contribute – in contrast to the WikiMENTION setting where the difference between prior \( p(e|m) \) and gold accuracy was minimal, now there is a 3-9% accuracy gap between the two settings.

Next, we turn to methods that close this gap. Focusing on this third block of the table, we can see that the proposed disambiguation model can take advantage of better candidate lists and yields significantly better results on all four languages. Notably, we observe that BURN consistently yields the best performance over all languages, improving by 0.2 to 3.3% over GREEDY. This result demonstrates the advantage of iterative non-linear feature combination in low-resource settings. In contrast, there is not a consistent improvement from the proposed feature set FEAT compared to the baseline BASE. This is interesting as FEAT+BURN outperformed BASE+BURN by more than 10% on the English development set on which it was validated. We suspect this is because the feature value distribution of the English training data is different from that of low-resource languages, leading to sub-optimal transfer. We leave training algorithms for bridging this gap as an interesting avenue of future work.

In the context of the end-to-end system, the combination of our proposed methods brings 6-23% improvement over the baseline system. For languages (ti, om, rw) where resources are relative scarce, the improvement is especially considerable, ranging from 13 to 23%, indicating that our work is a promising first step towards improving XEL in realistic low-resource scenarios.

7 Conclusion

This paper has made two major contributions to the study of low-resource cross-lingual entity linking (XEL). First, we perform an extensive empirical evaluation on the effect of different resource availability assumptions on XEL and demonstrate that (1) the accuracy of existing systems greatly degrades on true low-resource settings, and (2) standard candidate generation systems constrain the performance of end-to-end XEL. This fact has been under-discussed in existing work and we argue that more attention should be paid to candidate generation for low-resource XEL. Second, based

<table>
<thead>
<tr>
<th>Block Index</th>
<th>( \mathbb{V}_{mg} )</th>
<th>( \mathbb{V}_{inc} )</th>
<th>M</th>
<th>Candidates</th>
<th>Inference</th>
<th>ti</th>
<th>om</th>
<th>rw</th>
<th>si</th>
</tr>
</thead>
<tbody>
<tr>
<td>1 ✓ PIVOTING</td>
<td>Gold Candidate Recall</td>
<td>36.2</td>
<td>20.9</td>
<td>59.6</td>
<td>32.1</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>( p(e</td>
<td>m) )</td>
<td>32.9</td>
<td>18.2</td>
<td>54.9</td>
<td>11.8</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>BASE + GREEDY</td>
<td>33.7</td>
<td>18.5</td>
<td>55.9</td>
<td>20.5</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>FEAT + GREEDY</td>
<td>33.7</td>
<td>13.6</td>
<td>46.2</td>
<td>15.5</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>BASE + BURN</td>
<td>34.9</td>
<td>19.4</td>
<td>56.2</td>
<td>21.1</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>FEAT + BURN</td>
<td>34.5</td>
<td>17.8</td>
<td>50.9</td>
<td>10.6</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>2 ✓ ✓ ✓ WikiMENTION</td>
<td>Gold Candidate Recall</td>
<td>21.9</td>
<td>45.3</td>
<td>45.6</td>
<td>66.6</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>( p(e</td>
<td>m) )</td>
<td>21.5</td>
<td>41.0</td>
<td>45.1</td>
<td>63.1</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>BASE + GREEDY</td>
<td>21.8</td>
<td>38.4</td>
<td>44.9</td>
<td>64.4</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>FEAT + GREEDY</td>
<td>21.6</td>
<td>38.7</td>
<td>44.6</td>
<td>64.4</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>BASE + BURN</td>
<td>21.8</td>
<td>39.9</td>
<td>44.3</td>
<td>64.7</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>FEAT + BURN</td>
<td>21.8</td>
<td>39.9</td>
<td>45.6</td>
<td>64.7</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>3 ✓ ✓ ✓ WikiMENTION</td>
<td>Gold Candidate Recall</td>
<td>38.3</td>
<td>62.0</td>
<td>69.4</td>
<td>75.2</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>( p(e</td>
<td>m) )</td>
<td>33.6</td>
<td>54.0</td>
<td>66.0</td>
<td>66.8</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>BASE + GREEDY</td>
<td>34.4</td>
<td>53.3</td>
<td>67.3</td>
<td>68.1</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>FEAT + GREEDY</td>
<td>34.5</td>
<td>50.3</td>
<td>57.8</td>
<td>67.2</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>BASE + BURN</td>
<td>35.6</td>
<td>54.5</td>
<td>65.2</td>
<td>70.3</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>FEAT + BURN</td>
<td>35.2</td>
<td>53.6</td>
<td>67.5</td>
<td>68.8</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

Table 3: Accuracy (%) of different systems. ✓ shows the resource requirements. The performances of the end-to-end baseline system are grayed. The performances of baseline disambiguation for each candidate generation model are underlined and numbers in bold show the best performance for each setting. \( p(e|m) \) refers to the method that chooses the highest prior score provided by corresponding candidate generation method.
on our empirical study, we propose three methodologies for candidate generation and disambiguation that make the best use of limited resources we will have in realistic settings. Experimental results suggest that our proposed methodologies are effective under extremely limited-resource scenarios, giving improvements in 6-23% end-to-end linking accuracy over the baseline system.

An immediate future focus is further improving the performance of candidate generation models in realistic low-resource settings. Further, we could consider more sophisticated strategies for cross-lingual training of entity disambiguation systems that fill the gap between English training data and real world low-resource data.
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Abstract

Multi-task learning and self-training are two common ways to improve a machine learning model’s performance in settings with limited training data. Drawing heavily on ideas from those two approaches, we suggest transductive auxiliary task self-training: training a multi-task model on (i) a combination of main and auxiliary task training data, and (ii) test instances with auxiliary task labels which a single-task version of the model has previously generated. We perform extensive experiments on 86 combinations of languages and tasks. Our results are that, on average, transductive auxiliary task self-training improves absolute accuracy by up to 9.56% over the pure multi-task model for dependency relation tagging and by up to 13.03% for semantic tagging.

1 Introduction

When data for certain tasks or languages is not readily available, different approaches exist to leverage other resources for the training of machine learning models. Those are commonly either instances from a related task or unlabelled data: During multi-task training (Caruana, 1993), a model learns from examples of multiple related tasks at the same time and can therefore benefit from a larger overall number of training instances. Self-training (Yarowsky, 1995; Riloff et al., 2003), in contrast, denotes the process of iteratively training a model, using it to label new examples, and adding the most confident ones to the training set before repeating the training. As data without gold standard annotations is used, self-training can be considered a special case of semi-supervised training.

In this work, we propose transductive auxiliary task self-training, based on a combination of multi-task training and self-training: We use the available auxiliary task data to obtain a high-performing single-task model for the auxiliary task, which we then use to label the main task test set with auxiliary task labels. Subsequently, we train a multi-task model on both tasks, while including instances with the newly generated silver standard auxiliary task labels.

Transductive auxiliary task self-training is an extremely cheap procedure, requiring only small amounts of additional computing time, compared to the obvious alternative of manually producing more labels. Our approach is transductive since the model generalises from specific training examples to specific test examples. In particular, training on auxiliary task labels for the test set, which have been produced by the single-task model, yields a final multi-task model, which satisfies the defining criterion of transductive inference that predictions depend on the test data (Vapnik, 1998). Note that we do not require gold standard test labels for either task.

In addition to presenting our method, we investigate three research questions (RQs):

RQ 1: For which tasks and dataset sizes does transductive auxiliary task self-training help most?

RQ 2: Can a model trained with our cost-free transductive auxiliary task self-training perform similarly to or better than a model trained on additional manual annotations for the auxiliary task?

RQ 3: Even without considering reduced costs, are there scenarios where it is better to perform transductive auxiliary task self-training than adding more main task examples?

In order to find generalisable answers to these research questions, we experiment with several tasks, languages and numbers of training samples. We consider the low-level auxiliary task of part-of-speech tagging and two main tasks: dependency relation (DepRel) tagging and semantic tagging. We furthermore compare with an unsuper-
We must draw attention to the distribution of this form in those dialects. Sentence

Self-training is based on two main ideas. First, we assume that the auxiliary task is easier than the main task, such as introducing by Plank et al. (2016). We use this task as an unsupervised auxiliary baseline, with frequencies obtained from our training data.

2 Neural Sequence Labelling

2.1 Tasks

Figure 1 shows a sentence with annotations for the three linguistic tasks considered in this paper, which we will describe in the following.1

Part-of-speech (POS) tagging is the task of assigning morpho-syntactic tags to each word in a sentence. We use it as an auxiliary task, since respective datasets are available for many languages. It is also a relatively easy task, with state-of-the-art models typically achieving over 95% accuracy (Plank et al., 2016). We use the Universal Dependencies (UD) POS tag set (Nivre et al., 2016).

Dependency relation (DepRel) labelling is the task of assigning dependency labels to each word in a sentence. In our experiments, we use the Universal Dependencies labels (Nivre et al., 2016). We use this task as a main task. Both this task and POS tagging are morpho-syntactic tasks.

Semantic Tagging (SemTag) is the task of assigning a semantic tag to each word in a sentence. We use the labels from the Parallel Meaning Bank (PMB, Abzianidze et al., 2017; Bjerva et al., 2016). This tag set was designed for multilingual semantic parsing and, therefore, to generalise across languages. As this task is relatively challenging, we use it as a main task. While the UD data is available for 41 languages, the PMB data is only available for four (English, Italian, Dutch, and German).

FreqBin is the task of predicting the binned frequency of a word, as introduced by Plank et al. (2016). We use this task as a transductive auxiliary baseline, with frequencies obtained from our training data.

2.2 Model Architecture

We approach sequence labelling by using a variant of a bidirectional recurrent neural network, which uses both preceding and succeeding context when predicting the label of a word. This choice was made as such models at the same time obtain high performance on all three tasks and lend themselves nicely to multi-task training via hard parameter sharing. This system is based on the hierarchical bi-LSTM of Plank et al. (2016) and is implemented using DyNet (Neubig et al., 2017). On the subword-level, the LSTM is bi-directional and operates on characters (Ballesteros et al., 2015; Ling et al., 2015). Second, a context bi-LSTM operates on the word level, from which output is passed on to a classification layer.

Multi-task training is approached using hard parameter sharing (Caruana, 1993). We consider \( T \) datasets, each containing pairs of input-output sequences \( (w_i, y^t_i), w_i \in V, y^t_i \in L^t \). The input vocabulary \( V \) is shared across tasks, but the outputs (tagsets) \( L^t \) are task dependent. At each step in the training process we choose a random task \( t \), followed by a randomly chosen batch of training instance. Each task is associated with an independent classification function, but all tasks share the hidden layers. We train using the Adam optimisation algorithm (Kingma and Ba, 2014) over a maximum of 10 epochs together with early stopping.

3 Transductive Auxiliary Task Self-Training

Manual annotation of data for main or auxiliary tasks is time-consuming and expensive. Instead, we propose to use a preliminary single-task model to label the main task test data with auxiliary task labels which can then be leveraged to train an improved multi-task model.

Transductive auxiliary task self-training is based on two main ideas. First, we assume that the auxiliary task is easier than the main task, such

![Figure 1: POS tags, DepRel labels and semantic tags for an example sentence.](image-url)
that a high performance can be achieved on it. Hence, the model will be confident about the auxiliary task labels, as is required for self-training. Second, we choose a transductive approach, because we assume that not all auxiliary task examples will lead to equal improvements on the main task. In particular, we expect auxiliary task labels for the test instances to be most useful, since information about those instances is most relevant for the prediction of the main task labels on this data. Similarly to contextualised word representations, this offers an additional signal for the test set instances, as we obtain this through predicted auxiliary labels rather than direct encoding of the context (Devlin et al., 2018; Peters et al., 2018).

3.1 Algorithm

Our proposed algorithm is shown in Algorithm 1. We start by first training a single-task model on the available auxiliary task training data, which then predicts labels for the raw input sentences from the main task test set. Note that we neither observe nor require any labels for this test set, neither for the auxiliary nor for the main task. The labels which the preliminary single-task model predicts are then added to the train set of the auxiliary task for training of the final multi-task model.

Although a transductive approach requires training a new model for each test set, sequence-labelling models such as bi-LSTMs are usually quick to train even on single CPUs, with a full self-training iteration in this paper completing in a matter of hours.

Algorithm 1 Transductive auxiliary task self-training

1: \( \text{train}_{\text{aux}} \leftarrow \text{aux. task train data} \)
2: \( \text{train}_{\text{main}} \leftarrow \text{main task train data} \)
3: \( \text{testinp}_{\text{main}} \leftarrow \text{main task test input} \)
4: \( \text{model}_{\text{aux}} \leftarrow \text{train}(\text{train}_{\text{aux}}) \)
5: \( \text{for sentence} \in \text{testinp}_{\text{main}} \text{ do} \)
6: \( l \leftarrow \text{label}(\text{sentence}, \text{model}_{\text{aux}}) \)
7: \( \text{train}_{\text{aux}} = \text{train}_{\text{aux}} + l \)
8: \( \text{model}_{\text{mtl}} \leftarrow \text{train}_{\text{mtl}}(\text{train}_{\text{aux}}, \text{train}_{\text{main}}) \)

4 Experiments

The experiments described in this section aim at answering the research questions raised in §1, concerned with the best settings for transductive auxiliary task self-training, as well as the theoretical question how it compares to adding additional (expensive) gold-standard annotations for the main and the auxiliary tasks. To ensure that our findings are generalisable, we use a large sample of 56 treebanks, covering 41 languages and several domains. Although this experimental set-up would allow us to run multilingual experiments, we only train monolingual models, and aggregate results across languages and treebanks. We investigate three tasks; two of them being morpho-syntactic (POS tagging and DepRel tagging) and one being semantic (semantic tagging). In all cases, POS is the auxiliary task, and either POS tagging or DepRel tagging is the main task. Experiments are run in several low-resource settings, varying the amount of main task data.

We run experiments under four conditions, in addition to using an MTL baseline. We compare (i) adding gold standard test annotations for the auxiliary task only (Aux-ST ceiling), (ii) transductive auxiliary task self-training, as described in Algorithm 1 (Aux-ST), (iii) adding gold standard train annotations for the auxiliary task only (Extra Aux), or (iv) adding gold standard train annotations for the main task only (Extra Main). We expect (iii) and (iv) to constitute challenging conditions to beat, as we are in effect giving our model more annotated data, which is normally expensive to come by.

4.1 Data

We run experiments on the task-combinations DepRel–POS and Sentag–POS for all available languages and datasets. Additionally, we reduce our training sets to 10k, 1k, 0.5k, and 0.1k sentences in order to investigate various low-resource scenarios. For semantic tagging, the 10k setting is omitted as we do not have enough training data.

Figure 2: Results for UD treebanks.
In RQ1, we asked for which task and dataset sizes transductive auxiliary task self-training is most beneficial. We found benefits across the board, with larger effects when the main task training set is small.

Table 1: Macro-averaged changes in accuracy from the MTL baseline for DepRel – POS (top), SemTag – POS (bottom). We compare adding gold standard test annotations for the aux task (Aux-ST ceiling), transductive aux task self-training (Aux-ST), adding gold standard train annotations for the aux task (Extra Aux), or for the main task (Extra Main) randomly. Significant (p < 0.05) differences from the baseline are marked with *

<table>
<thead>
<tr>
<th>N Main</th>
<th>MTL</th>
<th>Aux-ST ceiling</th>
<th>Aux-ST</th>
<th>Extra Aux</th>
<th>Extra Main</th>
</tr>
</thead>
<tbody>
<tr>
<td>10k 86.39</td>
<td>*3.79%</td>
<td>*1.97%</td>
<td>*0.19%</td>
<td></td>
<td></td>
</tr>
<tr>
<td>1k 79.19</td>
<td>*7.42%</td>
<td>*5.39%</td>
<td>*1.74%</td>
<td>*0.05%</td>
<td>*1.58%</td>
</tr>
<tr>
<td>0.5k 75.77</td>
<td>*8.69%</td>
<td>*6.85%</td>
<td>*2.64%</td>
<td>*10.17%</td>
<td></td>
</tr>
<tr>
<td>0.1k 66.31</td>
<td>*11.32%</td>
<td>*9.56%</td>
<td>*4.97%</td>
<td>*18.15%</td>
<td></td>
</tr>
</tbody>
</table>

1k 67.82 n/a *1.74% 0.05% 0.64% 0.83% 2.31% 0.05% 0.64%
0.5k 63.32 n/a *4.60% 0.83% 2.31% 0.05% 0.64%
0.1k 50.44 n/a *13.03% *4.93% *11.58%

Table 1 contains results of the experiments macro-averaged across all languages and treebanks in the UD and across all languages in the PMB. Figure 2 contains results for two typologically distinct language families, Slavic and Finno-Ugric.

Across all data sizes, self-training on the auxiliary task is significantly better than the baseline multi-task model without self-training. The results on DepRel tagging show that, when the main task data is sufficiently large, it is more beneficial to do transductive auxiliary task self-training than it is to further increase the size of the main dataset. For semantic tagging, we find this to hold for all of our training data size settings. Our comparison with the FreqBin task does not yield substantial improvements, with mean differences compared to standard MTL at -0.001% (std. dev. 0.022).

To rule out that any gains in the self-training conditions are not due to increased vocabulary, we ran experiments with pre-trained word embeddings which included the raw text from the test set and found no significant differences. This can be explained by the fact that, although out-of-vocabulary rate is reduced to zero in this condition, the test set is still relatively small. Thus, the word embeddings do not have much distributional information with which to arrive at good word representations for previously out-of-vocabulary words.

In RQ2, we asked whether using transductive auxiliary task self-training might even be better than the costly process of manually expanding the data with gold standard auxiliary data for random samples. We found that this depends on the main task and the size of its training set. For DepRel, with a low amount of main task data, the largest increase in accuracy is found by adding more main task data. However, given sufficient main task data, adding highly relevant auxiliary task samples, even ones which are potentially erroneous, is more beneficial. In the case of semantic tagging, however, transductive auxiliary task self-training is always more beneficial. As expected, the usefulness of self-training as well as adding extra auxiliary or main task data decreases with increasing dataset size.

In RQ3, we asked whether there are cases in which using auxiliary task data is preferable to annotating and adding more main task samples. We found that this is the case when using our proposed method of transductive auxiliary task self-training for all training set sizes for semantic tagging, and in the 10k setting for DepRel tagging.

5 Related Work

Self-training has been shown to be a successful learning approach (Nigam and Ghani, 2000), e.g., for word sense disambiguation (Yarowsky, 1995) or AMR parsing (Konstas et al., 2017). Samples in self-training are typically selected according to confidence (Zhu, 2005) which requires a proxy to measure it. This can be the confidence of the model (Yarowsky, 1995; Riloff et al., 2003) or the agreement of different models, as used in tri-training (Zhou and Li, 2005). Another option is curriculum learning, where selection is based on learning difficulty, increasing the difficulty during learning (Bengio et al., 2009). In contrast, we build upon the assumption that the auxiliary task examples are ones a model can be certain about.

In multi-task learning, most research focuses on understanding which auxiliary tasks to select, or on how to share between tasks (Segaard and Goldberg, 2016a; Lin et al., 2019; Ruder and Plank, 2017; Augenstein et al., 2018; Ruder et al., 2019). For instance, Ruder and Plank (2017) find that similarity as well as diversity measures applied to the main vs. auxiliary task datasets as a whole are useful in selecting auxiliary tasks. In the context of sequence labelling, many combinations
of tasks have been explored (Søgaard and Goldberg, 2016b; Martínez Alonso and Plank, 2017; Bjerva, 2017). Ruder et al. (2019) present a flexible architecture, which learns which parameters to share between a main and an auxiliary task. One of the few examples where multi-task learning is combined with other methods is the semi-supervised approach by Chao and Sun (2012), where main task labels are assigned to unlabelled instances which are then added to the main task dataset. However, to the best of our knowledge, no one has applied self-training to label additional instances with auxiliary task labels.

6 Conclusion

We introduced transductive auxiliary task self-training, a straightforward way to improve the performance of multi-task models. Concretely, we applied the idea of self-training to auxiliary tasks, in order to automatically label the main task test data with auxiliary task labels which we subsequently included into the training set for multi-task learning. In experiments on 41 different languages we obtained improvements of up to 9.56% absolute accuracy over the pure multi-task model for DepRel tagging and up to 13.03% absolute accuracy for semantic tagging. We further showed that transductive auxiliary task self-training is more effective than randomly choosing additional gold standard auxiliary task data. In some settings, in addition to not needing additional annotation, it even led to a better performing model than adding a comparable amount of extra gold standard main task data.
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Abstract

We propose a weakly supervised neural model for Ad-hoc Cross-lingual Information Retrieval (CLIR) from low-resource languages. Low resource languages often lack relevance annotations for CLIR, and when available the training data usually has limited coverage for possible queries. In this paper, we design a model which does not require relevance annotations, instead it is trained on samples extracted from translation corpora as weak supervision. This model relies on an attention mechanism to learn spans in the foreign sentence that are relevant to the query. We report experiments on two low resource languages: Swahili and Tagalog, trained on less than 100k parallel sentences each. The proposed model achieves 19 MAP points improvement compared to using CNNs for feature extraction, 12 points improvement from machine translation-based CLIR, and up to 6 points improvement compared to probabilistic CLIR models.

1 Introduction and Previous Work

Neural models for Information Retrieval (IR) have received a fair amount of attention in recent years (Zhang et al., 2016; Zamani and Croft, 2017; Dehghani et al., 2017; Mitra et al., 2018). This includes Cross-Lingual Information Retrieval (CLIR), where the task is to retrieve documents in a language different from that of the query. Neural models for CLIR can learn relevance ranking without directly relying on translations, but they typically require large amounts of training data annotated for relevance (cross-lingual query-document pairs), which are often not available, especially for low resource languages. When available, the annotated data usually has limited coverage of the large space of possible ad-hoc queries.

In this paper, we propose a novel neural model for Ad-hoc CLIR against short queries using weak supervision instead of annotated CLIR corpora. The model computes the probability of relevance of each sentence in a foreign document to an input query. These probabilities are then combined to compute a relevance score for a query-document pair. Our model does not rely on relevance-annotated data, but is trained on samples extracted from parallel machine translation data as weak supervision. Compared to CLIR annotated data, sentence translations are often easier to obtain and have better coverage for short queries. The main challenge is designing the model to effectively identify relevant spans in the possibly long foreign sentence. We address this by using an attention mechanism (Bahdanau et al., 2015; Vaswani et al., 2017), thus allowing the model to learn what parts of the sentence to focus on without explicit supervision (e.g. word alignments). To bridge the gap across languages, we pre-train and further optimize bilingual embeddings. We also investigate element-wise interaction between the query and sentence representations to further improve relevance matching.

In contrast, previous methods that directly model CLIR rely on large amounts of relevance-annotated data (Sasaki et al., 2018; Lavrenko et al., 2002; Bai et al., 2009; Sokolov et al., 2013). Other approaches use bilingual embeddings to represent text cross-lingually, but are not specifically optimized for CLIR (Vulic and Moens, 2015; Litschko et al., 2018). (Li and Cheng, 2018) designed a model to learn task-specific text representation using CLIR-annotated data. (Franco-Salvador et al., 2014; Sorg and Cimiano, 2012) crossed the lexical gap using external knowledge sources (Wikipedia), which are limited for low resource languages. An alternative approach translates the queries or documents, and reduces CLIR to monolingual IR (Gupta et al., 2017; Levow et al., 2005; Nie, 2003). But machine translation is not an ideal solution for CLIR either (Zhou et al., 2012), one
reason is it often produces hallucinated sentences that have little relevance with the source side for low resource languages. On the other hand, (Zbib et al., 2019; Xu and Weischedel, 2000) model the CLIR problem using generative probabilistic model with lexical translation dictionary, while this assumes independence between query words and ignores the underlying semantic connection. The main contributions of this paper are:

- We design a weakly supervised neural model for CLIR using parallel machine translation data for training, rather than using annotated CLIR corpora.
- To the best of our knowledge, this is the first application of attention mechanisms to CLIR.
- We further propose and demonstrate the importance of an interaction-based relevance matching layer.

We report experiments on two low-resource languages: Swahili and Tagalog, using data from the MATERIAL (MAT, 2017) program. The proposed model obtains scores 19 MAP points higher than neural models that use CNNs for feature extraction. Compared to the machine translation-based CLIR, this model has about 12 MAP points better performance. The model also has better performance than the probabilistic CLIR models with up to 6 MAP points improvement. Additionally, the proposed interaction-based relevance matching layer is usually effective for the QRANN model.

2 Query Relevance Attentional Neural Network Model (QRANN) for CLIR

Direct modeling of CLIR is not practical for low resource languages, as annotated query-document pairs are usually not available. English queries and foreign sentences extracted from parallel translation corpora can serve as weakly supervised training data to learn a model that estimates relevance between short queries and foreign sentences, which can then be applied to computing the query-document relevance scores.

2.1 QRANN Model

Our goal is to design a model that measures the relevance between an English query and a foreign sentence. Formally, given a query \( q = [q_1, q_2, \ldots, q_m] \) and a foreign sentence \( s = [s_1, s_2, \ldots, s_n] \), the model estimates relevance probability \( P(\text{rel}|q, s) \in [0, 1] \). We first describe the model architecture, shown in Figure 1, and later explain how this model output is used to compute document-level relevance scores. Each word in \( q \) and \( s \) is represented as a \( d \)-dimensional embedding using lookup table \( E(\cdot) \):

\[
Q = [Q_1, \ldots, Q_m] = [E(q_1), \ldots, E(q_m)]
\]

\[
S = [S_1, \ldots, S_n] = [E(s_1), \ldots, E(s_n)]
\]

(1)

**Multi-head Attention Layer** A key feature of our approach is to avoid an explicit alignment of the query words with the relevant foreign sentence spans. Instead, we use an attention mechanism over \( S \), which allows the model to learn which spans contain relevance evidence, as well as how to weight that evidence. We compute a context vector \( C_j \) for word \( q_j \) as a weighted sum of \( S_i \):

\[
C_j = \sum_{i=1}^{n} \alpha_j^i S_i
\]

(2)

the attention weight \( \alpha_j^i \) for each word \( s_i \) in sen-
sentence scores how well the sentence word $s_i$ and $q_j$ match: $\alpha_j^i = \text{softmax}(e_j^i)$, where $e_j^i = v_\alpha \tanh(U_\alpha Q_j + W_\alpha S_i)$. $U_\alpha$, $W_\alpha$ and $v_\alpha$ are shared across each $q_j$ in $q$ for better generalization. Inspired by recent work in machine translation (Vaswani et al., 2017), we found it beneficial to use a multi-head attention to allow the model to jointly attend to information at different positions. We compute multi-head attention $M_j$ by concatenating $k$ different attention context vectors and applying a linear transformation:

$$M_j = [C_{j1}^1; C_{j2}^2; ...; C_{jk}^k]W_M \quad (3)$$

**Residual & Norm Layer** We use a residual connection to the attention outputs, followed by layer normalization: $N_j = \text{LayerNorm}(Q_j + M_j)$.

**Interaction-based Relevance Matching Layer** The essential function of the relevance matching layer is to help the model identify the relatedness or difference between sentence and query. Previous work (Li et al., 2018) shows that element-wise interactions, like difference could capture offset between two words in an embedding space, and inner product could measure their relatedness. Hence, we propose an effective approach for relevance matching by computing both difference and relatedness between $Q_j$ and $N_j$:

$$e_{N_j,Q_j}^{\text{diff}} = N_j - Q_j; e_{N_j,Q_j}^{\text{prod}} = N_j \odot Q_j \quad (4)$$

The interaction-based relevance matching layer is a hidden layer on top of the concatenation of $e_{N_j,Q_j}^{\text{diff}}$ and $e_{N_j,Q_j}^{\text{prod}}$:

$$f(Q_j, S) = \text{relu}(W_C[e_{N_j,Q_j}^{\text{diff}}; e_{N_j,Q_j}^{\text{prod}}] + b_C) \quad (5)$$

$W_C, b_C$ are shared across each $q_j$ in $q$.

In order to show the effectiveness of interaction-based relevance matching, instead of using (5), we also try simply concat $N_j$ and $Q_j$ as an alternative relevance matching layer:

$$f(Q_j, S) = \text{relu}(W_C[N_j; Q_j] + b_C) \quad (6)$$

**Concat & Feed Forward** We concatenate the relevance matching outputs and pass them through another hidden layer:

$$g(Q, S) = \tanh(W_h[f(Q_1, S); ...; f(Q_m, S)] + b_h) \quad (7)$$

As shown in Figure 1, the feed forward layer concatenates query-word specific features. Each neuron has connections with all query-specific features, aiming to capture semantic relationships among query words.

**Softmax Output** Finally, the relevance probability between $q$ and $s$ is computed by:

$$P(\text{rel}|q, s) = \text{softmax}(W_r g(Q, S) + b_o) \quad (8)$$

where $W_r, b_r, W_o, b_o$ are trainable parameters.

### 2.2 Weakly Supervised Learning for CLIR

As mentioned, the QRANN model is not trained on relevance-annotated data. Instead, it is trained with weakly supervised data. Weak supervision has been studied in monolingual IR. For example, (Dehghani et al., 2017) used BM25 to produce weakly supervised query-document labels. Different from monolingual IR, CLIR requires the training data to bridge the language gap, thus we propose a novel weak supervision used in the QRANN model for CLIR: we construct cross-lingual query-sentence pairs from parallel data as weakly supervised labels to learn cross-lingual query-document relevance. Positive samples are constructed from a foreign sentence and a content word or noun phrase from its English translation. We generate negative samples by selecting a foreign sentence and an English word or phrase that does not appear in the sentence translation. We find using larger negative-to-positive ratio improves the model performance as this would provide more negative samples variety, and fix the ratio to 20:1 for both model performance and training speed. We avoid using stop words for both types of samples.

We use bilingual embeddings pre-trained on the same parallel data for both low resource languages, using the method in (Gouws and Søgaard, 2015), and optimize them further during model training.

The CLIR end task requires an estimation of relevance of the whole foreign document to the query, using relevance outputs between query and sentence from the QRANN model. We experimented with different methods for combining sentence relevance scores, including average and maximum, and found the most effective method to be the probability of relevance to at least one sentence in the document:

$$P(\text{rel}|q, D) \approx 1 - \prod_{s \in D} \left(1 - P(\text{rel}|q, s)\right) \quad (9)$$
3 Experiments

3.1 Datasets and Experimental Setup

We report experimental results on CLIR datasets provided by the MATERIAL (MAT, 2017) program for two low resource languages: Swahili and Tagalog. Each language has two datasets: Test1 (about 800 documents) and Test2 (about 500 documents). We use two query sets: 83 query phrases in Q1 and 102 query phrases in Q2 for Swahili, 140 query phrases in Q1 and 205 in Q2 for Tagalog. The CLIR performance is reported using Mean Average Precision (MAP).

For training, we use parallel sentences released by the MATERIAL and LORELEI (LOR, 2015) programs (72k for Swahili, 98k for Tagalog), and parallel lexicons downloaded from Panlex (Kamholz et al., 2014) (190k for Swahili, 65k for Tagalog). We extract 40-50M samples from the parallel corpora for each language to train the QRANN model. We use the Adam optimizer with a learning rate of 0.0005, batch size of 512, and dropout probability of 0.1. We pre-train bilingual word embeddings with size $d = 512$, use 4 attention heads, each with a size of 512. The hidden layer sizes are 512 for $W_C$ and 1024 for $W_h$.

3.2 Baseline Approaches

Probabilistic CLIR Model with Statistical MT

Generative probabilistic models (Miller et al., 1999; Xu and Weischedel, 2000) have been an effective approach to CLIR. We use such a model as baseline, with probabilistic lexical translations estimated from statistical machine translation alignment of the parallel training data. We use the concatenation of GIZA++ (Och and Ney, 2003) and the Berkeley Aligner (Haghighi et al., 2009) to estimate lexical translation probabilities by normalizing the alignment counts.

Occurrence Probability Variant

We also use a baseline that computes the document relevance score as the probability of each of the query terms occurring at least once in the document. Using translation probabilities $p(q \mid f)$, the document score is computed as:

$$\prod_{q \in Q} \left[ 1 - \prod_{f \in \text{Doc}} (1 - p(q \mid f)) \right]$$

(10)

Machine Translation (MT) based CLIR

We compared our model with a MT-based CLIR, which translates foreign documents into English using Transformer (Vaswani et al., 2017), and then does monolingual information retrieval. This approach is similar to (Nie, 2003).

CNN Feature Extraction

Convolutional Neural Networks (CNNs) have been found effective for extracting features from text. Here we use this model for feature extraction for comparison. Instead of using multi-head attention and normalization layers, we build a CNN model to extract features from sentence and query, which includes an embedding layer, a convolutional layer with max-pooling and a dropout layer. We use CNN kernel sizes 1 to 5, each with 100 filters. We then pass the extracted features to an interaction-based relevance matching layer, followed by softmax to obtain relevance probability output. This CNN feature extraction for CLIR is similar to (Sasaki et al., 2018).

3.3 Results and Discussion

We compare the performance of different CLIR models on the two low resource languages in Table 1. Comparing the QRANN models with the CNN baseline model, we note that the MAP scores of QRANN models are significantly higher than CNN model in all cases. While the QRANN models do not use CNNs to extract features, they perform better because of the multi-head attention mechanism, which helps the model identify spans in the foreign sentences that are relevant to the query.

We also note that the QRANN model performs better than two strong baselines: the probabilistic CLIR model as well as the probabilistic CLIR occurrence variant using translation dictionary. An important feature of the QRANN model is that it jointly represents the tokens of a multi-word query, while probabilistic CLIR models impose a strong independence assumption between query words. For example, query ‘New York Times’ is treated as independent words, and the translations for each word are used to rank documents independently, which is problematic. The results in table show the benefit in the QRANN model of dropping the query term independence assumption that the probabilistic CLIR model and its occurrence variant use. The QRANN model is designed to model the dependency between words in a multi-word query, in order to capture compositional semantic relationship.

The MT-based CLIR model does not perform well than the QRANN models or the probabilistic
### Table 1: Retrieval performance (MAP scores) of all models on Swahili and Tagalog CLIR evaluation datasets. QRANN Con. corresponds to equation (6), QRANN Int. corresponds to equation (5).

<table>
<thead>
<tr>
<th>Lang</th>
<th>Model</th>
<th>Test1/Q1+2</th>
<th>Test2/Q2</th>
</tr>
</thead>
<tbody>
<tr>
<td>Swa</td>
<td>Prob. CLIR</td>
<td>0.375</td>
<td>0.376</td>
</tr>
<tr>
<td></td>
<td>Prob. Occ.</td>
<td>0.365</td>
<td>0.443</td>
</tr>
<tr>
<td></td>
<td>MT</td>
<td>0.240</td>
<td>0.373</td>
</tr>
<tr>
<td></td>
<td>CNN</td>
<td>0.228</td>
<td>0.217</td>
</tr>
<tr>
<td></td>
<td>QRANN Con.</td>
<td>0.408</td>
<td>0.450</td>
</tr>
<tr>
<td></td>
<td>QRANN Int.</td>
<td>0.402</td>
<td>0.457</td>
</tr>
<tr>
<td>Tag</td>
<td>Prob. CLIR</td>
<td>0.545</td>
<td>0.486</td>
</tr>
<tr>
<td></td>
<td>Prob. Occ.</td>
<td>0.488</td>
<td>0.510</td>
</tr>
<tr>
<td></td>
<td>MT</td>
<td>0.309</td>
<td>0.424</td>
</tr>
<tr>
<td></td>
<td>CNN</td>
<td>0.384</td>
<td>0.359</td>
</tr>
<tr>
<td></td>
<td>QRANN Con.</td>
<td>0.523</td>
<td>0.475</td>
</tr>
<tr>
<td></td>
<td>QRANN Int.</td>
<td>0.545</td>
<td>0.536</td>
</tr>
</tbody>
</table>

CLIR models, because it does not provide enough variation in lexical translations for matching query words to be effective for CLIR.

The same table also compares two variants of QRANN using different relevance matching layers. The interaction-based relevance matching layer usually has better performance than the simple concatenation.

We run statistical significance testing on our results, and found the difference between the QRANN Int. model and the baseline models is statistically significant with p-value less than 0.05 on more than half of the conditions.

### 4 Conclusion and Future Work

We propose a weakly supervised model to learn cross-lingual query document relevance for low resource languages. Rather than relying on lexical translations, the model uses a multi-head attention mechanism to learn which foreign sentence spans are important for estimating relevance to the query, and also benefits from an effective interaction-based relevance matching layer. Our future work includes using context-dependent pre-trained bilingual embeddings, and using high resource languages to improve the CLIR performance of low resource languages.
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Abstract

Although the vast majority of knowledge bases (KBs) are heavily biased towards English, Wikipedias do cover very different topics in different languages. Exploiting this, we introduce a new multilingual dataset (X-WikiRE), framing relation extraction as a multilingual machine reading problem. We show that by leveraging this resource it is possible to robustly transfer models cross-lingually and that multilingual support significantly improves (zero-shot) relation extraction, enabling the population of low-resourced KBs from their well-populated counterparts.

1 Introduction

It is a widely lamented fact that linguistic and encyclopedic resources are heavily biased towards English. Even multilingual knowledge bases (KBs) such as Wikidata (Vrandečić and Krötzsch, 2014) are predominantly English-based (Kaffee and Simperl, 2018). This means that coverage is higher for English, and that facts of interest to English-speaking communities are more likely included in a KB. This work introduces a novel multilingual dataset (X-WikiRE) and explores techniques for automatically filling such language gaps by learning, from X-WikiRE, to add facts in other languages. Finally, we show that multilingual sharing is beneficial for knowledge base completion across all languages, including English.

The task of identifying potential KB entries in running text – i.e., relations that hold between two or more entities, is called relation extraction (RE). In the traditional, supervised setting (Bach and Badaskar, 2007), RE models are trained to identify a pre-specified set of relation types, which are observed during training. Models are meant to generalize to new entities, but not new relations. An alternative flavor is open RE (Fader et al., 2011; Yates et al., 2007), which detects subject-verb-object triples and clusters semantically related verbs into coarse-grained semantic relations.

In this paper, we consider the middle ground, in which models are trained on a subset of pre-specified relations and applied to both seen and unseen entities, and unseen relations. The latter scenario is known as zero-shot RE (Rocktäschel et al., 2015).

Levy et al. (2017) present a reformulation of RE, where the task is framed as reading comprehension. In this formulation, each relation type (e.g. author, occupation) is mapped to at least one natural language question template (e.g. “Who is the author of x?”), where x is filled with an entity (e.g. “Inferno”). The model is then tasked with finding an answer (“Dante Alighieri”) to this question with respect to a given context. They show that this formulation of the problem both outperforms off-the-shelf RE systems in the typical RE setting and, in addition, enables generalization to unspecified and unseen types of relations. X-WikiRE enables exploration of this reformulation of RE in a multilingual setting.

Figure 1: The overlap of triples between languages.
Contributions We introduce a new, large-scale multilingual dataset (X-WikiRE) of reading comprehension-based RE for English, German, French, Spanish, and Italian, facilitating research on multilingual methods for RE. Our dataset covers more languages (five) and is at least an order of magnitude larger than existing multilingual RE datasets, e.g., TAC 2016 (Ellis et al., 2015), which covers three languages and consists of $\approx 90k$ examples. We also a) perform cross-lingual RE showing that models pretrained on one language can be effectively transferred to others with minimal in-language finetuning; b) leverage multilingual representations to train a model capable of simultaneously performing (zero-shot) RE in all five languages, rivaling or outperforming its monolingually trained counterparts in many cases while requiring far fewer parameters per language; c) obtain considerable improvements by employing a more carefully designed nil-aware machine comprehension model.

2 Background

Relation extraction We begin with a brief description of our terminology. Given raw text, relation extraction is the task of identifying instances of relations $\text{relation}(\text{entity}_1, \text{entity}_2)$. We refer to these instances of relation and entity pairs as triples. Furthermore, throughout this work, we use the term property interchangeably with relation.

A large part of previous work on relation extraction has been concerned with extracting relations between unseen entities for a pre-defined set of relations seen during training (Zelenko et al., 2003; Zhou et al., 2005; Miwa and Bansal, 2016). For example, the instances (Barack Obama, Hawaii), (Niels Bohr, Copenhagen), and (Jacques Brel, Schaerbeek) of the relation born_in($x, y$) would be seen during the training phase, and then the model would be expected to correctly identify other instances of the relation such as (Jean-Paul Sartre, Paris) in running text. This is useful in closed-domain settings where it is possible to pre-select a set of relations of interest. In an open-domain setting, however, we are interested in the far more difficult problem of extracting unseen relation types. Open RE methods (Yates et al., 2007; Banko et al., 2007; Fader et al., 2011) do not require relation-specific data, but treat different phrasings of the same relation as different relations and rely on a combination of syntactic features (e.g. dependency parses) and normalisation rules, and so have limited generalization capacity.

Zero-shot relation extraction Levy et al. (2017) propose a novel approach towards achieving this generalization by transforming relations into natural language question templates. For instance, the relation born_in($x, y$) can be expressed as “Where was $x$ born?” or “In which place was $x$ born?” Then, a reading comprehension model (Seo et al., 2016; Chen et al., 2017) can be trained on question, answer, and context examples where the $x$ slot is filled with an entity and the $y$ slot is either an answer if the answer is present in the context, or NIL. The model is then able to extract relation instances (given expressions of the relations as questions) from raw text. To test this “harsh zero-shot” setting of relation extraction, they build a dataset for RE as machine comprehension from WikiReading (Hewlett et al., 2016), relying on alignments between Wikipedia pages and Wikidata KB triples. They show that their read-
ing comprehension model is able to use linguistic cues to identify relation paraphrases and lexico-syntactic patterns of textual deviation from questions to answers, enabling it to identify instances of new relations. Similar work (Obamuyide and Vlachos, 2018) recently also showed that RE can be framed as natural language inference.

3 X-WikiRE

X-WikiRE is a multilingual reading comprehension-based relation extraction dataset. Each example in the dataset consists of a question, a context, and an answer, where the question is a querified relation and the context may contain the answer or an indication that it is not present (NIL). Questions are obtained by transforming relations into question templates with slots where an entity is inserted. Within the RE framework described in Section 2, entity$_1$ is filled into a slot in the question template and entity$_2$ is the answer. Each triple$^1$ in the dataset can be identified uniquely across all languages. We construct X-WikiRE using the relevant parts of Wikidata and Wikipedia for each language. Wikidata is an open KB where the knowledge contained in each document is expressed as a set of statements, and each statement is a tuple (property$_i$, value$_i$) (e.g. statement (P50, Q1067) where P50 refers to author and Q1067 to “Dante Alighieri”). We perform data integration on Wikidata, as described by Hewlett et al. (2016): for each entity in Wikipedia we take the corresponding Wikidata document, add the Wikipedia page text, and denormalize the statements. This consists of replacing the property and value ids of each statement in the document with the text label for values which are entities, and with the human readable form for numeric values (e.g. timestamps are converted to natural forms like “25 May 1994”) obtaining a tuple (property, entity).$^2$

**Slot-filling data** To extract the contexts for each triple in our dataset we use the distant supervision method described by Levy et al. (2017). For each Wikidata document belonging to a given entity$_1$ we take all the denormalized tuples (property, entity$_2$) and extract the first sentence in the text containing both entity$_1$ and entity$_2$. Negatives (contexts without answers) are constructed by finding pairs of triples with common entity$_2$ type (to ensure they contain good distractors), swapping their context if entity$_2$ is not present in the context of the other triple.

**Querification** Levy et al. (2017) created 1192 question templates for 120 Wikidata properties. A template contains a placeholder for an entity $x$ (e.g. for property “author”, some templates are “Who wrote the novel $x$?” and “Who is the author of $x$?”), which can be automatically filled in to create questions so that question $\approx$ template(property, $x$)). For our multilingual dataset, we had these templates translated by human translators. The translators attempted to translate each of the original 1192 templates. If a template was difficult to translate, they were in-

<table>
<thead>
<tr>
<th>Lang</th>
<th>Question</th>
<th>Context &amp; Answers</th>
</tr>
</thead>
<tbody>
<tr>
<td>EN</td>
<td>What country is Amazon located in?</td>
<td>The Amazon proper runs mostly through Brazil and Peru, and is part of the border between . . .</td>
</tr>
<tr>
<td>ES</td>
<td>¿En qué país se encuentra el Amazonas?</td>
<td>El río Amazonas es un río de América del Sur, que atraviesa Perú, Colombia y Brasil.</td>
</tr>
<tr>
<td>FR</td>
<td>Dans quel pays peux-tu trouver Amazon?</td>
<td>Le fleuve prend alors le nom d’Amazonas au Pérou et en Colombie, puis celui de rio Solimôes en entrant au Brésil au . . .</td>
</tr>
<tr>
<td>IT</td>
<td>Di quale nazione fa parte il Rio delle Amazzoni?</td>
<td>Il Rio delle Amazzoni è un fiume dell’America Meridionale che attraversa Perù, Colombia e Brasile . . .</td>
</tr>
</tbody>
</table>

Table 1: Examples from our dataset of the same question-context pairs across all the languages with the correct answers highlighted in boldface.

---

$^1$Not to be confused with an example as an example contains an instantiation of a relation in the form of a question. Thus, the different question templates for each relation share the same id.

$^2$We make the simplification of referring to all values as entities.
constructed to discard it. They were also instructed to create their own templates, paraphrasing the original ones when possible. This resulted in a varying number of templates for each of the properties across languages. In addition to the entity placeholder, some languages with richer morphology (Spanish, Italian, and German) required extra placeholders in the templates because of agreement phenomena (gender). We added a placeholder for definite articles, as well as one for gender-dependent filler words. The gender is automatically inferred from the Wikipedia page statistics and a few heuristics. Table 1 shows the same example across five languages.

**Dataset statistics** Table 2 shows the number of positive and negative triples and examples (i.e. with and without consideration of the templates).

As expected (due to the size of its Wikidata), English has the highest number of triples for most properties. However, as Figure 2 shows, there are properties where it has fewer triples than other languages (e.g. French has more triples for film related properties such as cast\_member and nominated\_for). Figure 1 shows the overlap in the number of triples between different languages. While it can be seen that English, once again, has the highest overall overlap with the other languages, there are interesting deviations from this pattern where for certain properties other languages share a larger intersection.

### Table 2: The number of positive and negative triples for each language with (*) and without templates.

<table>
<thead>
<tr>
<th>Language</th>
<th>Pos</th>
<th>Neg</th>
<th>Pos*</th>
<th>Neg*</th>
</tr>
</thead>
<tbody>
<tr>
<td>DE</td>
<td>2.5M</td>
<td>545K</td>
<td>11M</td>
<td>2.3M</td>
</tr>
<tr>
<td>EN</td>
<td>5.1M</td>
<td>1M</td>
<td>64M</td>
<td>12M</td>
</tr>
<tr>
<td>ES</td>
<td>1.2M</td>
<td>211K</td>
<td>5.5M</td>
<td>1.1M</td>
</tr>
<tr>
<td>FR</td>
<td>2.3M</td>
<td>867K</td>
<td>18M</td>
<td>6.8M</td>
</tr>
<tr>
<td>IT</td>
<td>1.9M</td>
<td>217K</td>
<td>10M</td>
<td>1.2M</td>
</tr>
</tbody>
</table>

Nil-awareness machine comprehension model

The reading comprehension model we employ, seen in Figure 3, encodes the question and context sequences and computes a similarity matrix between them. A column-wise softmax of the similarity matrix is multiplied with the question encoding to aggregate the most relevant parts of the question with respect to the context. Next, a joint-encoding of the question and context is created and a multi-factor self-attentive encoding is applied to accumulate evidence from the entire context. These representations are called the evidence vectors. Lastly, the evidence vectors are decomposed for every context word with orthogonal decomposition. The parallel components represent the relevant parts of the context and the orthogonal parts represent the irrelevant parts. These decompositions bias the decoder to either output a span or NIL.

Multilingual representations

We compare two methods of obtaining multilingual representations. First, we employ fastText embeddings (Bojanowski et al., 2017) mapped to a multilingual space in a supervised fashion (Conneau et al., 2017). Second, we employ the newly released

---

**Figure 3:** An overview of Namanda’s architecture.
multilingual BERT (Devlin et al., 2018) which is trained on the concatenation of the wikipedia corpora of 104 languages.3 For BERT, we take the contextualized word representations from the final layer as input to our machine comprehension model’s question and context Bi-LSTM encoders. We do not fine-tune the pre-trained model.

5 Experiments

Following Levy et al. (2017), we distinguish between the traditional RE setting where the aim is to generalize to unseen entities (UnENT) and the zero-shot setting (UnREL) where the aim is to do so for unseen relation types (see Section 2). Our goal is to answer these three questions: A) how well can RE models be transferred across languages? B) in the difficult UnREL setting, can the variance between languages in the number of instances of relations (see Figure 2) be exploited to enable more robust RE? C) can one jointly-trained multilingual model which performs RE in multiple languages perform comparably to or outperform its individual monolingual counterparts? For all experiments, we take the multiple templates approach where a model sees different paraphrases of the same question during training. This approach was shown by Levy et al. (2017) to have significantly better paraphrasing abilities than when only one question template or simpler relation descriptions are employed.

Evaluation Our evaluation methodology follows Levy et al. (2017). We compute precision, recall and F1 by comparing spans predicted by the models with gold answers. Precision is equal to the true positives divided by total number of non-nil answers predicted by a system. Recall is equal to the true positives divided by the total number of instances that are non-nil in the ground truth answers. Word order and punctuation are not considered.4

5.1 Monolingual Baselines

A baseline model is trained on the full monolingual training set (1 million instances) for each of the languages in both the UnENT and UnREL settings, which serve as a point of comparison for the cross-lingual transfer and multilingual models.

Comparison with Levy et al. (2017) In Table 3, the comparison between the nil-aware machine comprehension framework we employ (Mono) and the results reported by Levy et al. (2017) using the bias-augmented BiDAF model on their dataset (and splits) can be seen. The clear improvements obtained are in line with those reported by Kundu and Ng (2018) of NAMANDA over BiDAF on reading comprehension tasks.

Results Table 3 shows the results of the monolingual baselines. For the cross-lingual transfer experiments, these results can be viewed as a performance ceiling.

Observe that the results on our dataset are in general lower than those reported in Levy et al. (2017). This can be attributed to three factors: a) on average, the context length in our dataset is longer compared to theirs; b) the fastText word embeddings we employ to facilitate multilingual

---

3https://github.com/google-research/bert/blob/master/multilingual.md

4We do not exclude articles from the evaluation as separating them from entities is not as trivial for other languages as it is for English.
sharing have a lower coverage of the vocabularies of each language than the GloVe word embeddings employed in that work; c) in the UnREL setting, we employ a more challenging setup of 5-fold cross-validation (as opposed to 10-fold in their experiments), meaning that a lower number of relations is seen at training time and the test set contains a higher number of unseen relations.

5.2 Cross-Lingual Model Transfer

In this set of experiments, seen in Figure 4a, we test how well RE models can be transferred from a source language with a large number of training examples to target languages with no or minimal training data. In the UnENT experiments, we construct pairwise parallel test and development sets between English and each of the languages. An English RE model (built on top of the multilingual representations described in sub-section 4) is trained on a full English training set (1 million instances). We then evaluate how well this model can transfer to each of the four other languages in the following cases: with no finetuning or when 1000, 2000, 5000 or 10000 target language training examples are used for finetuning. Note that entities in the target languages’ test and development sets are not seen in the English training data. We compare transfer performance with monolingual performance when a target language’s full training set is employed.

A similar approach is followed for UnREL experiments. However, since the number of relations is relatively small, cross-validation with five folds is employed instead of fixed splits. Moreover, because this is a substantially more challenging setting we are interested in evaluating along another dimension (Question B): when relations are seen in the source language but not in the target language. Furthermore, unlike for UnENT, we directly use 10k examples for finetuning.

**Results** Figure 5 shows the results of the cross-lingual transfer experiments for UnENT, where transfer is accomplished through multilingually aligned fastText embeddings. In a parallel set of experiments, transfer was performed through the multilingual BERT encoder. The results of this showed a clear advantage for the former over the latter. This is primarily due to the low vocabulary coverage of multilingual BERT which has a total vocabulary size of 100k tokens for 104 languages for coverage statistics). While it is clear that the models suffer from rather low recall when no finetuning is performed, the results show considerable improvements when finetuning with only 1000 target language examples. With 10K target language examples, it is possible to nearly match the performance of a model trained on the full target language monolingual training set.

Similarly, in the UnREL experiments, our results (Figure 6) show that it’s possible to recover a large part of the fully-supervised monolingual models’ performance. It can be seen, however, that with 10k target language examples, a lower proportion of the performance is recovered when compared to the UnENT setting. This indicates that it is more difficult to transfer the ability to identify relation paraphrases and entity types through global cues which Levy et al. (2017) suggested are important for generalizing to new relations in this framework.

![Figure 5: F1-scores for the cross-lingual transfer experiments in the UnENT setting. The MONOLINGUAL line shows the corresponding monolingual model’s F1-score.](image)

---

5 We therefore continue the rest of our experiments in the paper using the multilingual fastText embeddings.

6 When context phrasing deviates from the question in a way that is common between relations.
5.3 One Model, Multiple Languages

We now examine the possibility of training one multilingual model which is able to perform relation extraction across multiple languages, as shown in Figure 4b. We are interested in the case when an entity may be seen in another language’s training data, as this is a realistic cross-lingual KB completion scenario where different languages’ KBs are better populated for different topics. To control for training set size we include 200k training instances per language, so that the total size of the training set is equal to that of the monolingual baseline. However, an additional benefit of multilingual training is that extra overall training data becomes available. To test the effect of that we also run an experiment where the full training set of each of the languages is employed (adding up to 5 million training examples).

In the UnREL experiments, 5-fold cross-validation is performed. We are once again interested in exploiting the fact that KBs are better populated for different properties across different languages. Our setup is therefore as follows: in each of the 5 folds, a test set relation for a particular language is not seen in that language’s training set, but may be seen in any of the other languages. This amounts to maintaining the original zero-shot setting (where a relation is not seen) monolingually, but providing supervision by allowing the models to peek across languages.

Results In the UnENT setting the multilingual models trained on just 200k instances per language perform slightly below the monolingual baselines. This excludes for French where, surprisingly, the baseline performance is actually exceeded. When the full training sets of all languages are combined, the multilingual model outperforms the monolingual baselines for three (English, Spanish, and French) out of five languages and is slightly worse for two (German and Italian). This demonstrates that not only is it possible to utilize a single model to perform RE in multiple languages, but that the multilingual supervision signal will often lead to improvements in performance. These results are shown in the third and fourth columns of Table 3.

The multilingual UnREL model outperforms its monolingual counterparts by large margins for all languages reaching a near 100% F1-score improvement for most languages. This is largely in line with our premise that the natural topicality of KBs across languages can be exploited to provide cross-lingual supervision for relation extraction models.

5.4 Hyperparameters

In all experiments, models were trained for five epochs with a learning rate of 0.001 using Adam (Kingma and Ba, 2014). For finetuning in the cross-lingual transfer experiments, the learning rate was lowered to 0.001 to prevent forgetting and a maximum of 30 finetuning iterations over the small target language training set were performed with model selection using the target language development set F1-score. All monolingual models’ word embeddings were initialised using fastText embeddings trained on each language’s Wikipedia and common crawl corpora, except for the comparison experiments described in sub-section 5.1 where GloVe (Pennington et al., 2014) was used for comparability with Levy et al. (2017).

6 Related Work

Multilingual NLU Advances in natural language understanding tasks have been as impressive as they have been fast-paced. Until recently, however, the multilingual aspect of such tasks has not received as much attention. This is primarily due to the costs associated with annotating data for multiple languages. Recent work such as Conneau et al. (2018); Agic and Schluter

---

Levy et al. (2017) offer important benchmarks for evaluating cross-lingual transfer of natural language inference models. Similarly, Cer et al. (2017) present the Semantic Textual Similarity dataset for four languages.

Multilingual relation extraction

Previous investigations of multilingual RE have been few and far between. Faruqui and Kumar (2015) employed a pipeline of machine translation systems to translate to English, then Open RE systems to perform RE on the translated text, followed by cross-lingual projection back to source language. Verga et al. (2016) apply the universal schema framework (Riedel et al., 2013) on top of multilingual embeddings to extract relations from Spanish text without using Spanish training data. This approach, however, only enables generalization to unseen entities and does not have the flexibility to predict unseen relations. Furthermore, both of these works faced a fundamental difficulty with evaluation. The former resort to manual annotation of a small number of examples (1000) in each language and the latter use the 2012 TAC Spanish slot-filling evaluation dataset in which “the coverage of facts in the available annotation is very small”. With the introduction of X-WikiRE, this work provides the first large-scale dataset and benchmark for the evaluation of multilingual RE spanning five languages. While this paves the way for a wide range of research on multilingual relation extraction and knowledge base population, we hope to extend this to a larger variety of languages in future work, particularly as we have been able to show that the amount of training data required for cross-lingual model transfer is minimal, meaning that a small dataset (when only that is available) can go a long way.

### 7 Conclusion

We introduced X-WikiRE, a new, large-scale multilingual relation extraction dataset in which relation extraction is framed as a problem of reading comprehension to allow for generalization to unseen relations. Using this, we demonstrated that a) multilingual training can be employed to exploit the fact that KBs are better populated in different areas for different languages, providing a strong cross-lingual supervision signal which leads to considerably better zero-shot relation extraction; b) models can be transferred cross-lingually with a minimal amount of target language data for fine-tuning; c) better modelling of nil-awareness in reading comprehension models leads to improvements on the task. Our work is a step towards making KBs equally well-resourced across languages. To encourage future work in this direction, we release our code and dataset.

<table>
<thead>
<tr>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td>EN*</td>
<td>P</td>
<td>87.66</td>
<td>90.49</td>
<td>n/a</td>
<td>43.61</td>
<td>56.53</td>
</tr>
<tr>
<td></td>
<td>R</td>
<td>91.32</td>
<td>94.87</td>
<td>n/a</td>
<td>36.45</td>
<td>44.74</td>
</tr>
<tr>
<td></td>
<td>F1</td>
<td>89.44</td>
<td>92.63</td>
<td>n/a</td>
<td>39.61</td>
<td>49.85</td>
</tr>
<tr>
<td>EN</td>
<td>P</td>
<td>74.09</td>
<td>77.11</td>
<td>n/a</td>
<td>46.75</td>
<td>63.29</td>
</tr>
<tr>
<td></td>
<td>R</td>
<td>85.35</td>
<td>86.42</td>
<td>n/a</td>
<td>25.32</td>
<td>44.40</td>
</tr>
<tr>
<td></td>
<td>F1</td>
<td>79.32</td>
<td>81.50</td>
<td>n/a</td>
<td>32.78</td>
<td>51.99</td>
</tr>
<tr>
<td>ES</td>
<td>P</td>
<td>81.79</td>
<td>83.68</td>
<td>n/a</td>
<td>49.77</td>
<td>73.43</td>
</tr>
<tr>
<td></td>
<td>R</td>
<td>85.02</td>
<td>83.58</td>
<td>n/a</td>
<td>27.69</td>
<td>62.82</td>
</tr>
<tr>
<td></td>
<td>F1</td>
<td>83.37</td>
<td>83.63</td>
<td>n/a</td>
<td>34.54</td>
<td>67.64</td>
</tr>
<tr>
<td>IT</td>
<td>P</td>
<td>88.69</td>
<td>82.90</td>
<td>n/a</td>
<td>47.09</td>
<td>68.66</td>
</tr>
<tr>
<td></td>
<td>R</td>
<td>88.10</td>
<td>86.91</td>
<td>n/a</td>
<td>29.45</td>
<td>55.24</td>
</tr>
<tr>
<td></td>
<td>F1</td>
<td>88.39</td>
<td>83.63</td>
<td>n/a</td>
<td>35.62</td>
<td>61.13</td>
</tr>
<tr>
<td>FR</td>
<td>P</td>
<td>82.36</td>
<td>82.90</td>
<td>n/a</td>
<td>42.93</td>
<td>60.78</td>
</tr>
<tr>
<td></td>
<td>R</td>
<td>74.16</td>
<td>78.10</td>
<td>n/a</td>
<td>25.73</td>
<td>47.09</td>
</tr>
<tr>
<td></td>
<td>F1</td>
<td>78.05</td>
<td>80.43</td>
<td>n/a</td>
<td>31.78</td>
<td>53.06</td>
</tr>
<tr>
<td>DE</td>
<td>P</td>
<td>75.85</td>
<td>78.53</td>
<td>n/a</td>
<td>41.94</td>
<td>43.36</td>
</tr>
<tr>
<td></td>
<td>R</td>
<td>88.21</td>
<td>81.36</td>
<td>n/a</td>
<td>24.38</td>
<td>25.32</td>
</tr>
<tr>
<td></td>
<td>F1</td>
<td>81.57</td>
<td>75.20</td>
<td>n/a</td>
<td>30.82</td>
<td>31.97</td>
</tr>
</tbody>
</table>

Table 3: Precision, Recall, and F1-score results for all languages' monolingual (Mono.) and multilingual (Multi.) models. (S) indicates the small multilingual model which was trained on 200k examples and (L) indicates the large on trained on 5 million examples. * is used to mark the results on Levy et al. (2017)'s English dataset.
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Abstract
In this paper we address a challenging cross-lingual name retrieval task. Given an English named entity query, we aim to find all name mentions in documents in low-resource languages. We present a novel method which relies on zero annotation or resources from the target language. By leveraging freely available, cross-lingual resources and a small amount of training data from another language, we are able to perform name retrieval on a new language without any additional training data. Our method proceeds in a multi-step process: first, we pre-train a language-independent orthographic encoder using Wikipedia inter-lingual links from dozens of languages. Next, we gather user expectations about important entities in an English comparable document and compare those expected entities with actual spans of the target language text in order to perform name finding. Our method shows 11.6% absolute F-score improvement over state-of-the-art methods.

1 Introduction
Disasters happen all over the world, not just in the places where language experts are readily available. During these disasters, governments and aid organizations must be able to rapidly understand what is being said online and reported in the news. Extracting such information requires tools that can perform basic Natural Language Processing (NLP) tasks on all languages without language-specific annotations.

Finding names in documents is a critical part of extracting structured information from unstructured natural language documents. Therefore, it is an essential component for applications including Information Retrieval, Question Answering and Knowledge Base Population. Typical name finding methods rely on supervised learning and require training data from the target language. This makes name finding on languages that do not have annotated data available a useful and challenging problem.

We propose a novel approach for name finding that requires no training data from the language to be tagged. Our method is based on the observation that the mentions of named entities often “look the same” across languages, even when those languages are not related. This “looks the same” relation is difficult to capture with traditional metrics such as edit distance and soundex. Nevertheless, when combined with user expectations about which entities will likely appear in a particular text, this relation provides enough information to identify named entities across the world’s languages. To illustrate, let’s consider the sentence, “Bill Gates and Paul Allen founded Microsoft in 1975.”, as translated into Hindi and romanized by Google Translate1: “bil gets aur pol elan ne 1975 mein maikrosopht kee sthaapan kee.” Even without any knowledge of Hindi, an English speaker told to identify the entities “Bill Gates”, “Paul Allen”, and “Microsoft” can easily match them to the spans “bil gets”, “pol elan” and “maikrosopht” respectively by relying on this relation. By leveraging pre-training in a cross-lingual setting with freely available data from Wikipedia, we train a Convolutional Neural Network (CNN) model (Krizhevsky et al., 2012) that captures the orthographic similarity of names across languages. This model is trained to encode name mentions into fixed length vectors such that names which refer to the same entities across a large number of languages are close to one another in the encoding space.

1https://translate.google.com/
similarity across all of the world’s languages, not just those in the training set. We encourage the model to learn more general similarity features across languages by using a large number of training samples and languages relative to the size of the model. After learning these general similarity features, the same encoder model can be applied to new languages without any additional training.

After learning a cross-lingual model of name similarity, we ask a user to provide query names in their native language. We can also extract such queries automatically when comparable corpora are available. Using our language-independent encoder model, these query names can then be compared to spans of text in any language. When those spans of text are similar to the queries provided by the user, we tag them as names. We train a Multi-layer Perceptron (MLP) to perform this comparison step using annotations from a language for which we have ground truth name tagging information. Once this comparison model is trained, it can also be applied to find names in new languages without the need for any additional training data.

2 Approach

2.1 Training the Cross-lingual Encoder

The first component of our method is an encoder model that captures name similarity across languages. We first train this model and use it to generate representations of names as fixed length vectors. To train this model, we employ the method proposed by (Blissett and Ji, 2019) which is in turn adapted from (Schroff et al., 2015). In this approach, a neural network is used to encode names into vectors such that names referring to the same entity are close to one another in the vector space. A triplet loss is employed and the negative example in each training instance is sampled dynamically in order to provide consistently challenging and informative samples to the model.

Our encoder module is trained in a cross-linguistic setting using data from Wikipedia inter-lingual links. Wikipedia inter-lingual links are strings of text in various languages which all refer to a single entity’s Wikipedia page. Clusters of these strings of text which refer to the same entity in various languages are easily recoverable using Wikipedia metadata. Our model is then trained to minimize the distance between the representations of names which refer to the same entity.

We make a change from the method employed by (Blissett and Ji, 2019) by using a convolutional neural network (CNN) for our encoder rather than a recurrent model. We use a CNN in this case rather than an RNN because we find that CNNs can be trained faster, require fewer parameters, and provide similar overall performance. We apply our encoder network to character embeddings trained jointly with the rest of the encoder. We then use max pooling to derive a fixed length vector from the encoder filter values.

2.2 Applying the Encoder to Name Finding

After the language independent encoder module is trained, we freeze the model and use it as a feature extractor for encoding strings of text both from a source language and from a target unknown language.

To perform name finding, the user is asked for a set of names (queries) the system will search for in the unknown language text. Because we can use our encoder module to derive representations of these queries that are comparable across languages, we can use these encoded queries in order to find their unknown language representation among the rest of the unknown language text.

Typically Recurrent Neural Networks (RNN) are used to perform name tagging. However, recurrent networks become sensitive to the word order of the language or languages that they are used to train them. This makes an RNN unsuitable for our task since we do not know the word order of our unknown target language. Instead, we enumerate the set $S$ of all spans of tokens of a sentence of length $l$

$$S = \{(i, j) | 0 \leq i < l, i \leq j < l\}$$

These substrings referred to by these spans are then encoded by our cross-lingual encoder and compared to the queries. Their similarities are computed using a simple Multi-layer Perceptron (MLP). We select an MLP since it is well suited to comparing pairs of vectors and requires relatively little training data. This MLP can be trained using labels from a language for which we have ground truth annotations. Since the encoding model providing input vectors to the MLP is language independent, the trained MLP can also be effectively applied to new, previously unseen languages as we show in our results in Table 1.

A problem arises when converting these similarity scores into a sequence of name tags. This
Figure 1: Overview figure for the approach. User provided queries are compared against contexts from the target language. Contexts are broken into individual spans of length 1, 2, etc. for comparison. Both queries and contexts are fed into the pre-trained cross-lingual name encoder and then their similarity is measured using a Multi-layer Perceptron.

<table>
<thead>
<tr>
<th>Train – Test</th>
<th>Precision</th>
<th>Recall</th>
<th>F-Score</th>
</tr>
</thead>
<tbody>
<tr>
<td>Oromo – Oromo</td>
<td>0.280</td>
<td>0.441</td>
<td>0.343</td>
</tr>
<tr>
<td>Oromo – Tigrinya</td>
<td>0.236</td>
<td>0.159</td>
<td>0.190</td>
</tr>
<tr>
<td>Tigrinya – Tigrinya</td>
<td>0.745</td>
<td>0.590</td>
<td>0.658</td>
</tr>
<tr>
<td>Tigrinya – Oromo</td>
<td>0.360</td>
<td>0.211</td>
<td>0.266</td>
</tr>
</tbody>
</table>

Table 1: Performance statistics for our model (top) and baseline approaches (bottom).

<table>
<thead>
<tr>
<th>Tigrinya</th>
<th>Precision</th>
<th>Recall</th>
<th>F-Score</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>0.429</td>
<td>0.002</td>
<td>0.004</td>
</tr>
<tr>
<td>Oromo</td>
<td>0.133</td>
<td>0.008</td>
<td>0.015</td>
</tr>
</tbody>
</table>

(a) string match baseline

<table>
<thead>
<tr>
<th>Tigrinya</th>
<th>Precision</th>
<th>Recall</th>
<th>F-Score</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>0.438</td>
<td>0.040</td>
<td>0.074</td>
</tr>
<tr>
<td>Oromo</td>
<td>0.190</td>
<td>0.232</td>
<td>0.209</td>
</tr>
</tbody>
</table>

(b) soundex-based baseline

The problem is best illustrated with an example. Suppose our query is *nur sultan nzarbayj* and our context sentence is *Kazakhstan’s President Nursultan Nazarbayev has led the country since independence from the Soviet Union in 1991*. Our expectation is that the spans *Nursultan*, *Nazarbayev*, and *Nursultan Nazarbayev* will all have a high similarity to the query, but our model must select which of the spans is the best match with the query since each will lead to a different final sequence of tags (e.g. if we select the first span we will assign [‘B’, ‘O’] to this subsequence of tags while selecting the last will lead to the subsequence [‘B’, ‘I’], where ‘B’ indicates the beginning of a name, ‘I’ indicates inside a name and ‘O’ indicates outside of a name).

When faced with a situation where multiple overlapping spans have a high similarity to the query (as calculated by our MLP) we need a tie-breaker which will tell us which of the spans we ought to ultimately select. We train our model to select the correct span automatically by linking this selection directly to our model’s loss function during training.

For each token $t_n$ in the sentence, we assign a score representing the probability that $t_n$ should be assigned the tag ‘B’ and a score for the probability that the token should be tagged ‘I’. To assign a score for the probability that $t_n$ should be assigned the tag ‘B’, we first collect a subset of spans $B_n$ from the set of all spans $S$ such that the first word in the span is $t_n$. That is,

$$B_n = \{ s_i | s_i \in S \land s_i[0] = n \}$$

The score assigned for the probability that $t_n$ should be tagged ‘B’ is the highest score among all the scores calculated by comparing the spans in $B_n$ with each query in $Q$. That is,

$$BScore_n = \max_{s_i \in B_n, q_i \in Q} f(tokens(s_i), q_i)$$

where $f$ represents our trainable similarity function and $tokens$ retrieves the tokens referred to by the span $s_i$.

Likewise, the score assigned for ‘I’ is the highest score among spans which include this token,
but in which it is not the first token. We turn these scores into probabilities using a sigmoid function and then compute the Binary Cross-Entropy Loss for the ‘B’ tags and the ‘I’ tags separately. For example,

\[ l_B = -w_n(y_n \cdot \log BScore_n + (1 - y_n) \cdot \log (1 - BScore_n)) \]

where \( y_n \) is a label indicating if \( t_n \) should be assigned the tag ‘B’ and \( w_n \) is a weight such that

\[ w_n = \begin{cases} 1 & \text{where } y_n = 0 \\ r \cdot \frac{\# \text{'O' labels}}{\# \text{non-'O' labels}} & \text{where } y_n = 1 \end{cases} \]

where \( r \) is a parameter of the model which can be selected to trade off between precision and recall. The number of non-'O' labels is either the number of ‘B’ or ‘I’ tags depending on which score we are currently computing. Typical values for \( r \) in our models were 0.3 to 0.5. This weighting factor allows us to compensate for the fact that positive labels are rare in the data compared to negative labels.

These two losses are then averaged together to provide our final loss for this sentence.

\[ l = \frac{(l_B + l_I)}{2} \]

3 Experiments

We use for our datasets an Oromo and Tigrinya news corpus from the DARPA LORELEI\(^2\) program. Both are low-resource languages spoken primarily in Africa for which we have human annotated ground truth annotations for evaluation. Although the languages are both members of the Afro-Asiatic language family, they differ significantly in phonology, morphology, and vocabulary and are not mutually intelligible. We will use these languages as examples of unrelated languages in order to show that our model transfers well even without training data in languages closely related to the target language.

Our dataset includes annotations for the following types of entities: person, location, and geopolitical entities. We exclude organizations since the names of organizations are commonly translated based on meaning rather than transliterated. We use the top 30 most common names in the dataset as queries to simulate a user who only knows about the most important entities involved in some event. The model is trained on one language using several hundred sentences from that language with the top 30 entities of that language’s dataset as the queries. Since the CNN calculating cross-lingual encodings is pre-trained separately and frozen, model training at this point consists only of training our MLP to calculate span similarity scores. We then test by running the model using context sentences from a separate language and the top 30 entities from that language’s dataset. For this experiment, the model is scored only on how many of the query entities identified in the context sentences, ignoring other entities. We only assign credit when the tag perfectly matches the correct spans including boundaries. We use simple “BIO” tags in which the first token of a name is tagged ‘B’, other tokens in the name are tagged ‘I’, and all other tokens are tagged ‘O’. Our scores show that the model can transfer across languages.

We also compare our performance to two baselines. The first baseline tags names that are exact string matches with the query entities. The second applies the New York State Identification and Intelligence System (NYSIIS) phonetic code algorithm to both queries and target language text and then tags spans of target language text that match the queries. The NYSIIS approach performs significantly better than exact string matching, but our own method outperforms both. Results are summarized in Table 1.

4 Related Work

The problem of name tagging in low-resource languages has had real attention within the last few years. For example, (Zhang et al., 2016) use a variety of non-traditional linguistic resources in order to train a name tagger for use in low-resource languages. (Pan et al., 2017) and (Tsai et al., 2016) both rely on Wikipedia to provide data for training name tagging models for all Wikipedia languages. Much work has also been pursued for systems that rely on very limited silver-standard training data annotated from the target language by non-speakers (e.g., (Ji et al., 2017)). Our method differs from the above in that we do not require our target language to be present in Wikipedia or any other additional resources.

Cross-linguistic name tagging systems have also been pursued. For example, (Curran and

\(^2\)LDC2017E57 and LDC2017E58 in the LDC Catalog
Clark, 2003) develop a feature-based model using a maximum entropy tagger to achieve good results in English, Dutch and German. Because we do not assume access to capitalization which does not exist in many languages, many of their most valuable features are not suitable for our setting. (Bharadwaj et al., 2016) demonstrates cross-lingual transfer for name tagging using phonologically grounded word representations. In particular, the authors demonstrate 0-shot transfer for their name tagging system between Uzbek and Turkish. While this approach requires monolingual word embeddings in the target language and benefits greatly from capitalization information, our method makes no such assumptions.

(Ji et al., 2008) used a phonetically based method to match English person names in Mandarin audio segments. This method uses an English-to-pinyin transliteration model and then applies fuzzy matching to the transliterated output. This is similar to our work in that it also exploits the phonetics underlying the spelling of names in order to produce matches, but differs in that we use the underlying learned representation directly rather than string matching.

Our approach differs primarily from all those outlined above in that we require no resources or information about the target unknown language. We also require no additional time for training our method in order to tag new languages.

5 Conclusions and Future Work

We propose a method to perform name tagging on an unknown languages using a pre-trained cross-lingual name encoder and user expectations about what names may appear in a given dataset. Our method requires no resources from the new language to be tagged. Future work may include performing graph-based query expansion on the target entities provided by the user. This could provide coverage of additional names not specifically searched for by the user.
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Abstract

We investigate whether off-the-shelf deep bidirectional sentence representations (Devlin et al., 2018) trained on a massively multilingual corpus (multilingual BERT) enable the development of an unsupervised universal dependency parser. This approach only leverages a mix of monolingual corpora in many languages and does not require any translation data making it applicable to low-resource languages. In our experiments we outperform the best CoNLL2018 language-specific systems in all of the shared task’s six truly low-resource languages while using a single system. However, we also find that (i) parsing accuracy still varies dramatically when changing the training languages and (ii) in some target languages zero-shot transfer fails under all tested conditions, raising concerns on the ‘universality’ of the whole approach.

1 Introduction

Pretrained sentence representations (Howard and Ruder, 2018; Radford et al., 2018; Peters et al., 2018; Devlin et al., 2018) have recently set the new state of the art in many language understanding tasks (Wang et al., 2018). An appealing avenue for this line of work is to use a mix of training data in several languages and a shared subword vocabulary leading to general-purpose multilingual representations. In turn, this opens the way to a number of promising cross-lingual transfer techniques that can address the lack of annotated data in the large majority of world languages.

In this paper, we investigate whether deep bidirectional sentence representations (Devlin et al., 2018) trained on a massively multilingual corpus (m-BERT) allow for the development of a universal dependency parser that is able to parse sentences in a diverse range of languages without receiving any supervision in those language. Our parser is fully lexicalized, in contrast to a successful approach based on delexicalized parsers (Zeman and Resnik, 2008; McDonald et al., 2011). Building on the delexicalized approach, previous work employed additional features such as typological properties (Naseem et al., 2012), syntactic embeddings (Duong et al., 2015), and cross-lingual word clusters (Täckström et al., 2012) to boost parsing performance. More recent work by Ammar et al. (2016); Guo et al. (2016) requires translation data for projecting word embeddings into a shared multilingual space.

Among lexicalized systems in CoNLL18, the top system (Che et al., 2018) utilizes contextualized vectors from ELMo. However, they train each ELMo for each language in the shared task. While their approach achieves the best LAS score on average, for low resource languages, the performance of their parser lags behind other systems that do not use pre-trained models (Zeman et al., 2018). By contrast, we build our dependency parser on top of general-purpose context-dependent word representations pretrained on a multilingual corpus. This approach does not require any translation data making it applicable to truly low-resource languages (§3.3). While m-BERT’s training objective is inherently monolingual (predict a word in language ℓ given its sentence context, also in language ℓ), we hypothesize that cross-lingual syntactic transfer occurs via the shared subword vocabulary and hidden layer parameters. Indeed, on the challenging task of universal dependency parsing from raw text, we outperform by a large margin the best CoNLL18 language-specific systems (Zeman et al., 2018) on the shared task’s truly low-resource
languages while using a single system.

The effectiveness of m-BERT for cross-lingual transfer of UD parsers has also been demonstrated in concurrent work by Wu and Dредze (2019) and Kondratyuk (2019). While the former utilizes only English as the training language, the latter trains on a concatenation of all available UD treebanks. We additionally experiment with three different sets of training languages beyond English-only and make interesting observations on the resulting large, and sometimes unexplicable, variation of performance among test languages.

2 Model

We use the representations produced by BERT (Devlin et al., 2018) which is a self-attentive deep bidirectional network (Vaswani et al., 2017) trained with a masked language model objective. Specifically we use BERT’s multilingual cased version \(^1\) which was trained on the 100 languages with the largest available Wikipedias. Exponentially smoothed weighting was applied to prevent high-resource languages from dominating the training data, and a shared vocabulary of 110k shared WordPieces (Wu et al., 2016) was used. For parsing we employ a modification of the graph-based dependency parser of Dozat and Manning (2016). We use deep biaffine attention to score arcs and their label from the head to its dependent. While our label prediction model is similar to that of Dozat and Manning (2016), our arc prediction model is a globally normalized model which computes partition functions of non-projective dependency structures using Kirchhoff’s Matrix-Tree Theorem (Koo et al., 2007).

Let \(x = w_1, w_2, \ldots, w_n\) be an input sentence of \(n\) tokens, which are given by the gold segmentation in training or by an automatic tokenizer in testing (§3.1). To obtain the m-BERT representation of \(x\), we first obtain a sequence \(t = t_1, \ldots, t_m\) of \(m \geq n\) subwords from \(x\) using the WordPiece algorithm. Then we feed \(t\) to m-BERT and extract the representations \(e_1, \ldots, e_m\) from the last layer. If word \(w_i\) is tokenized into \(\{t_j, \ldots, t_k\}\) then the representation \(h_k\) of \(w_i\) is computed as the mean of \((e_j, \ldots, e_k)\).

The arc score is computed similar to Dozat and Manning (2016):

\[
s^{(arc)} = \text{DeepBiaffine}(H^{(arc-head)}, H^{(arc-dep)}) \tag{1}
\]

The log probability of the dependency tree \(y\) of \(x\) is given by

\[
\log p(y | x) = \sum_{(h,c) \in y} s^{(arc)}[h,c] - \log Z(x) \tag{2}
\]

where \(Z(x)\) is the partition function. Our objective function for predicting dependency arcs therefore is globally normalized. We compute \(Z(x)\) via matrix determinant (Koo et al., 2007). In our experiments, we find that training with a global objective is more stable if the score \(s^{(arc)}[h,c]\) is locally normalized\(^2\) such that \(\sum_h \exp(s^{(arc)}[h,c]) = 1\). During training, we update both m-BERT and parsing layer parameters.

3 Experiments

While most previous work on parser transfer, including the closely related (Duong et al., 2015) relies on gold tokenization and POS tags, we adopt the more realistic scenario of parsing from raw text (Zeman et al., 2018) and adopt the automatic sentence segmenter and tokenizer provided as baselines by the shared task organizers.

3.1 Data

We use the UDpipe-tokenized test data\(^3\) (Straka and Straková, 2017) and the CoNLL18 official script for evaluation. Gold tokenization is only used for the training data, while POS information is never used. All of our experiments are carried out on the Universal Dependencies (UD) corpus version 2.2 (Nivre et al., 2018) for a fair comparison with previous work.

While our sentence representations are always initialized from m-BERT, we experiment with four sets of parser training (i.e. fine-tuning) languages, namely: \texttt{expEn} only English (200K words); \texttt{expLatin} a mix of four Latin-script European languages: English, Italian, Norwegian, Czech (50K each, 200K in total); \texttt{expSOV} a mix of two

\(^{1}\)https://github.com/google-research/bert/blob/master/multilingual.md

\(^{2}\)We use \(\log \text{softmax}(s^{(arc)})\) in place of \(s^{(arc)}\) in equation 2.

\(^{3}\)Preprocessed data available at http://hdl.handle.net/11234/1-2899
SOV languages: Hindi and Korean (100K each, 200K in total); expMix a larger mix of eight languages including different language families and scripts: English, Italian, Norwegian, Czech, Russian, Hindi, Korean, Arabic (50K each, 400K in total). For high resource languages that have more than one treebank, we choose the treebank that has the best LAS score in ConLL18 for training and the lowest LAS score for zero-shot evaluation.

3.2 Training details

Similar to Dozat et al. (2017), we use a neural network output size of 400 for arc prediction and 100 for label prediction. We use the Adam optimizer with learning rate $5 \times 10^{-6}$ to update the parameters of our models. The model is evaluated every 500 updates and we stop training if the score LAS does not increase in ten consecutive validations.

3.3 Results

To put our results into perspective, we report the accuracy of the best CoNLL18 system for each language and that of the Stanford system submitted at the same evaluation (Qi et al., 2018). The latter is also based on the deep biaffine parser of Dozat and Manning (2016), it does not use ensembles and was ranked 2nd on official evaluation metric LAS$^4$. Both these parsers receive supervision in most of the languages, therefore comparison to our parser is only fair for the low-resource languages where training data is not available (or negligible, i.e. less than 1K tokens).

Results for a subset of UD languages are presented in Table 1. Beside common European languages, we choose languages with different writing scripts than those presented in the parser training data. We also include SOV (e.g., Korean, Persian) and VSO (e.g., Arabic, Breton) languages. Parser training languages for each experiment are highlighted in grey in Table 1.

In the high resource setting, there is a considerable gap between zero-shot and supervised parsers with Swedish as an exception (slightly better than Stanford’s parser and 2 points below CoNLL18). By contrast, the benefit of multilingual transfer becomes evident in the low resource setting. Here, most CoNLL18 systems including Stanford’s use knowledge of each target language to customize the parser, e.g., to choose the optimal training language(s). Nevertheless, our single parser trained on the largest mix of languages (expMix) beats the best CoNLL18 language-specific systems on all six languages, even though three of these languages are not represented in m-BERT’s training data$^5$. This result highlights the advantage of multilingual pre-trained model in the truly low resource scenario.

We notice the poor performance of our parser on spoken French in comparison to other European languages. While there is sufficient amount of Wikipedia text for French, it seems that zero-shot parsing on a different domain remains a challenge even with a large pre-trained model.

4 Analysis

By varying the set of parser training languages we analyze our results with respect to two factors: parser training language diversity and word order similarity.

4.1 Training language diversity

Increasing language diversity ($expEn \rightarrow expLatin$ and $expLatin \rightarrow expMix$) leads to improvements in most test languages, even when the total amount of training data is fixed ($expEn \rightarrow expLatin$). The only exceptions are the languages for which training data is reduced (English in $expLatin$) or becomes a smaller proportion of the total training data (Czech, Italian, Norwegian in $expMix$), which confirms previous findings (Ammar et al., 2016). Swedish and Upper Sorbian being related to Norwegian and Czech respectively also lose some accuracy in $expMix$. On the other hand, newly included languages (Czech, Italian, Norwegian in $expLatin$ and Arabic, Hindi, Korean, Russian in $expMix$) show the biggest improvements, which was also expected.

More interestingly, some large gains are reported for languages that are unrelated from all training languages of $expLatin$. We hypothesize that such languages (Arabic, Armenian, Hungarian) may benefit from an exposure of the parser to a

---

$^4$Updated results at https://stanfordnlp.github.io/stanfordnlp/performance.html March, 2018

$^5$This is possible because their sub-words are in BERT’s vocabulary due other similar languages in training data.
Table 1: LAS scores of our parser in the raw text setup. Languages not in m-BERT’s training corpus are marked with *. SVO and SOV languages are indicated by purple and green respectively. Stanford and CoNLL18’s best submitted systems are provided as representative state-of-the-art supervised systems. #TrWrds = Total training data made available at CoNLL18. The amount of training used in each experiment is specified in §3.1. Training languages for each experiment are highlighted in grey.

<table>
<thead>
<tr>
<th>target</th>
<th>tbk-code</th>
<th>expEn</th>
<th>expLatin</th>
<th>expSOV</th>
<th>expMix</th>
<th>Stanford</th>
<th>CoNLL18</th>
<th>#TrWrds</th>
</tr>
</thead>
<tbody>
<tr>
<td>Russian</td>
<td>ru_syntagrus</td>
<td>59.53</td>
<td>73.13</td>
<td>34.44</td>
<td>81.91</td>
<td>91.20</td>
<td>92.48</td>
<td>872 K</td>
</tr>
<tr>
<td>Hindi</td>
<td>hi_hdtb</td>
<td>32.94</td>
<td>33.75</td>
<td>88.51</td>
<td>85.66</td>
<td>91.65</td>
<td>92.41</td>
<td>281 K</td>
</tr>
<tr>
<td>Italian</td>
<td>it_isdt</td>
<td>75.45</td>
<td>89.59</td>
<td>25.95</td>
<td>89.44</td>
<td>90.51</td>
<td>92.00</td>
<td>276 K</td>
</tr>
<tr>
<td>Norwegian</td>
<td>no_nynorsk</td>
<td>72.09</td>
<td>86.01</td>
<td>33.93</td>
<td>85.11</td>
<td>89.38</td>
<td>90.99</td>
<td>245 K</td>
</tr>
<tr>
<td>Czech</td>
<td>cs_pdt</td>
<td>59.97</td>
<td>84.91</td>
<td>34.31</td>
<td>84.36</td>
<td>89.63</td>
<td>89.63</td>
<td>1,173 K</td>
</tr>
<tr>
<td>Finnish</td>
<td>fi_tdt</td>
<td>50.65</td>
<td>61.13</td>
<td>40.12</td>
<td>62.29</td>
<td>86.33</td>
<td>88.73</td>
<td>163 K</td>
</tr>
<tr>
<td>Persian</td>
<td>fa_seraji</td>
<td>44.34</td>
<td>56.39</td>
<td>24.77</td>
<td>56.92</td>
<td>86.55</td>
<td>88.11</td>
<td>121 K</td>
</tr>
<tr>
<td>Korean</td>
<td>ko_koaiist</td>
<td>33.67</td>
<td>38.87</td>
<td>84.39</td>
<td>81.73</td>
<td>86.58</td>
<td>86.91</td>
<td>296 K</td>
</tr>
<tr>
<td>English</td>
<td>en_ewt</td>
<td>84.64</td>
<td>82.38</td>
<td>30.03</td>
<td>81.65</td>
<td>83.80</td>
<td>84.57</td>
<td>205 K</td>
</tr>
<tr>
<td>Urdu</td>
<td>ur_udtb</td>
<td>23.46</td>
<td>23.94</td>
<td>65.21</td>
<td>63.06</td>
<td>82.58</td>
<td>83.39</td>
<td>109 K</td>
</tr>
<tr>
<td>Japanese</td>
<td>ja_gsd</td>
<td>12.92</td>
<td>12.65</td>
<td>19.25</td>
<td>24.10</td>
<td>78.48</td>
<td>83.11</td>
<td>162 K</td>
</tr>
<tr>
<td>Hungarian</td>
<td>hu_szeaged</td>
<td>52.72</td>
<td>61.11</td>
<td>39.65</td>
<td>61.11</td>
<td>78.58</td>
<td>82.66</td>
<td>20 K</td>
</tr>
<tr>
<td>German</td>
<td>de_gsd</td>
<td>68.30</td>
<td>70.93</td>
<td>36.30</td>
<td>70.93</td>
<td>79.17</td>
<td>80.36</td>
<td>264 K</td>
</tr>
<tr>
<td>Swedish</td>
<td>sv_pud</td>
<td>76.02</td>
<td>78.71</td>
<td>37.58</td>
<td>78.70</td>
<td>78.39</td>
<td>80.35</td>
<td>– K</td>
</tr>
<tr>
<td>Arabic</td>
<td>ar_padt</td>
<td>34.55</td>
<td>50.20</td>
<td>12.26</td>
<td>68.20</td>
<td>76.99</td>
<td>77.06</td>
<td>224 K</td>
</tr>
<tr>
<td>French</td>
<td>fr_spoken</td>
<td>54.12</td>
<td>59.70</td>
<td>16.06</td>
<td>59.54</td>
<td>69.56</td>
<td>75.78</td>
<td>15 K</td>
</tr>
<tr>
<td>Vietnamese</td>
<td>vi_vtb</td>
<td>29.72</td>
<td>30.09</td>
<td>14.13</td>
<td>29.71</td>
<td>47.56</td>
<td>55.22</td>
<td>20 K</td>
</tr>
<tr>
<td>Tamil</td>
<td>ta_ttb</td>
<td>18.09</td>
<td>25.79</td>
<td>29.64</td>
<td>32.78</td>
<td>–</td>
<td>–</td>
<td>5 K</td>
</tr>
<tr>
<td>Telugu</td>
<td>te_mtg</td>
<td>54.47</td>
<td>63.06</td>
<td>61.68</td>
<td>64.03</td>
<td>–</td>
<td>–</td>
<td>5 K</td>
</tr>
<tr>
<td>Faroese*</td>
<td>fo_ofit</td>
<td>58.28</td>
<td>61.71</td>
<td>36.27</td>
<td>61.98</td>
<td>41.54</td>
<td>49.43</td>
<td>0 K</td>
</tr>
<tr>
<td>Upper Sorbian*</td>
<td>hsb_ufal</td>
<td>36.66</td>
<td><strong>49.90</strong></td>
<td>23.90</td>
<td>49.74</td>
<td>23.61</td>
<td>46.42</td>
<td>0 K</td>
</tr>
<tr>
<td>Breton</td>
<td>br_keb</td>
<td>45.16</td>
<td>51.85</td>
<td>22.49</td>
<td>52.62</td>
<td>11.25</td>
<td>38.64</td>
<td>0 K</td>
</tr>
<tr>
<td>Armenian</td>
<td>hy_armtddp</td>
<td>40.20</td>
<td>55.44</td>
<td>41.91</td>
<td><strong>58.95</strong></td>
<td>31.47</td>
<td>37.01</td>
<td>1 K</td>
</tr>
<tr>
<td>Kazakh</td>
<td>kk_ktb</td>
<td>33.56</td>
<td>40.18</td>
<td>40.18</td>
<td><strong>44.56</strong></td>
<td>26.25</td>
<td>31.93</td>
<td>1 K</td>
</tr>
<tr>
<td>Buryat*</td>
<td>bxx_bdt</td>
<td>19.19</td>
<td>20.90</td>
<td>22.94</td>
<td><strong>23.11</strong></td>
<td>12.47</td>
<td>19.53</td>
<td>0 K</td>
</tr>
<tr>
<td>avg(lowRes)</td>
<td></td>
<td>39.41</td>
<td>47.26</td>
<td>31.28</td>
<td>48.45</td>
<td>24.43</td>
<td>37.16</td>
<td></td>
</tr>
</tbody>
</table>

more diverse set of word orders (§4.2). For instance, Arabic being head initial is closer to Italian than to English in terms of word order.

Actual language relatedness does not always play a clear role: For instance, Upper Sorbian seems to benefit largely from its closeness to Czech in expLatin and expMix, while Faroese (related to Norwegian) does not improve as much.

In summary, language diversity in training is clearly a great asset. However, there is a large variation in gains among test languages, for which language family relatedness can only offer a partial explanation.

4.2 Training language typology

Training on languages with similar typological features has been shown beneficial for parsing target languages in the delexicalized setup. In particular, word order similarities have been proved beneficial to select source languages for parsing model transfer (Naseem et al., 2012; Duong et al., 2015).

Indeed, when Hindi and Korean are presented in expSOV, we report better LAS scores in various SOV languages (Japanese, Tamil, Urdu, Buryat) however some other SOV languages (Persian and Armenian) perform much worse than in expLatin showing that word order is not a reliable criterion for training language selection.

Given these observations, we construct our largest training data (expMix) by merging all the languages of expEn, expLatin, and expSOV and adding two more languages with diverse word order profiles for which large treebanks exist, namely Russian and Arabic.

Concurrently to this work, Lin et al. (2019) have proposed an automatic method to choose the optimal transfer languages in various tasks including parsing, based on a variety of typological but also data-dependent features. We leave adoption of their method to future work.6

6Unfortunately at the time of writing we have not yet managed to use their released implementation.
4.3 Towards explaining transfer performance

Even when keeping the training languages fixed, for instance in *expMix*, we observe a large variation of zero-shot parsing transfer accuracy among test languages which does not often correlate with supervised parsing accuracy. As an attempt to explain this variation we look at the overlap of test vocabulary with (i) parser’s training data vocabulary \( \tau \) and (ii) m-BERT’s training data vocabulary. Because m-BERT uses a subword vocabulary that also includes characters we resort to measuring the unsegmented word score \( \eta \):

\[
\tau = 100 \times \frac{|\text{type}_w(D_{test}) \cap \text{type}_w(D_{train})|}{|\text{type}_w(D_{test})|} \\
\eta = 100 \times \frac{|\text{token}_g(D_{test})|}{|\text{token}_w(D_{test})|}
\]

where \( \text{type}_w(D) \) and \( \text{token}_w(D) \) are sets of WordPieces types and tokens in dataset \( D \) respectively, and \( \text{token}_g(D) \) is the set of gold tokens in \( D \) before applying WordPieces. A higher \( \eta \) indicates a less segmented text.

To account for typological features, we also plot the average syntactic similarity \( \bar{\sigma} \) of each test language to the eight *expSOV* training languages as computed by the URIEL database\(^7\) (Littell et al., 2017).

![Figure 1: Relationship between parsing accuracy (*expMix*), parser training-test vocabulary overlap \( \tau \), m-BERT unsegmented word score \( \eta \), and average typological syntactic similarity \( \bar{\sigma} \). Purple bar indicates there is no language that belongs to the same family presented in training data. Languages in the training set of *expMix* are not shown.](image)

We observe a correlation between LAS, \( \eta \) and \( \tau \) for test languages that have a relative in the training data, like Urdu and Hindi. For test languages that belong to a different family than all training languages, no correlation appears. A similar observation is also reported by Pires et al. (2019): namely, they find that the performance of cross-lingual named entity recognition with m-BERT is largely independent of vocabulary overlap.

Although typological features have been shown to be useful when incorporated into the parser (Naseem et al., 2012; Ammar et al., 2016), we do not find a clear correlation between \( \bar{\sigma} \) and LAS in our setup. Thus none of our investigated factors can explain transfer performance in a systematic way.

4.4 Language outliers

While massively pre-trained language models promise a more inclusive future for NLP, we find it important to note that cross-lingual transfer performs very badly for some languages.

For instance, in our experiments, Japanese and Vietnamese stand out as strikingly negative outliers. Wu and Dredze (2019) also report a very low performance on Japanese in their zero-shot dependency parsing experiments.\(^8\) In (Lin et al., 2019) Japanese is completely excluded from the parsing experiments because of unstable results. Japanese and Vietnamese are language isolates in an NLP sense, meaning that they do not enjoy the presence of a closely related language among the high-resourced training languages.\(^9\) For this class of languages, transfer performance is overall very inconsistent and hard to explain.

<table>
<thead>
<tr>
<th>UDpipe</th>
<th>Gold</th>
</tr>
</thead>
<tbody>
<tr>
<td>ko→ja</td>
<td>14.96 20.04</td>
</tr>
<tr>
<td>ja→ko</td>
<td>37.44 37.45</td>
</tr>
</tbody>
</table>

*Table 2*: LAS scores when transferring between Korean and Japanese in two tokenization conditions.

The case of Japanese is particularly interesting for its relation to Korean. Family relatedness between these two languages is very controversial but their syntactic features are extremely similar. To put our

\(^7\)Specifically, we compute \( 1 - d \) where \( d \) is the pre-computed syntactic distance in *lang2vec*.

\(^8\)They do not report parsing results for Vietnamese.

\(^9\)The original definition of language isolate in linguistics is actually stronger: “a language that has no known relatives, that is, that has no demonstrable phylogenetic relationship with any other language” (Campbell, 2017)
parser in optimal transfer conditions, we perform one last experiment by training only on Korean (all available data) and testing on Japanese, and vice versa. As shown in Table 2, Japanese performance becomes even lower in this setup. We can also see that transferring in the opposite direction leads to a much better result, despite the fact that state-of-the-art supervised systems in these two languages achieve similar results (Japanese: 83.11, Korean: 86.92 by the best CoNLL18 systems). To rule out the impact of unsupervised sentence and token segmentation, which may be performing particularly poorly on some languages, we retrain the parser with gold segmentation and find that it explains only a small part of the gap.

While Pires et al. (2019) hypothesize word order is the main culprit for the poor zero-shot performance for Japanese when transferring a POS-tagger from English, our experiments with Korean and Japanese show a different picture.

5 Conclusions

We have built a Universal Dependency parser on top of deep bidirectional sentence representations pre-trained on a massively multilingual corpus (m-BERT) without any need for parallel data, treebanks or other linguistic resources in the test languages.

Evaluated in the challenging scenario of parsing from raw text, our best parser trained on a mix of languages representing both language family and word order diversity outperforms the best CoNLL18 language-specific systems on the six truly low-resource languages presented at the shared task.

Our experiments show that language diversity in the training treebank is a great asset for transfer to low-resource languages. Moreover, the massively multilingual nature of m-BERT does not neutralize the impact of transfer languages on parsing accuracy, which is only partially explained by language relatedness and word order similarity.

Finally we have raised the issue of language outliers that perform very poorly in all our tested conditions and that, given our analysis, are unlikely to benefit even from automatic methods of transfer language selection (Lin et al., 2019).
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