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Abstract

We present CAMeL Tools, a collection of open-source tools for Arabic natural language processing in Python. CAMeL Tools currently provides utilities for pre-processing, morphological modeling, dialect identification, named entity recognition and sentiment analysis. In this paper, we describe the design of CAMeL Tools and the functionalities it provides.
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1. Introduction

Over the last two decades, there have been many efforts to develop resources to support Arabic natural language processing (NLP). Some of these resources target specific NLP tasks such as tokenization, diacritization or sentiment analysis, while others attempt to target multiple tasks jointly. Most resources focus on a specific variety of Arabic such as Modern Standard Arabic (MSA), or Egyptian Arabic. These resources also vary in terms of the programming languages they use, the types of interfaces they provide, the data representations and standards they utilize, and the degree of public availability (e.g., open-source, commercial, unavailable). These variations make it difficult to write new applications that combine multiple resources.

To address many of these issues, we present CAMeL Tools, an open-source Python toolkit that supports Arabic and Arabic dialect pre-processing, morphological modeling, dialect identification, named entity recognition and sentiment analysis. CAMeL Tools provides command-line interfaces (CLIs) and application programming interfaces (APIs) covering these utilities.

The rest of the paper is organized as follows. We present some background on the difficulty of processing Arabic text (Section 2), and then discuss previous work on a variety of Arabic NLP tasks (Section 3). We describe the design and implementation of CAMeL Tools (Section 4) and provide more details about each of its components (Sections 5 to 9). Finally, we discuss some future additions to CAMeL Tools (Section 10).

2. Arabic Linguistics Background

Aside of obvious issues such as resource poverty, Arabic poses a number of challenges to NLP: orthographic ambiguity, morphological richness, dialectal variations, and orthographic noise (Habash, 2010). While these are not necessarily unique issues to Arabic, their combination makes Arabic processing particularly challenging.

Orthographic Ambiguity Arabic is generally written using the Arabic Abjad script which uses optional diacritical marks for short vowels and consonantal gemination. While the missing diacritics are not a major challenge to literate native adults, their absence is the main source of ambiguity in Arabic NLP.

Morphological Richness Arabic has a rich inflectional morphology system involving gender, number, person, aspect, mood, case, state and voice, in addition to the clitization of a number of pronouns and particles (conjunctions, prepositions, definite article, etc.). This richness leads to MSA verbs with upwards of 5,400 forms.

Dialectal Variation While MSA is the official language of culture and education in the Arab World, it is no one’s native language. A number of different local dialects (such as Egyptian, Levantine, and Gulf) are the de facto daily languages of the Arab World – both off-line and on-line. Arabic dialects differ significantly in terms of their phonology, morphology and lexicon from each other and from MSA to the point that using MSA tools and resources for processing dialects is not sufficient. For example, Khalifa et al. (2016a) report that using a state-of-the-art tool for MSA morphological disambiguation on Gulf Arabic returns POS tag accuracy at about 72%, compared to the performance on MSA, which is 96% (Pasha et al., 2014).

Orthographic Inconsistency MSA and Arabic dialects, as encountered online, show a lot of spelling inconsistency. Zaghouani et al. (2014) report that 32% of words in MSA comments online have spelling errors. Habash et al. (2018) presented 27 encountered ways to write an Egyptian Arabic word meaning ‘he does not say it’: e.g., مَبْيَغَلَاش (≈ 26,000 times), مِبْيَغَلَة (≈ 1,000), and مِبْيَغَلَ (less than 10). Habash et al. (2018) proposed a conventional orthography for dialectal Arabic (CODA), a set of guidelines for consistent spelling of Arabic dialects for NLP. In addition, dialectal Arabic text is also known to appear on social media in a non-standardromanization called Arabizi (Darwish, 2013).

1Arabic transliteration is presented in the Habash-Soudi-Buckwalter scheme (Habash et al., 2007).
The above phenomena lead to highly complex readings that vary across many dimensions. Table 1(d) shows three analyses with different lemma readings and features for the word \textit{frStnA}. Two of the three readings have the same POS (noun) but vary in terms of the English gloss and dialect. The third reading, a verb, has a different meaning, morphological analysis and tokenization.

### 3. Previous Work

Arabic NLP, and NLP in general, involves many tasks, some of which may be related to others. Tasks like morphological modeling, parsing, tokenization, lemmatization, stemming and named entity recognition (NER) tend to serve as building block for higher level applications such as translation, spelling correction, and question-answering systems. Other tasks, such as dialect identification (DID) and sentiment analysis (SA), aim to compute different characteristics of input text either for analytical purposes or as additional input for some of the previously mentioned tasks.

In this section we discuss those tasks currently addressed by CAMeL Tools. We also discuss some of the software suites that have inspired the design of CAMeL Tools.

#### 3.1. NLP Tasks

We briefly survey the different efforts for a variety of Arabic NLP tasks. Specifically, we discuss those tasks that are relevant to CAMeL Tools at the time of publishing. These include morphological modeling, NER, DID and SA.

**Morphological Modeling** Efforts on Arabic morphological modeling have varied over a number of dimensions, ranging from very abstract and linguistically rich representations paired with word-form derivation rules (Beesley et al., 1989; Beesley, 1996; Habash and Rambow, 2006; Smrž, 2007) to pre-compiled representations of the different components needed for morphological analysis (Buckwalter, 2002; Graff et al., 2009; Habash, 2007). Previous efforts also show a wide range for the depth of information that morphological analyzers can produce, with very shallow analyzers on one end (Vanni and Zajac, 1996), to analyzers producing form-based, functional, and lexical features as well as morpheme forms (Buckwalter, 2002; Smrž, 2007; Boudlal et al., 2010; Alkahlan and Habash, 2011; Boudiche et al., 2017).

Systems such as MADA (Habash et al., 2009) and MADAMIRA (Pasha et al., 2014) disambiguate the analyses that are produced by a morphological analyzer. Zalmout and Habash (2017) outline a neural model that follows the same approach. Alternatively, Farasa (Abdelali et al., 2016) relies on probabilistic models to produce high tokenization accuracy, and YAMAMA (Khalifa et al., 2016b) uses the same approach to produce MADAMIRA-like disambiguated analyses. For Arabic dialects, Zalmout et al. (2018) present a neural system that does morphological tagging and disambiguation for Egyptian Arabic.

**Named Entity Recognition** While some Arabic NER systems have used rule-based approaches (Shaalan and Raza, 2009; Zaghrouni, 2012; Abooga and Aziz, 2013), most recent Arabic NER systems integrate machine learning in their architectures (Benajiba and Rosso, 2008; AbdelRahman et al., 2010; Mohammad and Omar, 2012; Oudah and Shaalan, 2012; Darwish, 2013; El Bazi and Laachfoubi, 2019). Benajiba and Rosso (2007) developed ANERsys, one of the earliest NER systems for Arabic. They built their own linguistic resources, which have become standard in Arabic NER literature: ANERCorp (i.e., an annotated corpus for Person, Location and Organization names) and ANERgazet (i.e., Person, Location and Organization gazetteers). In CAMeL Tools, we make use of all publicly available training data and compare our system to the work of Benajiba and Rosso (2008).

**Dialect Identification** Salameh et al. (2018) introduced a fine-grained DID system covering the dialects of 25 cities from several countries across the Arab world. Effardy and Diab (2012) presented a set of guidelines for token-level identification of dialectness. They later proposed a supervised approach for identifying whether a given sentence is prevalently MSA or Egyptian (Effardy and Diab, 2013) using the Arabic Online Commentary Dataset (Zaidan and...
Table 2: Feature comparison of CAMeL Tools, MADAMIRA, Stanford CoreNLP and Farasa.

<table>
<thead>
<tr>
<th>Suite Type</th>
<th>CAMeL Tools</th>
<th>MADAMIRA</th>
<th>Stanford CoreNLP</th>
<th>Farasa</th>
</tr>
</thead>
<tbody>
<tr>
<td>Language</td>
<td>Arabic Specific</td>
<td>Arabic Specific</td>
<td>Multilingual</td>
<td>Arabic Specific</td>
</tr>
<tr>
<td>CLI</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
</tr>
<tr>
<td>API</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
</tr>
<tr>
<td>Exposed Pre-processing</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
</tr>
<tr>
<td>Morphological Modeling</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
</tr>
<tr>
<td>Morphological Disambiguation</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
</tr>
<tr>
<td>POS Tagging</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
</tr>
<tr>
<td>Diacritization</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
</tr>
<tr>
<td>Tokenization/Segmentation/Stemming</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
</tr>
<tr>
<td>Lemmatization</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
</tr>
<tr>
<td>Named Entity Recognition</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
</tr>
<tr>
<td>Sentiment Analysis</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
</tr>
<tr>
<td>Dialect ID</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
</tr>
<tr>
<td>Parsing</td>
<td>Work in progress</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
</tr>
</tbody>
</table>

Callison-Burch, 2011). Their system (Elfardy and Diab, 2012) combines a token-level DID approach with other features to train a Naive-Bayes classifier. Sadat et al. (2014) presented a bi-gram character-level model to identify the dialect of sentences in the social media context among dialects of 18 Arab countries. More recently, discriminating between Arabic dialects has been the goal of a dedicated shared task (Zampieri et al., 2017), encouraging researchers to submit systems to recognize the dialect of speech transcripts along with acoustic features for dialects of four main regions: Egyptian, Gulf, Levantine and North African, in addition to MSA. The dataset used in these tasks is different from the dataset we use in this work in its genre, size and the dialects covered.

Sentiment Analysis Arabic SA is a well studied problem that has many proposed solutions. These solutions span a wide array of methods such as developing lexicon-based conventional machine learning models (Badaro et al., 2014) or deep learning models (Abdul-Mageed and Diab, 2014) or deep learning models (Abu Farha and Magdy, 2019) Badaro et al., 2018; Baly et al., 2017). More recently, fine-tuning large pre-trained language models has achieved state-of-the-art results on various NLP tasks. ElJundi et al. (2019) developed a universal language model for Arabic (hULMonA) which was pre-trained on a large corpus of Wikipedia sentences and compared its performance to multilingual BERT (mBERT) (Devlin et al., 2018) on the task of Arabic SA after fine-tuning. They have shown that although mBERT was only trained on Modern Standard Arabic (MSA), it can still achieve state-of-the-art results on some datasets if it’s fine-tuned on dialectal Arabic data. Furthermore, Antoun et al. (2020) pre-trained an Arabic specific BERT (AraBERT) and were able to achieve state-of-the-art results on several downstream tasks.

3.2. Software Suites

While most efforts focus on individual tasks, there are few that provide multiple capabilities in the form of a unified toolkit. These can be classified as Arabic specific, such as MADAMIRA (Pasha et al., 2014) and Farasa (Abdelali et al., 2016; Darwish and Mubarak, 2016) or multi-lingual, such as Stanford CoreNLP (Manning et al., 2014). Below we discuss the capabilities of the mentioned tools and we provide a rough comparison in Table 2.

MADAMIRA provides a single, yet configurable, mode of operation revolving around its morphological analyzer. When disambiguation is enabled, features such as POS tagging, tokenization, segmentation, lemmatization, NER and base-phrase chunking become available. MADAMIRA was designed specifically for Arabic and supports both MSA and Egyptian and primarily provides a CLI, a server mode, and a Java API.

Farasa is a collection of Java libraries and CLIs for MSA. These include separate tools for diacritization, segmentation, POS tagging, parsing, and NER. This allows for a more flexible usage of components compared to MADAMIRA.

Stanford CoreNLP is a multilingual Java library, CLI and server providing multiple NLP components with varying support for different languages. Arabic support is provided for parsing, tokenization, POS tagging, sentence splitting and NER (a rule-based system using regular expressions). An official Python library is also available (Qi et al., 2018) which provides official bindings to CoreNLP as well as providing neural implementations for some of their components. It is worth noting that the commonly used Natural Language Toolkit (NLTK) (Loper and Bird, 2002) provides Arabic support through unofficial bindings to Stanford CoreNLP.

4. Design and Implementation

CAMeL Tools is an open-source package consisting of a set of Python APIs with accompanying command-line tools that are thin wrap these APIs. In this section we discuss the design decisions behind CAMeL Tools and how it was implemented.

4.1. Motivation

There are two main issues with currently available tools that prompted us to develop CAMeL Tools and influenced its design:

- [http://qatsdemo.cloudapp.net/farasa/](http://qatsdemo.cloudapp.net/farasa/)
Fragmented Packages and Standards  Tools tend to focus on one task with no easy way to glue together different packages. Some tools do provide APIs, making this easier, but others only provide command-line tools. This leads to overhead writing glue code including interfaces to different packages and parsers for different output formats.

Lack of Flexibility  Most tools don’t expose intermediate functionality. This makes it difficult to reuse intermediate output to reduce redundant computation. Additionally, functions for pre-processing input don’t tend to be exposed to users which makes it difficult to replicate any pre-processing performed internally.

4.2. Design Philosophy

Here we identify the driving principles behind the design of CAMeL Tools. These have been largely inspired by the designs of MADAMIRA, Farasa, CoreNLP and NLTK, and include our own personal requirements.

Arabic Specific  We want a toolkit that focuses solely on Arabic NLP. Language agnostic tools don’t tend to model the complexities of Arabic text very well, or indeed, other morphologically complex languages. Doing so would increase software complexity and development time.

Flexibility  Provide flexible components to allow mixing and matching rather than providing large monolithic applications. We want CAMeL Tools to be usable by both application developers requiring only high-level access to components, and researchers, who might want to experiment with new implementations of components or their sub-components.

Modularity  Different implementations of the same component type should be slot-in replacements for one another. This would allow for easier experimentation as well as allowing users to provide custom implementations as a replacement for built-in components.

Performance  Components should provide close to state-of-the-art results but within reasonable run-time performance and memory usage. However, we don’t want this to come at the cost of code readability and maintainability and we are willing to sacrifice some performance benefits to this end.

Ease of Use  Using individual components shouldn’t take more than a few lines of code to get started with. We aim to provide meaningful default configurations that are generally applicable in most situations.

4.3. Implementation

CAMeL Tools is implemented in Python 3 and can be installed through pip. We chose Python due to its ease of use and its pervasiveness in NLP and Machine Learning along with libraries such as tensorflow, pytorch, and scikit-learn. We aim to be compatible with Python version 3.5 and later running on Linux, MacOS, and Windows. CAMeL Tools is in continuous development with new features being added and older ones being improved. As such, it is difficult to accurately report on the performance of each component.

5. Pre-processing Utilities

CAMeL Tools provides a set of pre-processing utilities that are common in Arabic NLP but get re-implemented frequently. Different tools and packages tend to do slightly different pre-processing steps that are often not well documented or exposed for use on their own. By providing these utilities as part of the package, we hope to reduce the overhead of writing Arabic NLP applications and assure that pre-processing is consistent from one project to the other. In this section, we discuss the different pre-processing utilities that come with CAMeL Tools.

Transliteration  When working with Arabic text, it is sometimes convenient or even necessary to use alternate transliteration schemes. Buckwalter transliteration (Buckwalter, 2002) and its variants, Safe Buckwalter and XML Buckwalter, for example, map the Arabic character set into ASCII representations using a one-to-one map. These transliterations are used as input or output formats in Arabic NLP tools such as MADAMIRA (Pasha et al., 2014), and as the chosen encoding of various resources such as the SAMA database (Graff et al., 2009). Habash-Soudi-Buckwalter (HSB) (Habash et al., 2007) is another variant on the Buckwalter transliteration scheme that includes some non-ASCII characters whose pronunciation is easier to remember for non-Arabic speakers. We provide transliteration functions to and from the following schemes: Arabic script, Buckwalter, Safe Buckwalter, XML Buckwalter, and Habash-Soudi-Buckwalter. Additionally, we provide utilities for users to define their own transliteration schemes.

Orthographic Normalization  Due to Arabic’s complex morphology, it is necessary to normalize text in various ways in order to reduce noise and sparsity (Habash, 2010). The most common of these normalizations are:

- Unicode normalization which includes breaking up combined sequences (e.g. ﻲ to ﺝ and ﻯ), converting character variant forms to a single canonical form (e.g. ﺑ to ﺑ), and converting extensions to the Arabic character set used for Persian and Urdu to the closest Arabic character (e.g. ﺟ to ﺟ).
- Dediacritization which removes Arabic diacritics which occur infrequently in Arabic text and tend to be considered noise. These include short vowels, shadda (gemination marker), and the dagger alif (e.g. مُدَرَّسة مدرسة mudar~isalu to مدرسة mdrsh).
• Removal of unnecessary characters including those with no phonetic value, such as the tatweel (kashida) character.

• Letter variant normalization for letters that are so often misspelled. This includes normalizing all the forms of Hamzated Alif (٠أ, ٠أ, ٠أ) to bare Alif (ا أ), the Alif-Maqsura (غ ل) to Ya (غ ل), the Ta-Marbuta (ح ن) to Ha (ح ن), and the non-Alif forms of Hamza (غ, ٌو, ٌر) to the Hamza letter (غ).

Table 1(c), illustrates how these pre-processing utilities can be applied to an Arabic sentence. Specifically, we apply Arabic to Buckwalter transliteration, letter variant normalization, and tatweel removal.

6. Morphological Modeling

Morphology is one of the most studied aspects of the Arabic language. The richness of Arabic makes the modeling of morphology a complex task, justifying the focus put on morphological analysis functionalities.

6.1. Analysis, Generation, and Reinflection

As part of CAMeL Tools, we currently provide implementations of the CALIMAStar analyzer, generator, and reinflector described by [Faji et al. (2018)]. These components operate on databases that are in the same format as the ALMORGEANA database [Habash, 2007], which extends the BAMA databases [Buckwalter, 2002] comprising three lexicon tables for prefixes, suffixes, and stems, and three compatibility tables for prefix-suffix, prefix-stem, and stem-suffix. CAMeL Tools include databases for MSA as well as the Egyptian and Gulf dialects.

Analysis For our tool’s purposes, we define analysis as the identification of all the different readings (analyses) of a word out of context. Each of these readings is defined by a lexical features such as lemma, gloss, and stem, and morphological features such POS tags, gender, number, case, and mood. The analyzer expects a word for input, and tries to match a prefix, stem, and suffix from the database lexicon table to the surface form of the word, while maintaining the constraints imposed by the compatibility tables. This follows the algorithm described by [Buckwalter (2002)] with some enhancements. These enhancements, along with the switch of encoding to Arabic script, allows our analyzer to better detect and handle foreign words, punctuation, and digits.

Generation Generation is the task of inflecting a lemma for a set of morphological features. The algorithm we use for generation follow the description of the generation component in ALMORGEANA [Habash, 2007]. The generator expects minimally a lemma, and a POS tag, and produces a list of inflected words with their full analysis. If inflectional features, such as person, gender, and case, are specified in the input, we limit the generated output to those values. We generate all possible values for the inflectional features that are not specified. Clitics, being optional features, are only generated when they are specified.

Reinflection Reinflection differs from generation in that the input to the reinflector is a fully inflected word, with a list of morphological feature. The reinflector is not limited to a specific lemma or POS tag, but rather uses the analyzer component to generate all possible analyses that the input word has, including the possible lemmas and POS tags. Next, the reinflector uses the list of features it had for input, along with the features from the analyzer, to create a new list of features that can be input to the generator to produce a reinflection for every possible analysis of the input word.

In table 1(d), we present an example of the morphological analysis which CAMeL Tools can provide. The analysis includes but not limited to diacritization, the CAMEL Arabic Phonetic Inventory (CA PHI), English gloss, tokenization, lemmatization, and POS tagging.

6.2. Disambiguation and Annotation

Morphological disambiguation is the task of choosing an analysis of a word in context. Tasks such as diacritization, POS tagging, tokenization and lemmatization can be considered forms of disambiguation. When dealing with Arabic however, each of these tasks on their own, don’t fully disambiguate a word. In order to avoid confusion, we refer to the individual tasks on their own as annotation tasks. Traditionally, annotation tasks would be implemented independently of each other. However, we chose to use the one-fell-swoop approach of [Habash and Rambow (2005)]. This approach entails predicting a set of features of a given word, ranking its out-of-context analyses based on the predicted features, and finally choosing the top ranked analysis. Annotation can then be achieved by retrieving the relevant feature from the ranked analysis.

We provide two built-in disambigulators: a simple low-cost disambiguator based on a maximum likelihood estimation (MLE) model and a neural network disambiguator that provides improved disambiguation accuracy using multitask learning. Table 1(e) shows how these morphological disambiguators can disambiguate a word.

MLE Disambiguator We built a simple disambiguation model based on YAMAMA [Khalifa et al., 2016b], where the main component is a lookup model of a word and its most probable full morphological analysis. For a word that does appear in the lookup model, we use the morphological analyzer from Section 6.1) to generate all possible analyses for the word and chose the top ranked analysis based on the pre-computed probabilistic score for the joint lemma and POS frequency. Both the lookup model and the pre-computed scores are based on the same training dataset for the given dialect.

Multitask Learning Disambiguator We provide a simplified implementation of the neural multitask learning approach to disambiguation by [Zalmout and Habash (2019)]. Instead of the LSTM-based (long short-term memory) language models used in the original system, we use unigram language models without sacrificing much accuracy. This is done to increase run-time performance and decrease memory usage.

We evaluated the CAMeL Tools disambiguators against
The implementation we report on is an older version that uses TensorFlow 1.8. We are currently working on a new implementation using TensorFlow 2.1.

We provide an implementation of the Dialect Identification (DID) system described by Salameh et al. (2018). This system is able to distinguish between 25 Arabic city dialects and MSA. Table 1(h), shows an example of the our system’s output.

## 7. Dialect Identification

We train a Multinomial Naive Bayes (MNB) classifier that outputs 26 probability scores referring to the 25 cities and MSA. The model is fed with a suite of features covering word unigrams and character unigrams, bigrams and trigrams weighted by their Term Frequency-Inverse Document Frequency (TF-IDF) scores, combined with word-level and character-level language model scores for each dialect. We also train a secondary MNB model using this same setup trained that outputs six probability scores referring to five city dialects and MSA for which the MADAR corpus provides additional training data. The output of the secondary model is used as additional features to the primary model.

### Datasets

We train our system using the MADAR corpus (Bouamor et al., 2018), a large-scale collection of parallel sentences built to cover the dialects of 25 cities from the Arab World, in addition to MSA. It is composed of two sub-corpora; the first consisting of 1,600 training sentences and covering all 25 city dialects and MSA, and the other consisting of 9,000 training sentences and covering five city dialects and MSA. The first sub-corpus is used to train our primary model while the latter is used to train our secondary model. We use the full corpus to train our language models.

### Experiments and Results

We evaluate our system using the test split of the MADAR corpus. Our system is able to distinguish between the 25 Arabic city dialects and MSA with an accuracy of 67.9% for sentences with an average length of 7 words with an accuracy of 90% for sentences consisting of 16 words. Our DID system is used in the back-end component of ADIDA (Obeid et al., 2019) to compute the dialect probabilities of a given input and display them as point-map or a heat-map on top of a geographical map of the Arab world.

## 8. Named Entity Recognition

We use a large pre-trained language model to build an Arabic named entity recognition system targeting four classes: Location (LOC), Miscellaneous (MISC), Organization (ORG), and Person (PERS). Table 1(a) shows an example of the output of CAMeL Tools NER on an input Arabic sentence.

### Approach

We used HuggingFace’s Transformers (Wolf et al., 2019) to fine-tune AraBERT (Antoun et al., 2020) for labeling named entities in the commonly used IOB (inside, outside, beginning) NER tagging format. The fine-tuning was done by adding a fully connected linear layer with a softmax activation function to the last hidden state. We use the representation of the first sub-token as an input to the linear layer. We report results on the fine-tuned model.

### Datasets

We train on the publicly available Arabic NER dataset ANERcorp (~150K words) (Benajiba et al., 2007). Since the exact ANERcorp splits of training and test are not

![Table 3: Comparison of the performance of the CAMeL Tools Multitask learning and MLE systems on MSA to MADAMIRA. The systems are evaluated on their accuracy to correctly predict diacritics (DIAC), lemmas (LEX), part-of-speech (POS), the full set of predicted features (FULL), and the ATB tokenization.](image)

<table>
<thead>
<tr>
<th>Language</th>
<th>CAMeL Tools Multitask</th>
<th>MLE</th>
</tr>
</thead>
<tbody>
<tr>
<td>MSA</td>
<td>87.7%</td>
<td>88.4%</td>
</tr>
<tr>
<td>MADAMIRA</td>
<td>90.9%</td>
<td>78.1%</td>
</tr>
</tbody>
</table>

![Table 4: Comparison of the performance of the CAMeL Tools MLE systems on Egyptian to MADAMIRA. The systems are evaluated on their accuracy to correctly predict diacritics (DIAC), lemmas (LEX), part-of-speech (POS), the full set of predicted features (FULL), and the ATB tokenization.](image)

<table>
<thead>
<tr>
<th>Language</th>
<th>CAMeL Tools MLE</th>
</tr>
</thead>
<tbody>
<tr>
<td>EGY</td>
<td>82.8%</td>
</tr>
<tr>
<td>MADAMIRA</td>
<td>78.9%</td>
</tr>
</tbody>
</table>

3MADAMIRA: Released on April 03, 2017, version 2.1

6The implementation we report on is an older version that uses TensorFlow 1.8. We are currently working on a new implementation using TensorFlow 2.1.
Table 5: The results of the proposed system when trained and tested on ANERcorp dataset vs. CRF-based system (Benajiba and Rosso, 2008).

<table>
<thead>
<tr>
<th></th>
<th>CAMeL Tools</th>
<th>Benajiba&amp;Rosso’08</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Prec</td>
<td>Rec</td>
</tr>
<tr>
<td>LOC</td>
<td>88%</td>
<td>92%</td>
</tr>
<tr>
<td>MISC</td>
<td>68%</td>
<td>58%</td>
</tr>
<tr>
<td>ORG</td>
<td>77%</td>
<td>70%</td>
</tr>
<tr>
<td>PERS</td>
<td>89%</td>
<td>85%</td>
</tr>
<tr>
<td>Overall</td>
<td>84%</td>
<td>81%</td>
</tr>
</tbody>
</table>

Table 6: CAMeL Tools sentiment analyzer performance using AraBERT and mBERT compared to Mazajak over three benchmark datasets. The results are reported in terms of macro F1 score over the positive and negative classes.

<table>
<thead>
<tr>
<th>Dataset</th>
<th>CAMeL Tools</th>
<th>mBERT</th>
<th>Mazajak</th>
</tr>
</thead>
<tbody>
<tr>
<td>ArSAS</td>
<td>92%</td>
<td>89%</td>
<td>90%</td>
</tr>
<tr>
<td>ASTD</td>
<td>73%</td>
<td>66%</td>
<td>72%</td>
</tr>
<tr>
<td>SemEval</td>
<td>69%</td>
<td>60%</td>
<td>63%</td>
</tr>
</tbody>
</table>

Experiments and Results

AraBERT was fine-tuned on a single GPU for three epochs with a learning rate of 5e-05, batch size of 32, and a maximum sequence length of 256. We report our results in Table 5 in terms of entity-based precision, recall and F1 score, using the CoNLL script for NER evaluation. We compare to Benajiba and Rosso (2008)’s CRF-based system. Overall, our system improves over their results in terms of recall and F1 score.

Data split details are linked from https://camel-lab.github.io/camel_tools_updates/

9. Sentiment Analysis

We leverage large pre-trained language models to build an Arabic sentiment analyzer as part of CAMeL Tools. Our analyzer classifies an Arabic sentence into being positive, negative, or neutral. Table 5, shows an example of how CAMeL Tools sentiment analyzer takes an Arabic sentence as an input and outputs its sentiment.

Approach

We used HuggingFace’s Transformers [Wolf et al., 2019] to fine-tune multilingual BERT (mBERT) [Devlin et al., 2018] and AraBERT [Antoun et al., 2020] on the task of Arabic SA. The fine-tuning was done by adding a fully connected linear layer with a softmax activation function to the last hidden state. We report results on both fine-tuned models and we provide the best of the two as part of CAMeL Tools.

Datasets

To ensure that mBERT and AraBERT can be generalized to classify the sentiment of dialectal tweets, we used various datasets for fine-tuning and evaluation. The first dialectal dataset is the Arabic Speech-Act and Sentiment Corpus of Tweets (ArSAS) [Elmadany et al., 2018] where each tweet is annotated for positive, negative, neutral, and mixed sentiment. The second dataset is the Arabic Sentiment Tweets Dataset (ASTD) [Nabil et al., 2015] that is in both Egyptian Arabic and MSA. Each tweet has a sentiment label of either positive, negative, neutral, or objective. The third dataset is SemEval-2017 task 4-A benchmark dataset [Rosenthal et al., 2017] which is in MSA and each tweet was annotated with a sentiment label of positive, negative, or neutral. Lastly, we used the Multi-Topic Corpus for Target-based Sentiment Analysis in Arabic Levantine Tweets (ArSenTD-Lev) [Baly et al., 2019] where tweet was labeled as being positive, very positive, neutral, negative, or very negative. All the tweets in the datasets were pre-processed using the utilities provided by CAMeL Tools to remove diacritics, URLs, and usernames.

Experiments and Results

We compare our results to Mazajak (Abu Farha and Magdy, 2019) and we tried to follow their approach in terms of evaluation and experimental setup. We discarded the objective tweets from the ASTD dataset and applied 80/20 random sampling to split the dataset into train/test respectively. We also discarded the mixed class from the ArSAS dataset and kept the tweets with an annotation confidence of over 50% and applied 80/20 random sampling to split the dataset into train/test respectively. Additionally, we reduced the number of labels in the ArSenTD-Lev dataset to positive, negative, and neutral by turning the very positive labels to positive and the very negative labels to negative. We will make our exact splits available for the wider community.

Both mBERT and AraBERT were fine-tuned on ArSenTD-Lev and the train splits from SemEval, ASTD, and ArSAS (24,827 tweets) on a single GPU for 3 epochs with a learning rate of 3e-5, batch size of 32, and a maximum sequence length of 128. For evaluation, we use the $F_{PN}^1$ score which was defined by SemEval-2017 and used by Majazak; $F_{PN}^1$ is the macro F1 score over the positive and negative classes only while neglecting the neutral class. Table 6 shows our results compared to Mazajak.

10. Conclusion and Future Work

We presented CAMeL Tools, an open source set of tools for Arabic NLP providing utilities for pre-processing, morphological modeling, dialect identification, named entity recognition and sentiment analysis.

CAMeL Tools is in a state of active development. We will continue to add new API components and command-line tools while also improving existing functionality. Additionally, we will be adding more datasets and models to support more dialects. Some features we are currently working on adding to CAMeL Tools include:

- A transliterator to and from Arabic script and Arabizi inspired by Al-Badrashiny et al. (2014).
- A spelling correction component supporting MSA and DA text inspired by the work of Watson et al. (2018) and Eryani et al. (2020).
- Additional morphological disambiguators for Arabic dialects, building on work by Khalifa et al. (2020).
• A dependency parser based on the CAMeL Parser by Shahrou et al. (2016).
• More Dialect ID options including more cities and a new model for country/region based identification.
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