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Preface by the Program Committee Co-Chairs

Welcome to the very first volume of *Findings of ACL*, a new publication designed to operate as a “companion” to conferences in the ACL stable. This first volume, *Findings of ACL: EMNLP 2020* comprises papers selected from those submitted to EMNLP 2020 which were not selected to appear at the main conference. Despite this, the Programme Committee recognised the value of these submissions, and deemed them to be strong work, worthy of publication.

Papers published in *Findings* count as full publications, however they are not assigned a presentation slot in the conference, but rather are published purely online in a separate volume in the ACL Anthology. There are a number of motivations for this new publication, from allowing timely work to be published quickly, to being more accepting of solid work, and helping to manage the increasing reviewing burden on the community.

This new publication option allowed us to accept many more worthy papers that would have otherwise been rejected from EMNLP. From the 3,359 submissions reviewed for EMNLP, a total of 752 were accepted to the main conference, and a further 520 papers were accepted to *Findings*. The papers accepted to *Findings* equates to 15.5% of the reviewed papers, giving an aggregate acceptance rate for EMNLP and *Findings* of 37.9%. We requested that authors withdraw their *Findings* papers if they preferred to resubmit their work to subsequent conferences. After withdrawals, 447 papers remained, of which 332 were long papers, and 115 short.

Papers were accepted to *Findings* based on their reviews and AC assessments, particularly whether reviewers found merit in the ideas and approaches, and found no fundamental issues in terms of the work’s motivation, theory, experimentation, analysis and ethical considerations. Where there was broad agreement of the robustness of the work, but the papers would otherwise have been rejected from EMNLP, instead these papers were accepted into *Findings*. Judgements as to the suitability of a paper to *Findings* was decided by the Senior Areas Chairs (SACs) and Programme Chairs (PCs), initially through SACs proposing a large suite of borderline papers and a cutoff for acceptance to the main conference. Final decisions were made for the main conference before considering papers for *Findings*. We are confident that this procedure did not disadvantage particular papers, or classes of papers. Instead it gave authors a publication option for papers that would otherwise have been rejected, and based on the fact that 86% of papers accepted to *Findings* were not withdrawn, there is clear community support for the endeavour.

We appreciate that *Findings* may have an effect on the EMNLP workshops through removing from circulation some papers that would have been submitted to these venues. For this reason we have provided a mechanism for authors of *Findings* papers to present their work at a workshop as a non-archival presentation. This was done as a match-making service between authors of *Findings* papers and workshops, resulting in 139 *Findings* papers being assigned workshop presentations.

The reviewing process for *Findings* is largely the same as for the main conference, and accordingly we wish to thank all involved in EMNLP 2020 for their efforts, as detailed in the *Preface to the Proceedings of EMNLP 2020*. We would like to specifically thank:

- Tim Baldwin, the architect of *Findings*, and all the members of the ACL Reviewing Committee who helped to refine the proposal;
- SACs for making paper recommendation decisions for *Findings*;
- Jing Li and Lemao Liu, the Publication Chairs responsible for *Findings* papers;
- The workshop chairs, Jackie Cheung and Lonneke van der Plas, and the coordinators of the many workshops, who helped in providing a venue for *Findings* authors to present their work;
• The many participants in the ACL 2020 Reviewing meeting, and others who provided their constructive feedback on this publication.

We hope that *Findings* will continue to serve as a companion to future conferences, and become an important venue for excellent, widely-read, and highly cited work in NLP.

EMNLP 2020 Program Co-Chairs

*Trevor Cohn*, University of Melbourne, Australia
*Yulan He*, University of Warwick, UK
*Yang Liu*, Amazon – Alexa AI, USA
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