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Introduction

When we sent out our call for papers this year, we never imagined that the Workshop on Innovative Use of NLP for Building Educational Applications would be held virtually. While the circumstances are far from ideal, this will be an interesting experiment. We are pleased to host a set of innovative papers – even if virtually! Our papers this year include topics related to automated writing and speech and content evaluation, writing analytics, text revision analysis, building dialog resources, tracking writing proficient, neural models for writing evaluation tasks, and educational applications for languages other than English.

This year we received a total of 49 submissions and accepted 8 papers as oral presentations and 13 as poster presentations, for an overall acceptance rate of 43 percent. Each paper was reviewed by three members of the Program Committee who were believed to be most appropriate for each paper. We continue to have a strong policy to deal with conflicts of interest. First, we continue to make a concerted effort to resolve conflicts of interest - specifically, we do not assign papers to a reviewer if the paper has an author from their institution. Second, organizing committee members recuse themselves from discussions about papers if there is a conflict of interest.

Papers are accepted on the basis of several factors, including the relevance to a core educational problem space, the novelty of the approach or domain, and the strength of the research. The accepted papers were highly diverse – an indicator of the growing variety of foci in this field. We continue to believe that the workshop framework designed to introduce work in progress and new ideas is important and we hope that the breadth and variety of research accepted for this workshop is represented.

The BEA15 workshop has presentations on automated writing evaluation, readability, dialog, speech and grammatical error correction, annotation and resources, and educational research that serves languages other than English.

Automated Writing Evaluation
González-López et al’s Assisting Undergraduate Students in Writing Spanish Methodology Sections discusses a method that provides feedback to students with regard to how they have improved the methodology section of a paper; Ghosh et al’s An Exploratory Study of Argumentative Writing by Young Students: A Transformer-based Approach uses a transformer-based architecture (e.g., BERT) fine-tuned on a large corpus of critique essays from the college task to conduct a computational exploration of argument critique writing by young students; Afrin et al’s Annotation and Classification of Evidence and Reasoning Revisions in Argumentative Writing introduces an annotation scheme to capture the nature of sentence-level revisions of evidence use and reasoning and apply it to 5th- and 6th-grade students’ argumentative essays. They show that reliable manual annotation can be achieved and that revision annotations correlate with a holistic assessment of essay improvement in line with the feedback provided. They explore the feasibility of automatically classifying revisions according to their scheme; Wang et al’s Automated Scoring of Clinical Expressive Language Evaluation Tasks present a dataset consisting of non-clinically elicited responses for three related sentence formulation tasks, and propose an approach for automatically evaluating their appropriateness. They use neural machine translation to generate correct-incorrect sentence pairs in order to create synthetic data to increase the amount and diversity of training data for their scoring model and show how transfer learning improves scoring accuracy,

Automated Content Evaluation & Vocabulary Analysis
Riordan et al’s An Empirical Investigation of Neural Methods for Content Scoring of Science Explanations presents an empirical investigation of feature-based models, recurrent neural network models, and pre-trained transformer models on scoring content in real-world formative assessment data. They demonstrate that recent neural methods can rival or exceed the performance of feature-based methods and provide evidence that different classes of neural models take advantage of different
learning cues, and that pre-trained transformer models may be more robust to spurious, dataset-specific
learning cues, better reflecting scoring rubrics.; Cahill et al’s Context-based Automated Scoring of
Complex Mathematical Responses proposes a method for automatically scoring responses that contain
both text and algebraic expressions. Their method not only achieves high agreement with human raters,
but also links explicitly to the scoring rubric; Ehara’s Interpreting Neural CWI Classifiers’ Weights as
Vocabulary Size studies Complex Word Identification (CWI) – a task for the identification of words that
are challenging for second-language learners to read. The paper analyzes neural CWI classifiers and
shows that some of their parameters can be interpreted as vocabulary size.

Writing Analytics and Feedback
Davidson et al’s Tracking the Evolution of Written Language Competence in L2 Spanish Learners
presents an NLP-based approach for tracking the evolution of written language competence in L2
Spanish learners using a wide range of linguistic features automatically extracted from students’
written productions. The authors explore the connection between the most predictive features and the
Teaching curriculum, finding that their set of linguistic features often reflect the explicit instructions that
students receive during each course; Hellman et al’s Multiple Instance Learning for Content Feedback
Localization without Annotation considers automated essay scoring as a Multiple Instance Learning
(MIL) task. The authors show that such models can both predict content scores and localize content
by leveraging their sentence-level score predictions; Kerz et al’s Becoming Linguistically Mature:
Modeling English and German Children’s Writing Development Across School Grades employs a novel
approach to advancing our understanding of the development of writing in English and German children
across school grades using classification tasks. Their experiments show that RNN classifiers trained on
complexity contours achieve higher classification accuracy than one trained on text-average complexity
scores; Mayfield and Black’s Should You Fine-Tune BERT for Automated Essay Scoring? investigates
whether, in automated essay scoring research, transformer-based models are an appropriate technological
choice. The authors conclude with a review of promising areas for research on student essays where
the unique characteristics of transformers may provide benefits over classical methods to justify the
costs; Mathias and Bhattacharyya’s Can Neural Networks Automatically Score Essay Traits? shows how
a deep-learning based system can outperform both feature-based machine learning systems and string
kernel-based systems when scoring essay traits.

Readability & Item Difficulty/Selection
Deutsch et al’s Linguistic Features for Readability Assessment combines linguistically-motivated
machine learning and deep learning methods to improve overall readability model performance; Xue et
al’s Predicting the Difficulty and Response Time of Multiple Choice Questions Using Transfer Learning
investigates whether transfer learning can improve the prediction of the difficulty and response time
parameters for 18,000 multiple-choice questions from a high-stakes medical exam. The results indicate
that, for their sample, transfer learning can improve the prediction of item difficulty; Gao et al’s
Distractor Analysis and Selection for Multiple-Choice Cloze Questions for Second-Language Learners
considers the problem of automatically suggesting distractors for multiple-choice cloze questions
designed for second-language learners. Based on their analyses, they train models to automatically
select distractors, and measure the importance of model components quantitatively.

Evaluation, Resources, Speech & Dialog
Loukina et al’s Using PRMSE to Evaluate Automated Scoring Systems in the Presence of Label Noise
discusses the effect that noisy labels have on system evaluation and propose the use of a new educational
measurement metric (PRMSE) to help address this issue; Raina et al’s Complementary Systems for
Off-topic Spoken Response Detection examines one form of spoken language assessment; whether the
response from the candidate is relevant to the prompt provided. The work focuses on the scenario when
the prompt, and associated responses have not been seen in the training data, enabling the system to
be applied to new test scripts without the need to collect data or retrain the model; Maxwell-Smith
et al’s Applications of Natural Language Processing in Bilingual Language Teaching: An Indonesian-
English Case Study discusses methodological considerations for using automated speech recognition to build a corpus of teacher speech in an Indonesian language classroom; Stasaki et al’s Construction of a Large Open Access Dialogue Dataset for Tutoring proposes a novel asynchronous method for collecting tutoring dialogue via crowdworkers that is both amenable to the needs of deep learning algorithms and reflective of pedagogical concerns. The CIMA dataset produced from this work is publicly available.

Grammatical Error Correction
Omilianchuk et al’s GECToR – Grammatical Error Correction: Tag, Not Rewrite presents a simple and efficient GEC sequence tagger using a transformer encoder; White & Rozovskaya’s A Comparative Study of Synthetic Data Generation Methods for Grammatical Error Correction compares techniques for generating synthetic data utilized by the two highest scoring submissions to the restricted and low-resource tracks in the BEA-2019 Shared Task on Grammatical Error Correction.

We wish to thank everyone who showed interest and submitted a paper, all of the authors for their contributions, the members of the Program Committee for their thoughtful reviews, and everyone who is attending this workshop, virtually! We would especially like to thank our Gold Level sponsor, the National Board of Medical Examiners.

Finally, our special thanks go to the emergency reviewers who stepped in to provide their expertise and help ensure the highest level of feedback: we acknowledge the help of Beata Beigman Klebanov, Christopher Bryant, Andrew Caines, Mariano Felice, Yoko Futagi, Ananya Ganesh, Anastassia Loukina, and Marek Rei.
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Abstract
Readability assessment aims to automatically classify text by the level appropriate for learning readers. Traditional approaches to this task utilize a variety of linguistically motivated features paired with simple machine learning models. More recent methods have improved performance by discarding these features and utilizing deep learning models. However, it is unknown whether augmenting deep learning models with linguistically motivated features would improve performance further. This paper combines these two approaches with the goal of improving overall model performance and addressing this question. Evaluating on two large readability corpora, we find that, given sufficient training data, augmenting deep learning models with linguistically motivated features does not improve state-of-the-art performance. Our results provide preliminary evidence for the hypothesis that the state-of-the-art deep learning models represent linguistic features of the text related to readability. Future research on the nature of representations formed in these models can shed light on the learned features and their relations to linguistically motivated ones hypothesized in traditional approaches.

1 Introduction
Readability assessment poses the task of identifying the appropriate reading level for text. Such labeling is useful for a variety of groups including learning readers and second language learners. Readability assessment systems generally involve analyzing a corpus of documents labeled by editors and authors for reader level. Traditionally, these documents are transformed into a number of linguistic features that are fed into simple models like SVMs and MLPs (Schwarm and Ostendorf, 2005; Vajjala and Meurers, 2012).

More recently, readability assessment models utilize deep neural networks and attention mechanisms (Martinc et al., 2019). While such models achieve state-of-the-art performance on readability assessment corpora, they struggle to generalize across corpora and fail to achieve perfect classification. Often, model performance is improved by gathering additional data. However, readability annotations are time-consuming and expensive given lengthy documents and the need for qualified annotators. A different approach to improving model performance involves fusing the traditional and modern paradigms of linguistic features and deep learning. By incorporating the inductive bias provided by linguistic features into deep learning models, we may be able to reduce the limitations posed by the small size of readability datasets.

In this paper, we evaluate the joint use of linguistic features and deep learning models. We achieve this fusion by simply taking the output of deep learning models as features themselves. Then, these outputs are joined with linguistic features to be further fed into some other model like an SVM. We select linguistic features based on a broad psycholinguistically-motivated composition by Vajjala Balakrishna (2015). Transformers and Hierarchical attention networks were selected as the deep learning models because of their state-of-art performance in readability assessment. Models were evaluated on two of the largest available corpora for readability assessment: WeeBit and Newsela. We also evaluate with different sized training sets to investigate the use of linguistic features in data-poor contexts. Our results find that, given sufficient training data, the linguistic features do not provide a substantial benefit over deep learning methods.

The rest of this paper is organized as follows. Related research is described in section 2. Section 3 details our preprocessing, features, and model construction. Section 4 presents model evaluations on
two corpora. Section 5 discusses the implications of our results.

We provide a publicly available version of the code used for our experiments.

2 Related Work

Work on readability assessment has involved progress on three core components: corpora, features, and models. While early work utilized small corpora, limited feature sets, and simple models, modern research has experimented with a broad set of features and deep learning techniques.

Labeled corpora can be difficult to assemble given the time and qualifications needed to assign a text a readability level. The size of readability corpora expanded significantly with the introduction of the WeeklyReader corpus by Schwarm and Ostendorf (2005). Composed of articles from an educational magazine, the WeeklyReader corpus contains roughly 2,400 articles. The WeeklyReader corpus was then built upon by Vajjala and Meurers (2012) by adding data from the BBC Bitesize website to form the WeeBit corpus. This WeeBit corpus is larger, containing roughly 6,000 documents, while also spanning a greater range of readability levels. Within these corpora, topic and readability are highly correlated. Thus, Xia et al. (2016) constructed the Newsela corpus in which each article is represented at multiple reading levels thereby diminishing this correlation.

Early work on readability assessment, such as that of Flesch (1948), extracted simple textual features like character count. More recently, Schwarm and Ostendorf (2005) analyzed a broader set of features including out-of-vocabulary scores and syntactic features such as average parse tree height. Vajjala and Meurers (2012) assembled perhaps the broadest class of features. They incorporated measures shown by Lu (2010) to correlate well with second language acquisition measures, as well as psycholinguistically relevant features from the Celex Lexical database and MRC Psycholinguistic Database (Baayen et al., 1995; Wilson, 1988).

Traditional feature formulas, like the Flesch formula, relied on linear models. Later work progressed to more complex related models like SVMs (Schwarm and Ostendorf, 2005). Most recently, state-of-art-performance has been achieved on readability assessment with deep neural network incor-

1https://github.com/TovlyDeutsch/Linguistic-Features-for-Readability

porating attention mechanisms. These approaches ignore linguistic features entirely and instead feed the raw embeddings of input words, relying on the model itself to extract any relevant features. Specifically, Martinc et al. (2019) found that a pretrained transformer model achieved state-of-the-art performance on the WeeBit corpus while a hierarchical attention network (HAN) achieved state-of-the-art performance on the Newsela corpus.

Deep learning approaches generally exclude any specific linguistic features. In general, a “featureless” approach is sensible given the hypothesis that, with enough data, training, and model complexity, a model should learn any linguistic features that researchers might attempt to precompute. However, precomputed linguistic features may be useful in data-poor contexts where data acquisition is expensive and error-prone. For this reason, in this paper we attempt to incorporate linguistic features with deep learning methods in order to improve readability assessment.

3 Methodology

3.1 Corpora

3.1.1 WeeBit

The WeeBit corpus was assembled by Vajjala and Meurers (2012) by combining documents from the WeeklyReader educational magazine and the BBC Bitesize educational website. They selected classes to assemble a broad range of readability levels intended for readers aged 7 to 16. To avoid classification bias, they undersampled classes in order to equalize the number of documents in each class to 625. We term this downsampled corpus “WeeBit downsampled”. Following the methodologies of Xia et al. (2016) and Martinc et al. (2019), we applied additional preprocessing to the WeeBit corpus in order to remove extraneous material.

3.1.2 Newsela

The Newsela corpus (Xia et al., 2016) consists of 1,911 news articles each re-written up to 4 times in simplified manners for readers at different reading levels. This simplification process means that, for any given topic, there exist examples of material on that topic suited for multiple reading levels. This overlap in topic should make the corpus more challenging to label than the WeeBit corpus. In a similar manner to the WeeBit corpus, the Newsela corpus is labeled with grade levels ranging from grade 2 to grade 12. As with WeeBit, these labels
can either be treated as classes or transformed into numeric labels for regression.

3.1.3 Labeling Approaches

Often, readability classes within a corpus are treated as unrelated. These approaches use raw labels as distinct unordered classes. However, readability labels are ordinal, ranging from lower to higher readability. Some work has addressed this issue such as the readability models of Flor et al. (2013) which predict grade levels via linear regression. To test different approaches to acknowledging this ordinality, we devised three methods for labeling the documents: “classification”, “age regression”, and “ordered class regression”.

The classification approach uses the classes originally given. This approach does not suppose any ordinality of the classes. Avoiding such ordinality may be desirable for the sake of simplicity.

“Age regression” applies the mean of the age ranges given by the constituent datasets. For instance, in this approach Level 2 documents from Weekly Reader would be given the label of 7.5 as they are intended for readers of ages 7-8. The advantage of age regression over standard classification is that it provides more precise information about the magnitude of readability differences.

Finally, “ordered class regression” assigns the classes equidistant integers ordered by difficulty. The least difficult class would be labeled “0”, the second least difficult class would be labeled “1” and so on. As with age regression, this labeling results in a regression rather than classification problem. This method retains the advantage of age regression in demonstrating ordinality. However, ordered regression labeling removes information about the relative differences in difficulty between the classes, instead asserting that they are equidistant in difficulty. The motivation behind this loss of information is that such age differences between classes may not directly translate into differences of difficulty. For instance, the readability difference between documents intended for 7 or 8 year-olds may be much greater than between documents intended for 15 or 16 year-olds because reading development is likely accelerated in younger years.

For final model inferences, we used the classification approach for comparison to previous work. For intermediary CNN models, all three approaches were tested. As the different approaches with CNN models produced insubstantial differences, other model types were restricted to the simple classification approach.

3.2 Features

Motivated by the success in using linguistic features for modeling readability, we considered a large range of textual analyses relevant to readability. In addition to utilizing features posed in the existing readability research, we investigated formulating new features with a focus on syntactic ambiguity and syntactic diversity. This challenging aspect of language appeared to be underutilized in existing readability literature.

3.2.1 Existing Features

To capture a variety of features, we utilized existing linguistic feature computation software developed by Vajjala Balakrishna (2015) based on 86 feature descriptions in existing readability literature. Given the large number of features, in this section we will focus on the categories of features and their psycholinguistic motivations (where available) and properties. The full list of features used can be found in appendix A.

Traditional Features

The most basic features involve what Vajjala and Meurers (2012) refer to as “traditional features” for their use in long-standing readability formulae. They include characters per word, syllables per word, and traditional formulas based on such features like the Flesch-Kincaid formula (Kincaid et al., 1975).

Another set of feature types consists of counts and ratios of part-of-speech tags, extracted using the Stanford parser (Klein and Manning, 2003). In addition to basic parts of speech like nouns, some features include phrase level constituent counts like noun phrases and verb phrases. All of these counts are normalized by either the number of word tokens or number of sentences to make them comparable across documents of differing lengths. These counts are not provided with any psycholinguistic motivation for their use; however, it is not an unreasonable hypothesis that the relative usage of these constituents varies across reading levels. Empirically, these features were shown to have some predictive power for readability. In addition to parts of speech counts, we also utilized word type counts as a simple baseline feature, that is, counting the number of instances of each possible word.

This code can be found at https://bitbucket.org/nishkalavallabhi/complexity-features.
in the vocabulary. These counts are also divided by document length to generate proportions.

Becoming more abstract than parts of speech, some features count complex syntactic constituent like clauses and subordinated clauses. Specifically, Lu (2010) found ratios involving sentences, clauses, and t-units\(^3\) that correlated with second language learners’ abilities to read a document. For many of the multi-word syntactic constituents previously described, such as noun phrases and clauses, features were also constructed of their mean lengths. Finally, properties of the syntactic trees themselves were analyzed such as their mean heights.

Moving beyond basic features from syntactic parses, Vajjala Balakrishna (2015) also incorporated “word characteristic” features from linguistic databases. A significant source was the Celex Lexical Database Baayen et al. (1995) which “consists of information on the orthography, phonology, morphology, syntax and frequency for more than 50,000 English lemmas”. The database appears to have a focus on morphological data such as whether a word may be considered a loan word and whether it contains affixes. It also contains syntactic properties that may not be apparent from a syntactic parse, e.g. whether a noun is countable. The MRC Psycholinguistic Database Wilson (1988) was also used with a focus on its age of acquisition ratings for words, an clear indicator of the appropriateness of a document’s vocabulary.

### 3.2.2 Novel Syntactic Features

We investigated additional syntactic features that may be relevant for readability but whose qualities were not targeted by existing features. These features were used in tandem with the existing linguistic features described previously; future work could utilize these novel feature independently to investigate their particular effect on readability information extraction. For generating syntactic parses, we used the PCFG (probabilistic context-free grammar) parser (Klein and Manning, 2003) from the Stanford Parser package.

**Syntactic Ambiguity** Sentences can have multiple grammatical syntactic parses. Therefore, syntactic parsers produce multiple parses annotated with parse likelihood. It may seem sensible to use the number of parses generated as a measure of ambiguity. However, this measure is extremely sensitive to sentence length as longer sentences tend to have more possible syntactic parses. Instead, if this list of probabilities is viewed as a distribution, the standard deviation of this distribution is likely to correlate with perceptions of syntactic ambiguity.

**Definition 3.1.** \(PD_x\)

The parse deviation, \(PD_x(s)\), of sentence \(s\) is the standard deviation of the distribution of the \(x\) most probable parse log probabilities for \(s\). If \(s\) has less than \(x\) valid parses, the distribution is taken from all the valid parses.

For large values of \(x\), \(PD_x(s)\) can be significantly sensitive to sentence length: longer sentences are likely to have more valid syntactic parses and thus create low probability tails that increase standard deviation. To reduce this sensitivity, an alternative involves measuring the difference between the largest and mean parse probability.

**Definition 3.2.** \(PDM_x\)

\(PDM_x(s)\) is the difference between the largest parse log probability and the mean of the log probabilities of the \(x\) most probable parses for a sentence \(s\). If \(s\) has less than \(x\) valid parses, the mean is taken over all the valid parses.

As a compromise between parse investigation and the noise of implausible parses, we selected \(PDM_{10}, PD_{10}\), and \(PD_2\) as features to use in the models of this paper.

**Part-of-Speech Divergence** To capture the grammatical makeup of a sentence or document, we can count the usage of each part of speech (“POS”), phrase, or clause. The counts can be collected into a distribution. Then, the standard deviation of this distribution, \(POSD_{dev}\), measures a sentence’s grammatical heterogeneity.

**Definition 3.3.** \(POSD_{dev}\)

\(POSD_{dev}(d)\) is the standard deviation of the distribution of POS counts for document \(d\).

Similarly, we may want to measure how this grammatical makeup differs from the composition of the document as a whole, a concept that might be termed syntactic uniqueness. To capture this concept, we measure the Kullback-Leibler divergence (Kullback and Leibler, 1951) between the sentence POS count distribution and the document POS count distribution.

**Definition 3.4.** \(POS_{dev}\)
Let $P(s)$ be the distribution of POS counts for sentence $s$ in document $d$. Let $Q$ be the distribution of POS counts for document $d$. Let $|d|$ be the number of sentences in $d$.

$$POS_{dev}(d) = \sum_{s \in d} \frac{D_{KL}(P(s) \parallel Q)}{|d|}$$

3.3 Models

A large range of model complexities were evaluated in order to ascertain the performance improvements, or lack thereof, of additional model complexity. In this section we will describe the specific construction and usage of these models for the experiments conducted in this paper, ordered roughly by model complexity.

SVMs, Linear Models, and Logistic Regression

We used the Scikit-Learn library (Pedregosa et al., 2011) for constructing SVM models. Hyperparameter optimization was performed using the guidelines suggested by Hsu et al. (2003). From the Scikit-Learn library, we also utilized the linear support vector classifier (an SVM with a linear kernel) and logistic regression classifier. As simplicity was the aim for these evaluations, no hyperparameter optimization was performed. The logistic regression classifier was trained using the stochastic average gradient descent ("sag") optimizer.

CNN

Convolutional neural networks were selected for their demonstrated performance on sentence classification (Kim, 2014). The CNN model used in this paper is based on the one described by Kim (2014) and implemented using the Keras (Chollet and others, 2015), Tensorflow (Abadi et al., 2015), and Magpie libraries.

Transformer

The transformer (Vaswani et al., 2017) is a neural-network-based model that has achieved state-of-the-art results on a wide array of natural language tasks including readability assessment (Martinc et al., 2019). Transformers utilize the mechanism of attention which allows the model to attend to specific parts of the input when constructing the output. Although they are formulated as sequence-to-sequence models, they can be modified to complete a variety of NLP tasks by placing an additional linear layer at the end of the network and training that layer to produce the desired output. This approach often achieves state-of-the-art results when combined with pre-training. In this paper, we use the BERT (Devlin et al., 2019) transformer-based model that is pre-trained on BooksCorpus (800M words) (Zhu et al., 2015) and English Wikipedia. The model is then fine-tuned on a specific readability corpus such as WeeBit. The pretrained BERT model is sourced from the Huggingface transformers library (Wolf et al., 2019) and is composed of 12 hidden layers each of size 768 and 12 self-attention heads. The fine-tuning step utilizes an implementation by Martinc et al. (2019). Among the pretrained transformers in the Huggingface library, there are transformers that can accept sequences of size 128, 256, and 512. The 128 sized model was chosen based on the finding by Martinc et al. (2019) that it achieved the highest performance on the WeeBit and Newsela corpora. Documents that exceeded the input sequence size were truncated.

3.4 Incorporating Linguistic Features with Neural Models

The neural network models thus far described take either the raw text or word vector embeddings of the text as input. They make no use of linguistic features such as those described in section 3.2. We hypothesized that combining these linguistic features with the deep neural models may improve their performance on readability assessment. Although these models theoretically represent similar features to those prescribed by the linguistic features, we hypothesized that the amount of data and model complexity may be insufficient to capture them. This can be evidenced in certain models failure to generalize across readability corpora. Martinc et al. (2019) found that the BERT model performed well on the WeeBit corpus, achieving a weighted F1 score of 0.8401, but performed poorly on the Newsela corpus only achieving an F1
score of 0.5759. They posit that this disparity occurred “because BERT is pretrained as a language model, therefore it tends to rely more on semantic than structural differences during the classification phase and therefore performs better on problems with distinct semantic differences between readability classes”. Similarly a HAN was able to achieve better performance than BERT on the Newsela but performed substantially worse on the WeeBit corpus. Thus, under some evaluations the models have deficiencies and fail to generalize. Given these deficiencies, we hypothesized that the inductive bias provided by linguistic features may improve generalizability and overall model performance.

In order to weave together the linguistic features and neural models, we take the simple approach of using the single numerical output of a neural model as a feature itself, joined with linguistic features, and then fed into one of the simpler non-neural models such as SVMs. SVMs were chosen as the final classification model for their simplicity and frequent use in integrating numerical features. The output of the neural model could be any of the label approaches such as grade classes or age regressions described in section 3.1. While all these labeling approaches were tested for CNNs, insubstantial differences in final inferences led us to restrict intermediary results to simple classification for other model types.

### 3.5 Training and Evaluation Details

All experiments involved 5-fold cross validation. All neural-network-based models were trained with the Adam optimizer (Kingma and Ba, 2015) with learning rates of $10^{-3}, 10^{-4}$, and $2^{-5}$ for the CNN, HAN, and transformer respectively. The HAN and CNN models were trained for 20 and 30 epochs. The transformer models were fine-tuned for 3 epochs.

All results are reported as either a weighted F1 or macro F1 score. To calculate weighted F1, first the F1 score is calculated for each class independently, as if each class was a case of binary classification. Then, these F1 score are combined in a weighted mean in which each class is weighted by the number of samples in that class. Thus, the weighted F1 score treats each sample equally but prioritizes the most common classes. The macro F1 is similar to the weighted F1 score in that F1 scores are first calculated for each class independently. However, for the macro F1 score, the class F1 scores are combined in a mean without any weighting. Therefore, the macro F1 score treats each class equally but does not treat each sample equally, deprioritizing samples from large classes and prioritizing samples from small classes.

### 4 Results

In this section we report the experimental results of incorporating linguistic features into readability assessment models. The two corpora, WeeBit and Newsela, are analyzed individually and then compared. Our results demonstrate that, given sufficient data, linguistic features provide little to no benefit compared to independent deep learning models. While the corpus experiment results demonstrate a portion of the approaches tested, the full results are available in appendix B.

#### 4.1 Newsela Experiments

For the Newsela corpus, while linguistic features were able to improve the performance of some models, the top performers did not utilize linguistic features. The results from the top performing models are presented in table 1.

<table>
<thead>
<tr>
<th>Features</th>
<th>Weighted F1</th>
</tr>
</thead>
<tbody>
<tr>
<td>HAN</td>
<td>0.8024</td>
</tr>
<tr>
<td>SVM with HAN and linguistic features</td>
<td>0.8014</td>
</tr>
<tr>
<td>SVM with HAN</td>
<td>0.7931</td>
</tr>
<tr>
<td>SVM with linguistic features and Flesch Features</td>
<td>0.7694</td>
</tr>
<tr>
<td>SVM with transformer and linguistic features</td>
<td>0.7678</td>
</tr>
<tr>
<td>SVM with transformer, Flesch features, and linguistic features</td>
<td>0.7627</td>
</tr>
<tr>
<td>SVM with Linguistic features</td>
<td>0.7582</td>
</tr>
<tr>
<td>SVM with CNN age regression and linguistic features</td>
<td>0.7281</td>
</tr>
<tr>
<td>SVM with CNN ordered classes regression and linguistic features</td>
<td>0.7231</td>
</tr>
<tr>
<td>SVM with transformer and Flesch features</td>
<td>0.7186</td>
</tr>
<tr>
<td>Transformer</td>
<td>0.5435</td>
</tr>
<tr>
<td>CNN</td>
<td>0.3379</td>
</tr>
</tbody>
</table>

Table 1: Top 10 performing model results, transformer, and CNN on the Newsela corpus
guistic features capture readability information that transformers cannot capture or have insufficient data to learn. The outsize effect of adding the linguistic features to the transformer models, resulting in a weighted F1 score improvement of 0.22, may reveal what types of information they address. Martinc et al. (2019) hypothesize that a pretrained language model “tends to rely more on semantic than structural differences” indicating that these features are especially suited to providing non-semantic information such as syntactic qualities.

4.2 WeeBit Experiments

The WeeBit corpus was analyzed in two perspectives: the downsampled dataset and the full dataset. Raw results and model rankings were largely comparable between the two dataset sizes.

4.2.1 Downsampled WeeBit Experiments

As with the Newsela corpus, the downsampled WeeBit corpus demonstrates no gains from being analyzed with linguistic features. The best performing model, a transformer, did not utilize linguistic features. The results for some of the best performing models are shown in table 2.

Differing with the Newsela corpus, the word type models performed near the top results on the WeeBit corpus comparably to the transformer models. Word type models have no access to word order, thus semantic and topic analysis form their core analysis. Therefore, this result supports the hypothesis of Martinc et al. (2019) that the pretrained transformer is especially attentive to semantic content. This result also indicates that the word type features can provide a significant portion of the information needed for successful readability assessment.

The differing best performing model types between the two corpora are likely due to differing compositions. Unlike the Newsela corpus, the WeeBit corpus shows strong correlation between topic and difficulty. Extracting this topic and semantic content is thought to be a particular strength of the transformer (Martinc et al., 2019) leading to its improved results on this corpus.

4.2.2 Full WeeBit Experiments

All of the models were also tested on the full imbalanced WeeBit corpus, the top performing results of which are shown in table 3. Most performance figures increased modestly. However, these gains may not be seen if documents do not match the distribution of this imbalanced dataset. Additionally, the ranking of models between the downsampled and standard WeeBit corpora showed little change. Although the SVM with transformer and linguistic features performed better than the transformer alone, this difference is extremely small (< 0.005) and thus not likely to be statistically significant.

4.3 Effects of Training Set Size

One hypothesis explaining the lack of effect of linguistic features is that models learn to extract
those features given enough data. Thus, perhaps in more data-poor environments the linguistic features would prove more useful. To test this hypothesis, we evaluated two CNN-based models, one with linguistic features and one without, with various sized training subsets of the downsampled WeeBit corpus. The macro F1 at these various dataset sizes is shown in figure 1. Across the trials at different training set sizes, the test set is held constant thereby isolating the impact of training set size.

The hypothesis holds true for extremely small subsets of training data, those with fewer than 200 documents. Above this training set size, the addition of linguistic features results in insubstantial changes in performance. Thus, either the patterns exposed by the linguistic features are learnable with very little data or the patterns extracted by deep learning models differ significantly from the linguistic features. The latter appears more likely given that linguistic features are shown to improve performance for certain corpora (Newsela) and model types (transformers).

This result indicates that the use of linguistic features should be considered for small datasets. However, the dataset size at which those features lose utility is extremely small. Therefore, collecting additional data would often be more efficient than investing the time to incorporate linguistic features.

4.4 Effects of Linguistic Features

Overall, the failure of linguistic features to improve state-of-the-art deep learning models indicates that, given the available corpora, model complexity, and model structures, they do not add information over and beyond what the state-of-the-art models have already learned. However, in certain data-poor contexts, they can improve the performance of deep learning models. Similarly, with more diverse and more accurately and consistently labeled corpora, the linguistic features could prove more useful. It may be the case that the best performing models already achieve near the maximal possible performance on this corpus. The reason the maximal performance may be below a perfect score (an F1 score of 1) is disagreement and inconsistency in dataset labeling. Presumably the dataset was assessed by multiple labelers who may not have always agreed with one another or even with themselves. Thus, if either a new set of human labelers or the original labelers are tasked with labeling readability in this corpus, they may only achieve performance similar to the best performance seen in these experiments. Performing this human experiment would be a useful analysis of corpus validity and consistency. Similarly, a more diverse corpus (differing in length, topic, writing style, etc.) may prove more difficult for the models to label alone without additional training data; in this case, the linguistic features may prove more helpful in providing inductive bias.

Additionally, the lack of improvement from adding linguistic features indicates that deep learning models may already be representing those features. Future work could probe the models for different aspects of the linguistic features, thereby investigating what properties are most relevant for readability.

5 Conclusion

In this paper we explored the role of linguistic features in deep learning methods for readability assessment, and asked: can incorporating linguistic features improve state-of-the-art models? We constructed linguistic features focused on syntactic properties ignored by existing features. We incorporated these features into a variety of model types, both those commonly used in readability research and more modern deep learning methods. We evaluated these models on two distinct corpora that posed different challenges for readability assess-
ment. Additional evaluations were performed with various training set sizes to explore the inductive bias provided by linguistic features. While linguistic features occasionally improved model performance, particularly at small training set sizes, these models did not achieve state-of-the-art performance.

Given that linguistic features did not generally improve deep learning models, these models may be already implicitly capturing the features that are useful for readability assessment. Thus, future work should investigate to what degree the models represent linguistic features, perhaps via probing methods.

Although this work supports disusing linguistic features in readability assessment, this assertion is limited by available corpora. Specifically, ambiguity in the corpora construction methodology limits our ability to measure label consistency and validity. Therefore, the maximal possible performance may already be achieved by state-of-the-art models. Thus, future work should explore constructing and evaluating readability corpora with rigorous consistent methodology; such corpora may be assessed most effectively using linguistic features. For instance, accuracy could be improved by averaging across multiple labelers.

Overall, linguistic features do not appear to be useful for readability assessment. While often used in traditional readability assessment models, these features generally fail to improve the performance of deep learning methods. Thus, this paper provides a starting point to understanding the qualities and abilities of deep learning models in comparison to linguistic features. Through this comparison, we can analyze what types of information these models are well-suited to learning.
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A Feature Definitions

For the following definitions, if the a ratio is undefined (i.e. the denominator is zero) the result is treated as zero. Vajjala and Meurers (2012) define complex nominals to be: “a) nouns plus adjective, possessive, prepositional phrase, relative clause, participle or appositive, b) nominal clauses, c) gerunds and infinitives in subject positions.” Here polysyllabic means more than two syllables and “long words” means a word with seven or more characters. Descriptions of the norms of age of acquisition ratings can be found in Kuperman et al. (2012).

<table>
<thead>
<tr>
<th>Feature Name</th>
<th>Definition</th>
</tr>
</thead>
<tbody>
<tr>
<td>PD&lt;sub&gt;x&lt;/sub&gt;(s)</td>
<td>The parse deviation, PD&lt;sub&gt;x&lt;/sub&gt;(s), of sentence s is the standard deviation of the distribution of the x most probable parse log probabilities for s. If s has less than x valid parses, the distribution is taken from all the valid parses.</td>
</tr>
<tr>
<td>PDM&lt;sub&gt;x&lt;/sub&gt;</td>
<td>PDM&lt;sub&gt;x&lt;/sub&gt;(s) is the difference between the largest parse log probability and the mean of the log probabilities of the x most probable parses for a sentence s. If s has less than x valid parses, the mean is taken over all the valid parses.</td>
</tr>
<tr>
<td>POS&lt;sub&gt;div&lt;/sub&gt;</td>
<td>POS&lt;sub&gt;div&lt;/sub&gt;(d) is the standard deviation of the distribution of POS counts for document d.</td>
</tr>
<tr>
<td>POS&lt;sub&gt;dev&lt;/sub&gt;</td>
<td>Let P(s) be the distribution of POS counts for sentence s in document d. Let Q be the distribution of POS counts for document d. Let</td>
</tr>
</tbody>
</table>

Table 4: Novel syntactic feature definitions
<table>
<thead>
<tr>
<th>Feature Name</th>
<th>Definition</th>
</tr>
</thead>
<tbody>
<tr>
<td>mean t-unit length</td>
<td>number of words / number of t-units</td>
</tr>
<tr>
<td>mean parse tree height</td>
<td>mean parse tree height / number of sentences</td>
</tr>
<tr>
<td>per sentence</td>
<td></td>
</tr>
<tr>
<td>subtrees per sentence</td>
<td>number of subtrees / number of sentences</td>
</tr>
<tr>
<td>SBARs per sentence</td>
<td>number of SBARs / number of sentences</td>
</tr>
<tr>
<td>NPs per sentence</td>
<td>number of NPs / number of sentences</td>
</tr>
<tr>
<td>VPs per sentence</td>
<td>number of VPs / number of sentences</td>
</tr>
<tr>
<td>PPs per sentence</td>
<td>number of PPs / number of sentences</td>
</tr>
<tr>
<td>mean NP size</td>
<td>number of children of NPs / number of NPs</td>
</tr>
<tr>
<td>mean VP size</td>
<td>number of children of VPs / number of VPs</td>
</tr>
<tr>
<td>mean PP size</td>
<td>number of children of PPs / number of PPs</td>
</tr>
<tr>
<td>WHPs per sentence</td>
<td>number of wh-phrases / number of sentences</td>
</tr>
<tr>
<td>RRCs per sentence</td>
<td>number of reduced relative clauses / number of sentences</td>
</tr>
<tr>
<td>ConjPs per sentence</td>
<td>number of conjunction phrases / number of sentences</td>
</tr>
<tr>
<td>clauses per sentence</td>
<td>number of clauses / number of sentences</td>
</tr>
<tr>
<td>t-units per sentence</td>
<td>number of t-units / number of sentences</td>
</tr>
<tr>
<td>clauses per t-unit</td>
<td>number of clauses / number of t-units</td>
</tr>
<tr>
<td>complex t-unit ratio</td>
<td>number of t-units that contain a dependent clause / number of t-units</td>
</tr>
<tr>
<td>dependent clauses per clause</td>
<td>number of dependent clauses / number of clauses</td>
</tr>
<tr>
<td>dependent clauses per t-unit</td>
<td>number of dependent clauses / number of t-units</td>
</tr>
<tr>
<td>coordinate clauses per clause</td>
<td>number of coordinate clauses / number of clauses</td>
</tr>
<tr>
<td>coordinate clauses per t-unit</td>
<td>number of coordinate clauses / number of t-units</td>
</tr>
<tr>
<td>complex nominals per clauses</td>
<td>number of complex nominals / number of clauses</td>
</tr>
<tr>
<td>complex nominals per t-unit</td>
<td>number of complex nominals / number of t-units</td>
</tr>
<tr>
<td>VPs per t-unit</td>
<td>number of VP / number of t-units</td>
</tr>
</tbody>
</table>

Table 5: Existing syntactic-parse-based feature definitions
<table>
<thead>
<tr>
<th>Feature Name</th>
<th>Definition</th>
</tr>
</thead>
<tbody>
<tr>
<td>nouns per word</td>
<td>number of nouns / number of words</td>
</tr>
<tr>
<td>proper nouns per word</td>
<td>number of proper nouns / number of words</td>
</tr>
<tr>
<td>pronouns per word</td>
<td>number of pronouns / number of words</td>
</tr>
<tr>
<td>conjunctions per word</td>
<td>number of conjunctions / number of words</td>
</tr>
<tr>
<td>adjectives per word</td>
<td>number of adjectives / number of words</td>
</tr>
<tr>
<td>verbs per word</td>
<td>number of verbs / number of words</td>
</tr>
<tr>
<td>adverbs per word</td>
<td>number of adverbs / number of words</td>
</tr>
<tr>
<td>modal verbs per word</td>
<td>number of modal verbs / number of words</td>
</tr>
<tr>
<td>prepositions per word</td>
<td>number of prepositions / number of words</td>
</tr>
<tr>
<td>interjections per word</td>
<td>number of interjections / number of words</td>
</tr>
<tr>
<td>personal pronouns per word</td>
<td>number of personal pronouns / number of words</td>
</tr>
<tr>
<td>wh-pronouns per word</td>
<td>number of wh-pronouns / number of words</td>
</tr>
<tr>
<td>lexical words per word</td>
<td>number of lexical words / number of words</td>
</tr>
<tr>
<td>function words per word</td>
<td>number of function words / number of words</td>
</tr>
<tr>
<td>determiners per word</td>
<td>number of determiners / number of words</td>
</tr>
<tr>
<td>VBs per word</td>
<td>number of base form verbs / number of words</td>
</tr>
<tr>
<td>VBDs per word</td>
<td>number of past tense verbs / number of words</td>
</tr>
<tr>
<td>VBGs per word</td>
<td>number of gerund or present participle verbs / number of words</td>
</tr>
<tr>
<td>VBNs per word</td>
<td>number of past participle verbs / number of words</td>
</tr>
<tr>
<td>VBPs per word</td>
<td>number of non-3rd person singular present verbs / number of words</td>
</tr>
<tr>
<td>VBZs per word</td>
<td>number of 3rd person singular present verbs / number of words</td>
</tr>
<tr>
<td>adverb variation</td>
<td>number of adverbs / number of lexical words</td>
</tr>
<tr>
<td>adjective variation</td>
<td>number of adjectives / number of lexical words</td>
</tr>
<tr>
<td>modal verb variation</td>
<td>number of adverbs and adverbs / number of lexical words</td>
</tr>
<tr>
<td>noun variation</td>
<td>number of nouns / number of lexical words</td>
</tr>
<tr>
<td>verb variation-I</td>
<td>number of verbs / number of unique verbs</td>
</tr>
<tr>
<td>verb variation-II</td>
<td>number of verbs / number of lexical words</td>
</tr>
<tr>
<td>squared verb variation-I</td>
<td>(number of verbs)^2 / number of unique verbs</td>
</tr>
<tr>
<td>corrected verb variation-I</td>
<td>number of verbs / √(2 * number of unique verbs)</td>
</tr>
</tbody>
</table>

Table 6: Existing POS-tag-based feature definitions

<table>
<thead>
<tr>
<th>Feature Name</th>
<th>Definition</th>
</tr>
</thead>
<tbody>
<tr>
<td>AoA Kuperman</td>
<td>Mean age of acquisition of words (Kuperman database)</td>
</tr>
<tr>
<td>AoA Kuperman lemmas</td>
<td>Mean age of acquisition of lemmas</td>
</tr>
<tr>
<td>AoA Bird lemmas</td>
<td>Mean age of acquisition of lemmas, Bird norm</td>
</tr>
<tr>
<td>AoA Bristol lemmas</td>
<td>Mean age of acquisition of lemmas, Bristol norm</td>
</tr>
<tr>
<td>AoA Cortese and Khanna lemmas</td>
<td>Mean age of acquisition of lemmas, Cortese and Khanna norm</td>
</tr>
<tr>
<td>MRC familiarity</td>
<td>Mean word familiarity rating</td>
</tr>
<tr>
<td>MRC concreteness</td>
<td>Mean word concreteness rating</td>
</tr>
<tr>
<td>MRC Imageability</td>
<td>Mean word imageability rating</td>
</tr>
<tr>
<td>MRC Colorado Meaningfulness</td>
<td>mean word Colorado norms meaningfulness rating</td>
</tr>
<tr>
<td>MRC Pavio Meaningfulness</td>
<td>mean word Pavio norms meaningfulness rating</td>
</tr>
<tr>
<td>MRC AoA</td>
<td>Mean age of acquisition of words (MRC database)</td>
</tr>
</tbody>
</table>

Table 7: Existing psycholinguistic feature definitions
<table>
<thead>
<tr>
<th>Feature Name</th>
<th>Definition</th>
</tr>
</thead>
<tbody>
<tr>
<td>number of sentences</td>
<td>number of sentences</td>
</tr>
<tr>
<td>mean sentence length</td>
<td>number of words / number of sentences</td>
</tr>
<tr>
<td>number of characters</td>
<td>number of characters</td>
</tr>
<tr>
<td>number of syllables</td>
<td>number of syllables</td>
</tr>
<tr>
<td>Flesch-Kincaid Formula</td>
<td>11.8 * syllables per word + 0.39 * words per sentence − 15.59</td>
</tr>
<tr>
<td>Flesch Formula</td>
<td>206.835 − 1.015 * words per sentence − 84.6 * syllables per word</td>
</tr>
<tr>
<td>Automated Readability Index</td>
<td>4.71 * characters per word + 0.5 * words per sentence − 21.43</td>
</tr>
<tr>
<td>Coleman Liau Formula</td>
<td>−29.5873 * sentences per word + 5.8799 * characters per word − 15.8007</td>
</tr>
<tr>
<td>SMOG Formula</td>
<td>1.0430 * √30.0 * polysyllabic words per sentence + 3.1291</td>
</tr>
<tr>
<td>Fog Formula</td>
<td>(words per sentence + proportion of words that are polysyllabic) * 0.4</td>
</tr>
<tr>
<td>FORCAST Readability Formula</td>
<td>20 − 15 * monosyllabic words per word</td>
</tr>
<tr>
<td>LIX Readability Formula</td>
<td>words per sentence + long words per word * 100.0</td>
</tr>
</tbody>
</table>

Table 8: Existing traditional feature definitions

<table>
<thead>
<tr>
<th>Feature Name</th>
<th>Definition</th>
</tr>
</thead>
<tbody>
<tr>
<td>type token ratio</td>
<td>number of word types / number of word tokens</td>
</tr>
<tr>
<td>corrected type token ratio</td>
<td>number of word types / √2 * number of word tokens</td>
</tr>
<tr>
<td>root type token ratio</td>
<td>number of word types / √number of word tokens</td>
</tr>
<tr>
<td>bilogorathmic type token ratio</td>
<td>log(number of word types) / log(number of word tokens)</td>
</tr>
<tr>
<td>uber index</td>
<td>(log(number of word types))^2 / log(number of word tokens)</td>
</tr>
<tr>
<td>measure of textual lexical diversity (MTLD)</td>
<td>see McCarthy and Jarvis, 2010</td>
</tr>
<tr>
<td>number of senses</td>
<td>total number of senses across all words / number of word tokens</td>
</tr>
<tr>
<td>hypernyms per word</td>
<td>number of hypernyms / number of word tokens</td>
</tr>
<tr>
<td>hyponyms per word</td>
<td>total number of senses hyponyms / number of word tokens</td>
</tr>
</tbody>
</table>

Table 9: Existing traditional feature definitions
## B Full Model Results

<table>
<thead>
<tr>
<th>Features</th>
<th>Weighted F1</th>
<th>Macro F1</th>
<th>SD weighted F1</th>
<th>SD macro F1</th>
</tr>
</thead>
<tbody>
<tr>
<td>Linear classifier with Flesch Score</td>
<td>0.2147</td>
<td>0.2156</td>
<td>0.0347</td>
<td>0.0253</td>
</tr>
<tr>
<td>Linear classifier with Flesch features</td>
<td>0.3973</td>
<td>0.3976</td>
<td>0.0154</td>
<td>0.0087</td>
</tr>
<tr>
<td>SVM with HAN</td>
<td>0.5531</td>
<td>0.5499</td>
<td>0.1944</td>
<td>0.1928</td>
</tr>
<tr>
<td>SVM with Flesch features</td>
<td>0.5908</td>
<td>0.5905</td>
<td>0.0157</td>
<td>0.0168</td>
</tr>
<tr>
<td>SVM with CNN ordered class regression</td>
<td>0.6703</td>
<td>0.6700</td>
<td>0.0360</td>
<td>0.0334</td>
</tr>
<tr>
<td>SVM with CNN age regression</td>
<td>0.6743</td>
<td>0.6742</td>
<td>0.0339</td>
<td>0.0314</td>
</tr>
<tr>
<td>Linear classifier with word types</td>
<td>0.7202</td>
<td>0.7189</td>
<td>0.0063</td>
<td>0.0085</td>
</tr>
<tr>
<td>SVM with CNN ordered classes regression, and linguistic features</td>
<td>0.7265</td>
<td>0.7262</td>
<td>0.0326</td>
<td>0.0297</td>
</tr>
<tr>
<td>Logistic regression classification with word types, Flesch features, and linguistic features</td>
<td>0.7382</td>
<td>0.7376</td>
<td>0.0710</td>
<td>0.0684</td>
</tr>
<tr>
<td>SVM with CNN age regression and linguistic features</td>
<td>0.7384</td>
<td>0.7376</td>
<td>0.0361</td>
<td>0.0346</td>
</tr>
<tr>
<td>HAN</td>
<td>0.7507</td>
<td>0.7501</td>
<td>0.0306</td>
<td>0.0302</td>
</tr>
<tr>
<td>SVM with linguistic features and Flesch features</td>
<td>0.7664</td>
<td>0.7667</td>
<td>0.0109</td>
<td>0.0114</td>
</tr>
<tr>
<td>SVM with linguistic features</td>
<td>0.7665</td>
<td>0.7666</td>
<td>0.0146</td>
<td>0.0153</td>
</tr>
<tr>
<td>CNN</td>
<td>0.7859</td>
<td>0.7852</td>
<td>0.0171</td>
<td>0.0166</td>
</tr>
<tr>
<td>SVM with HAN and linguistic features</td>
<td>0.7862</td>
<td>0.7864</td>
<td>0.0631</td>
<td>0.0633</td>
</tr>
<tr>
<td>SVM with CNN classifier</td>
<td>0.7882</td>
<td>0.7879</td>
<td>0.0217</td>
<td>0.0195</td>
</tr>
<tr>
<td>Logistic regression with word types</td>
<td>0.7894</td>
<td>0.7887</td>
<td>0.0151</td>
<td>0.0202</td>
</tr>
<tr>
<td>Logistic regression classification with word types and word count</td>
<td>0.7908</td>
<td>0.7899</td>
<td>0.0130</td>
<td>0.0182</td>
</tr>
<tr>
<td>SVM with CNN classifier and linguistic features</td>
<td>0.7923</td>
<td>0.7919</td>
<td>0.0210</td>
<td>0.0193</td>
</tr>
<tr>
<td>Logistic regression classification with word types, word count, and Flesch features</td>
<td>0.7934</td>
<td>0.7926</td>
<td>0.0135</td>
<td>0.0187</td>
</tr>
<tr>
<td>Logistic regression with word types, Flesch features, and linguistic features</td>
<td>0.8135</td>
<td>0.8130</td>
<td>0.0131</td>
<td>0.0169</td>
</tr>
<tr>
<td>SVM with transformer</td>
<td>0.8343</td>
<td>0.8340</td>
<td>0.0131</td>
<td>0.0135</td>
</tr>
<tr>
<td>SVM with transformer and linguistic features</td>
<td>0.8344</td>
<td>0.8347</td>
<td>0.0106</td>
<td>0.0091</td>
</tr>
<tr>
<td>SVM with transformer and Flesch features</td>
<td>0.8359</td>
<td>0.8358</td>
<td>0.0151</td>
<td>0.0154</td>
</tr>
<tr>
<td>SVM with transformer, Flesch features, and linguistic features</td>
<td>0.8381</td>
<td>0.8377</td>
<td>0.0128</td>
<td>0.0118</td>
</tr>
<tr>
<td>Transformer</td>
<td>0.8387</td>
<td>0.8388</td>
<td>0.0097</td>
<td>0.0073</td>
</tr>
</tbody>
</table>

Table 10: WeeBit downsampled model results sorted by weighted F1 score
<table>
<thead>
<tr>
<th>Features</th>
<th>Weighted F1</th>
<th>Macro F1</th>
<th>SD weighted F1</th>
<th>SD Macro F1</th>
</tr>
</thead>
<tbody>
<tr>
<td>Linear classifier with Flesch Score</td>
<td>0.3357</td>
<td>0.1816</td>
<td>0.0243</td>
<td>0.0079</td>
</tr>
<tr>
<td>SVM with HAN</td>
<td>0.3625</td>
<td>0.2134</td>
<td>0.0400</td>
<td>0.0331</td>
</tr>
<tr>
<td>Linear classifier with Flesch features</td>
<td>0.3939</td>
<td>0.2639</td>
<td>0.0239</td>
<td>0.0305</td>
</tr>
<tr>
<td>SVM with Flesch features</td>
<td>0.4776</td>
<td>0.3609</td>
<td>0.0222</td>
<td>0.0190</td>
</tr>
<tr>
<td>SVM with CNN age regression</td>
<td>0.7279</td>
<td>0.6431</td>
<td>0.0198</td>
<td>0.0205</td>
</tr>
<tr>
<td>SVM with CNN ordered class regression</td>
<td>0.7316</td>
<td>0.6482</td>
<td>0.0142</td>
<td>0.0141</td>
</tr>
<tr>
<td>SVM with CNN age regression and linguistic features</td>
<td>0.7779</td>
<td>0.7088</td>
<td>0.0156</td>
<td>0.0194</td>
</tr>
<tr>
<td>SVM with CNN ordered classes regression, and linguistic features</td>
<td>0.7797</td>
<td>0.7114</td>
<td>0.0130</td>
<td>0.0120</td>
</tr>
<tr>
<td>Linear classifier with word types</td>
<td>0.7821</td>
<td>0.7109</td>
<td>0.0162</td>
<td>0.0127</td>
</tr>
<tr>
<td>SVM with Linguistic features and Flesch features</td>
<td>0.7952</td>
<td>0.7367</td>
<td>0.0121</td>
<td>0.0157</td>
</tr>
<tr>
<td>SVM with Linguistic features</td>
<td>0.7952</td>
<td>0.7366</td>
<td>0.0130</td>
<td>0.0164</td>
</tr>
<tr>
<td>HAN</td>
<td>0.8065</td>
<td>0.7435</td>
<td>0.0123</td>
<td>0.0220</td>
</tr>
<tr>
<td>Logistic regression classification with word types</td>
<td>0.8088</td>
<td>0.7497</td>
<td>0.0127</td>
<td>0.0152</td>
</tr>
<tr>
<td>Logistic regression classification with word types and word count</td>
<td>0.8088</td>
<td>0.7497</td>
<td>0.0121</td>
<td>0.0148</td>
</tr>
<tr>
<td>Logistic regression classification with word types, word count, and Flesch features</td>
<td>0.8098</td>
<td>0.7505</td>
<td>0.0130</td>
<td>0.0163</td>
</tr>
<tr>
<td>Logistic regression classification with word types, Flesch features, and linguistic features</td>
<td>0.8206</td>
<td>0.7664</td>
<td>0.0428</td>
<td>0.0500</td>
</tr>
<tr>
<td>CNN</td>
<td>0.8282</td>
<td>0.7748</td>
<td>0.0211</td>
<td>0.0183</td>
</tr>
<tr>
<td>SVM with CNN classifier and linguistic features</td>
<td>0.8286</td>
<td>0.7753</td>
<td>0.0222</td>
<td>0.0209</td>
</tr>
<tr>
<td>Logistic regression classification with word types, Flesch features, and ling features</td>
<td>0.8293</td>
<td>0.7760</td>
<td>0.0152</td>
<td>0.0172</td>
</tr>
<tr>
<td>SVM with CNN classifier</td>
<td>0.8296</td>
<td>0.7754</td>
<td>0.0163</td>
<td>0.0136</td>
</tr>
<tr>
<td>SVM with HAN and linguistic features</td>
<td>0.8441</td>
<td>0.7970</td>
<td>0.0643</td>
<td>0.0827</td>
</tr>
<tr>
<td>SVM with transformer, Flesch features, and linguistic features</td>
<td>0.8721</td>
<td>0.8273</td>
<td>0.0095</td>
<td>0.0121</td>
</tr>
<tr>
<td>Transformer</td>
<td>0.8721</td>
<td>0.8272</td>
<td>0.0071</td>
<td>0.0102</td>
</tr>
<tr>
<td>SVM with transformer</td>
<td>0.8729</td>
<td>0.8288</td>
<td>0.0064</td>
<td>0.0090</td>
</tr>
<tr>
<td>SVM with transformer and Flesch features</td>
<td>0.8746</td>
<td>0.8305</td>
<td>0.0054</td>
<td>0.0107</td>
</tr>
<tr>
<td>SVM with transformer and linguistic features</td>
<td>0.8769</td>
<td>0.8343</td>
<td>0.0077</td>
<td>0.0129</td>
</tr>
</tbody>
</table>

Table 11: WeeBit model results sorted by weighted F1 score
<table>
<thead>
<tr>
<th>Features</th>
<th>Weighted F1</th>
<th>Macro F1</th>
<th>Weighted SD</th>
<th>Macro SD</th>
</tr>
</thead>
<tbody>
<tr>
<td>Linear classifier with Flesch Score</td>
<td>0.1668</td>
<td>0.0915</td>
<td>0.0055</td>
<td>0.0043</td>
</tr>
<tr>
<td>SVM with Flesch score</td>
<td>0.2653</td>
<td>0.1860</td>
<td>0.0053</td>
<td>0.0086</td>
</tr>
<tr>
<td>Logistic regression with word types</td>
<td>0.2964</td>
<td>0.2030</td>
<td>0.0144</td>
<td>0.0103</td>
</tr>
<tr>
<td>Logistic regression with word types and word count</td>
<td>0.2969</td>
<td>0.2039</td>
<td>0.0145</td>
<td>0.0095</td>
</tr>
<tr>
<td>Logistic regression with word types, word count, and Flesch features</td>
<td>0.3006</td>
<td>0.2097</td>
<td>0.0139</td>
<td>0.0088</td>
</tr>
<tr>
<td>Linear classifier with Flesch features</td>
<td>0.3080</td>
<td>0.2060</td>
<td>0.0110</td>
<td>0.0077</td>
</tr>
<tr>
<td>Logistic regression with word types, Flesch features, and linguistic features</td>
<td>0.3333</td>
<td>0.2489</td>
<td>0.0118</td>
<td>0.0162</td>
</tr>
<tr>
<td>Linear classifier with word types</td>
<td>0.3368</td>
<td>0.2485</td>
<td>0.0089</td>
<td>0.0153</td>
</tr>
<tr>
<td>CNN</td>
<td>0.3379</td>
<td>0.2574</td>
<td>0.0038</td>
<td>0.0111</td>
</tr>
<tr>
<td>SVM with CNN classifier</td>
<td>0.3407</td>
<td>0.2616</td>
<td>0.0079</td>
<td>0.0142</td>
</tr>
<tr>
<td>SVM with CNN ordered class regression</td>
<td>0.5207</td>
<td>0.4454</td>
<td>0.0092</td>
<td>0.0193</td>
</tr>
<tr>
<td>SVM with CNN age regression</td>
<td>0.5223</td>
<td>0.4469</td>
<td>0.0149</td>
<td>0.0244</td>
</tr>
<tr>
<td>SVM with transformer</td>
<td>0.5430</td>
<td>0.4711</td>
<td>0.0095</td>
<td>0.0258</td>
</tr>
<tr>
<td>Transformer</td>
<td>0.5435</td>
<td>0.4713</td>
<td>0.0106</td>
<td>0.0264</td>
</tr>
<tr>
<td>Linear classifier with linguistic features</td>
<td>0.5573</td>
<td>0.4748</td>
<td>0.0053</td>
<td>0.0140</td>
</tr>
<tr>
<td>SVM with CNN classifier, and linguistic features</td>
<td>0.7058</td>
<td>0.5510</td>
<td>0.0079</td>
<td>0.0357</td>
</tr>
<tr>
<td>SVM with Flesch features</td>
<td>0.7177</td>
<td>0.6257</td>
<td>0.0079</td>
<td>0.0292</td>
</tr>
<tr>
<td>SVM with CNN ordered classes regression and linguistic features</td>
<td>0.7186</td>
<td>0.6305</td>
<td>0.0074</td>
<td>0.0282</td>
</tr>
<tr>
<td>SVM with CNN age regression and linguistic features</td>
<td>0.7231</td>
<td>0.6053</td>
<td>0.0062</td>
<td>0.0331</td>
</tr>
<tr>
<td>SVM with CNN age regression and linguistic features</td>
<td>0.7281</td>
<td>0.6104</td>
<td>0.0057</td>
<td>0.0337</td>
</tr>
<tr>
<td>SVM with linguistic features</td>
<td>0.7582</td>
<td>0.6432</td>
<td>0.0089</td>
<td>0.0379</td>
</tr>
<tr>
<td>SVM with transformer, Flesch features, and linguistic features</td>
<td>0.7627</td>
<td>0.6263</td>
<td>0.0075</td>
<td>0.0301</td>
</tr>
<tr>
<td>SVM with transformer and linguistic features</td>
<td>0.7678</td>
<td>0.6656</td>
<td>0.0230</td>
<td>0.0385</td>
</tr>
<tr>
<td>SVM with linguistic features and Flesch Features</td>
<td>0.7694</td>
<td>0.6446</td>
<td>0.0060</td>
<td>0.0406</td>
</tr>
<tr>
<td>SVM with HAN</td>
<td>0.7931</td>
<td>0.6724</td>
<td>0.0448</td>
<td>0.0449</td>
</tr>
<tr>
<td>SVM with HAN and linguistic features</td>
<td>0.8014</td>
<td>0.6751</td>
<td>0.0263</td>
<td>0.0379</td>
</tr>
<tr>
<td>HAN</td>
<td>0.8024</td>
<td>0.6775</td>
<td>0.1116</td>
<td>0.1825</td>
</tr>
</tbody>
</table>

Table 12: Newsela model results sorted by weighted F1 score
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Abstract
The effect of noisy labels on the performance of NLP systems has been studied extensively for system training. In this paper, we focus on the effect that noisy labels have on system evaluation. Using automated scoring as an example, we demonstrate that the quality of human ratings used for system evaluation have a substantial impact on traditional performance metrics, making it impossible to compare system evaluations on labels with different quality. We propose that a new metric, proportional reduction in mean squared error (PRMSE), developed within the educational measurement community, can help address this issue, and provide practical guidelines on using PRMSE.

1 Introduction
NLP systems are usually trained and evaluated using human labels. For automated scoring systems, these would be scores assigned by human raters. However, human raters do not always agree on the scores they assign (Eckes, 2008; Ling et al., 2014; Davis, 2016; Carey et al., 2011) and the inter-rater agreement can vary substantially across prompts as well as across applications. For example, in the ASAP-AES data (Shermis, 2014), the agreement varies from Pearson’s $r=0.63$ to $r=0.85$ across “essay sets” (writing prompts).

In many automated scoring studies, the data for training and evaluating the system are randomly sampled from the same dataset, which means that the quality of human labels may affect both system training and evaluation. Notably, the effect of label quality on training and evaluation may not be the same. Previous studies (Reidsma and Carletta, 2008; Loukina et al., 2018) suggest that when annotation noise is relatively random, a system trained on noisier annotations may perform as well as a system trained on clean annotations. On the other hand, noise in the human labels used for evaluation can have a substantial effect on the estimates of system performance even if the noise is random.

In this paper, our focus is the effect of noise in human labels on system evaluation. How do we compare two systems evaluated on datasets with different quality of human labels? While there exist several public data sets that can be used to benchmark and compare automated scoring systems, in many practical and research applications the scoring systems are customized for a particular task and, thus, cannot be evaluated appropriately on a public dataset. As a result, the research community has to rely on estimates of system performance to judge the effectiveness of the proposed approach. In an industry context, the decision to deploy a system is often contingent on system performance meeting certain thresholds which may even be codified as company- or industry-wide standards.

A typical solution to the problem of different human-human agreement across evaluation datasets is to use human-human agreement itself as a baseline when evaluating a system (Shermis, 2014). In this case, the system can be evaluated either via a binary distinction (did its performance reach human-human agreement?) or by looking at the differences in agreement metrics as measured between two humans and between a single human and the machine, known as “degradation” (Williamson et al., 2012). Yet how do we interpret these numbers? Is a system that exceeds a human-human agreement of $r=0.4$ on one dataset better than another that performs just below a human-human agreement of $r=0.9$ on a different dataset?

In this paper, we use simulated data to demonstrate that the rate of human-human agreement has a substantial effect on estimates of system performance, making it difficult to compare systems that are evaluated on different datasets. We also show that this problem cannot be resolved by simply looking at the difference between human-human
and machine-human agreement. We then show that one possible solution is to use proportional reduction in mean squared error (PRMSE) (Haberman, 2008), a metric developed in the educational measurement community, which relies on classical test theory and can adjust for human error when computing estimates of system performance.

2 Related work

The effect of noisy labels on machine learning algorithms has been extensively studied in terms of their effect on system training in both general machine learning literature (see, for example, Frénay and Verleysen (2014) for a comprehensive review), NLP (Reidsma and Carletta, 2008; Beigman Klebanov and Beigman, 2009; Schwartz et al., 2011; Plank et al., 2014; Martínez Alonso et al., 2015; Jamison and Gurevych, 2015) and automated scoring (Horbach et al., 2014; Zesch et al., 2015).

One key insight that emerged from such work is that the nature of the noise is extremely important for the system performance. Machine learning algorithms are greatly affected by systematic noise but are less sensitive to random noise (Reidsma and Carletta, 2008; Reidsma and op den Akker, 2008). A typical case of random noise is when the labeling is done by multiple annotators which minimizes the individual bias introduced by any single annotator. For example, in a study on crowdsourcing NLP tasks, Snow et al. (2008) showed that a system trained on a set of non-expert annotations obtained from multiple annotators outperformed a system trained with labels from one expert, on average.

The studies discussed so far vary the model training set, or training regime, or both while keeping the evaluation set constant. Fewer studies have considered how inter-annotator agreement may affect system evaluation when the training set is held constant. These studies have shown that in the case of evaluation, the label quality is likely to have a substantial impact on the estimates of system performance even if the annotation noise is random.

Reidsma and Carletta (2008) used simulated data to explore the effect of noisy labels on classifier performance. They showed that the performance of the model, measured using Cohen’s Kappa, when evaluated against the ‘real’ (or gold-standard) labels was higher than the performance when evaluated against the ‘observed’ labels with added random noise. This is because for some instances, the classifier’s predictions were correct, but the ‘observed’ labels contained errors.

Loukina et al. (2018) used two different datasets to train and evaluate an automated system for scoring spoken language proficiency. They showed that training an automated system on perfect labels did not give any advantage over training the system on noisier labels, confirming previous findings that automated scoring systems are likely to be robust to random noise in the data. At the same time, the choice of evaluation set led to very different estimates of system performance regardless of what data was used to train the system.

Metrics such as Pearson’s correlation or quadratically-weighted kappa, commonly used to evaluate automated scoring systems (Williamson et al., 2012; Yannakoudakis and Cummins, 2015; Haberman, 2019), compare automated scores to observed human scores without correcting for any errors in human scores. In order to account for differences in human-human agreement, these are then compared to the same metrics computed for the human raters using measures such as “degradation”: the difference between human-human and human-machine agreement (Williamson et al., 2012).

In this paper, we build on findings from the educational measurement community to explore an alternative approach where estimates of system performance are corrected for measurement error in the human labels. Classical test theory (Lord and Novick, 1968) assumes that the human holistic score is composed of the test’s true score and some measurement error. A “true” score is defined as the expected score over an infinite number of independent administrations of the test. While such true scores are latent variables, unobservable in real life, their underlying distribution and measurement error can be estimated if a subset of responses is scored by two independently and randomly chosen raters. Haberman (2008); Haberman et al. (2015); Haberman and Yao (2015); Yao et al. (2019a,b); Zhang et al. (2019) proposed a new metric called proportional reduction in mean squared error (PRMSE) which evaluates how well the machine scores predict the true score, after adjusting for the measurement error. The main contribution of this paper is a further demonstration of the utility of this metric in the context of automated scoring. Outside of educational measurement, a similar approach has been been explored in pattern recognition by Lam and Stork (2003), for example, who used estimated error rates in human labels to adjust
performance estimates.

We further explore how agreement between human raters affects the evaluation of automated scoring systems. We focus on a specific case where the human rating process is organized in such a way that annotator bias is minimized. In other words, the label noise can be considered random. We also assume that the scores produced by an automated scoring system are on a continuous scale. This is typical for many automated scoring contexts including essay scoring (Shermis, 2014), speech scoring (Zechner et al., 2009) and, to some extent, content scoring (Madnani et al., 2017a; Riordan et al., 2019) but, of course, not for all possible contexts: for example, some of the SemEval 2013 shared tasks on short answer scoring (Dzikovska et al., 2016) use a different scoring approach.

3 Simulated data

In this paper, we use simulated gold-standard (or “true”) scores, human scores and system scores for a set of 10,000 responses. Since “true” scores are not available for real data, using simulated data allows us to compare multiple raters and systems to the known ground-truth.1 We focus on evaluation only and make no assumptions about the quality of the labels in the training set or any other aspects of system training. The only thing we know is that different human raters and different systems in our data set assign different scores and have different performances when evaluated against true scores.

As our gold-standard, we use a set of continuous scores simulated for each response and consider these to be the correct “true” score for the response. Note that the continuous nature of gold-standard scores allows us to capture the intuition that some responses fall between the ordinal score points usually assigned by human raters. To create such gold-standard scores, we randomly sampled 10,000 values from a normal distribution using the mean and standard deviation of human scores observed in a large-scale assessment (mean=3.844, std=0.74). Since the scores in the large-scale assessment we use as reference varied from 1 to 6, the gold-standard scores below 1 and above 6 were also truncated to 1 and 6 respectively.

Next, we simulated scores from 200 human raters for each of these 10,000 “responses”. For each rater, its score for a response was modeled as the gold-standard score for the response plus a random error. We model different groups of raters: with low (inter-rater correlation $r=0.4$), moderate ($r=0.55$), average ($r=0.65$) and high ($r=0.8$) agreement. The correlations for different categories were informed by correlations we have observed in empirical data from various studies. The errors for each rater were drawn from a normal distribution with a mean of 0. We chose the standard deviation values used to sample the errors in order to create 4 categories of 50 raters, each defined by a specific average inter-rater correlation. Since in most operational scenarios, human raters assign an integer score, all our simulated human scores were rounded to integers and truncated to lie in [1, 6], if necessary. Table 1 shows the correlations between the simulated human rater scores within each category.

Table 1: A description of the 4 categories of simulated human raters used in this study. The table shows the label of each category, the number of raters in the category, the average correlation between pairs of raters within the category, and the mean and standard deviation of the scores assigned by raters in the category.

<table>
<thead>
<tr>
<th>Category</th>
<th># raters</th>
<th>HH-corr</th>
<th>mean</th>
<th>std</th>
</tr>
</thead>
<tbody>
<tr>
<td>Low</td>
<td>50</td>
<td>0.40</td>
<td>3.83</td>
<td>1.14</td>
</tr>
<tr>
<td>Moderate</td>
<td>50</td>
<td>0.55</td>
<td>3.83</td>
<td>0.99</td>
</tr>
<tr>
<td>Average</td>
<td>50</td>
<td>0.65</td>
<td>3.83</td>
<td>0.91</td>
</tr>
<tr>
<td>High</td>
<td>50</td>
<td>0.80</td>
<td>3.83</td>
<td>0.83</td>
</tr>
</tbody>
</table>

For each response, we also simulated 25 automated scores. Like human scores, automated scores were simulated as gold-standard scores plus random error. We chose the standard deviation values used to sample the random errors so as to obtain specific levels of performance against the gold-standard scores: the worst system had a Root Mean Squared Error (RMSE) of 0.74 score points while the best system had an error of 0.07 score points. Since the interpretation of RMSE depends on the score scale, we chose these values as the percentage of gold-standard score variance.

Table 2 summarizes different automated systems simulated for this study. We created 5 categories of systems with 5 systems in each category. For the worst systems (“poor”), the mean squared error was equal to the variance of gold-standard scores ($R^2=0$). In other words, in terms of scoring error, a system from the “poor” category performed no

1cf. Reidsma and Carletta (2008); Yannakoudakis and Cummins (2015) who also used simulated data to model system evaluation.
better than a constant. For the best system (from the “perfect” category), the mean squared error was only 0.1% of gold-standard score variance with the system achieving an \( R^2 \) of 0.99. The systems within each category were very close in terms of performance as measured by mean squared error but the actual simulated scores for each system were different. These simulated systems will help evaluate whether performance metrics can both differentiate systems with different performance and correctly determine when two systems have similar performance.

<table>
<thead>
<tr>
<th>Category</th>
<th>N</th>
<th>( R^2 ) (GS)</th>
<th>r (GS)</th>
<th>r (‘Average’)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Poor</td>
<td>5</td>
<td>0.01</td>
<td>0.71</td>
<td>0.57</td>
</tr>
<tr>
<td>Low</td>
<td>5</td>
<td>0.40</td>
<td>0.79</td>
<td>0.64</td>
</tr>
<tr>
<td>Medium</td>
<td>5</td>
<td>0.65</td>
<td>0.86</td>
<td>0.69</td>
</tr>
<tr>
<td>High</td>
<td>5</td>
<td>0.80</td>
<td>0.91</td>
<td>0.74</td>
</tr>
<tr>
<td>Perfect</td>
<td>5</td>
<td>0.99</td>
<td>1.00</td>
<td>0.80</td>
</tr>
</tbody>
</table>

Table 2: A description of the 5 categories of simulated systems used in this study. The table shows the label of each category, the number of systems in the category, the average \( R^2 \) of the systems within the category, and the \( r \) when evaluating the systems in the category against the gold-standard scores (“GS”). The last column shows the average correlation of the systems’ scores with simulated rater scores from the “Average” category.

To summarize, the final simulated dataset consisted of 10,000 “responses”. Each response had 1 “gold-standard” score, 200 “human” scores and 25 “system” scores.

4 Problems with traditional metrics

4.1 Rating quality and performance

We first considered how the quality of human labels affects the estimates of the metrics that are typically used to evaluate automated scoring engines. For the analyses in this section, we used the scores from one of our simulated systems from the “High” system category (\( R^2 \) with gold-standard scores = 0.8). We then randomly sampled 50 pairs of simulated raters from each rater category and evaluated the human-machine agreement for each pair. We used both the score from the first rater in the pair as well as the average of the the two rater scores in the pair as our reference score and computed four metrics: Pearson’s \( r^2 \), quadratically-weighted kappa (QWK)\(^3\), \( R^2 \), and degradation (correlation between the scores of the two humans minus the correlation between scores of our chosen system and the reference human score). Figure 1 shows how these metrics for the same system vary depending on the human agreement in the evaluation dataset.

As the figure shows, the estimates of performance for the same set of scores vary drastically depending on the quality of human ratings whether we use the score from the first human rater or the average of the two scores. For example, estimates of correlation vary from mean \( r = 0.69 \) when computed against the average scores of two raters with low agreement to \( r = 0.86 \) when computed against the average score of two raters with high agreement. The difference between \( r = 0.69 \) and \( r = 0.86 \) is considerable and, at face value, could influence both deployment decisions in an industry context as well as conclusions in a research context. Yet all it actually reflects is the amount of noise in human labels: both correlations were computed using the same set of automated scores. Looking at degradation does not resolve the issue: the degradation in our simulation varied from \(-0.05\) to \(-0.30\). It is obvious that the metrics improve when the human-human agreement goes from low to high, regardless of which metric is used, and do not provide a stable estimate of model performance. This pattern is consistent across different sets of automated scores.

4.2 Rating quality and ranking

Given how much the estimates of system performance vary depending on the quality of human ratings, it is clear that the quality of human ratings will also affect the comparison between different systems if they are evaluated on different datasets.

To demonstrate this, we randomly sampled 25 pairs of simulated raters with different levels of human-human agreement, the same as the number of simulated systems in our data, and “assigned” a different pair to each system. Each pair of raters

\(^2\)We use raw correlation coefficients, not \( z \)-transforms, as is the norm in automated scoring literature.

\(^3\)QWK for continuous scores was computed cf. Haberman (2019) as implemented in RSMTool (Madnani et al., 2017b)
is always sampled from the same rater category but different systems are evaluated on pairs from different rater categories. Thus, for example, 3 of 5 systems in the “low” system category were evaluated against rater pairs with “high” agreement, while the remaining two systems in that category were evaluated against rater pairs with “average” agreement. At the same time, for “medium” category systems, 3 out of 5 systems were evaluated on raters with “low” agreement (see also Table 1 in the Appendix). This simulation was designed to mimic, in a simplified fashion, a situation where different research studies might evaluate their systems on datasets with different quality of human ratings.

We then evaluated each system against their assigned rater pairs using the standard agreement metrics and ranked the systems based on each of the metrics. The results are presented in the first four subplots in Figure 2. For comparison, we also evaluated the systems against a single pair of raters from the “average” rater category, i.e., using the same rater pair for each system. The system ranking when systems are evaluated against rater pairs is shown as red dots. The figure shows that when different systems are evaluated against the same rater pair, their ranking is consistent with what we know to be the correct ranking in our simulated dataset. However, when different systems are evaluated against different pairs of raters, their ranking can vary depending on the quality of the ratings and the chosen metric. All metrics - except degradation - correctly ranked the worst performing systems (in the “poor” system category), but they could not reliably differentiate between the other categories. In our simulated dataset, we see substantial overlaps in $R^2$ between systems in the “medium”, “high”, and “perfect” system categories, with even larger overlaps for other metrics.

Notably, when rater quality differs across the datasets used to evaluate a system, the degradation between human-human and system-human agreement, a common way to control for differences in said rater quality, does not always provide accurate system rankings. In our simulated dataset, based on degradation, some of the systems from the “perfect” system category ranked lower than some of the systems from the “medium” system category.

4.3 What if we had more than two raters?

Figure 1 showed that evaluating system scores against the average of two raters leads to higher estimates of agreement than when the system is evaluated against a single rater. This is not surprising: in our simulated dataset, the rater error is modeled as random and averaging across several simulated raters means that errors can cancel out when the number of raters is sufficiently large. In fact, we expect that evaluating the system against the average of multiple raters should provide performance estimates close to the known performance against the gold-standard scores. In this section, we simulated a situation where each response is scored by up to 50 raters.

For each category of raters, we randomly ordered the raters within this category and computed the cumulative average score of an increasing number of raters. We then evaluated the same system from the “high” system category used in §4.1 against this cumulative average score. The results are presented in Figure 3. The red lines indicate the values when evaluating the system’s performance against the...
gold-standard scores. As expected, for all rater categories, the performance estimates for the system approach the known gold-standard performance as the number of raters increases.

5 PRMSE with reference to true scores

The simulations in the previous sections demonstrate that the values of metrics usually used to evaluate automated scoring systems are directly dependent on the quality of human ratings used to evaluate the system. In fact, the effect of human label quality can be so large such that two identical systems may appear drastically different while the performance of two very different systems may appear very similar. One possible solution is to collect additional ratings for each response from multiple raters as we showed in §4.3. This solution is likely to be too expensive to be feasible: for example, in our simulated dataset, we would need to collect at least 10 additional ratings for each response in order to obtain stable estimates of system performance, more if the rater agreement is low.

The solution we propose comes from the educational measurement community and draws on test theory methods to adjust the system performance estimates for measurement error.

5.1 The definition of PRMSE

The main idea behind PRMSE is to evaluate the automated scores against the true scores rather than the observed human scores. Classical test theory assumes that the human label $H$ consists of the true score $T$ and a measurement error $E$ and $\text{Var}(H) = \text{Var}(T) + \text{Var}(E)$. While it is impossible to compare system scores to the latent true scores for each individual response, it is possible to use the variability in human ratings to estimate the rater error and to compute an overall measure of agreement between automated scores and true scores after subtracting the rater error from the vari-
ance of the human labels.

Just like $R^2$, PRMSE relies on the concepts of mean squared error (MSE) and proportional reduction in mean squared error (hence PRMSE), but in this case, these measures are computed between the automated score $M$ and the true score $T$ instead of the human label $H$, where $\text{MSE} = E(M - T)^2$ and $\text{PRMSE} = 1 - \frac{\text{MSE}}{\text{Var}(T)}$.

Also similar to $R^2$, PRMSE is expected to fall between 0 and 1. A value of 0 indicates that system scores explain none of the variance of the true scores, while a value of 1 implies that system scores explains all the variance of true scores. In general, the higher the PRMSE, the better the system scores are at predicting the true scores.

We provide a detailed derivation for PRMSE in the Appendix. A Python implementation of PRMSE is available in RSMTool in the `rsmtool.utils.prmse` module.9

### 5.2 PRMSE and human-human agreement

In this section, we show how PRMSE can help address the issues discussed in §4. We first considered the case where the same system is evaluated against ratings of different quality. As shown in §4.1, all traditional metrics of system performance are affected by human-human agreement and, therefore, estimates for these metrics vary depending on which pair of raters is used to evaluate the system. Therefore, in this section, we only compare PRMSE to $R^2$.

![PRMSE vs. R² with pairs of raters for the same system](image)

Figure 4: $R^2$ with average human score and PRMSE for the same system when evaluated against human ratings with different levels of agreement. The red line shows the value of $R^2$ when evaluating system performance against gold-standard scores.

We used the same pairs of raters and the same systems as in §4.1 to compute PRMSE and then compared its values to the values of $R^2$ for the same pair of raters. Both these metrics rely on comparing the mean prediction error to the variance of gold-standard scores. For $R^2$, the gold-standards scores are the observed human-assigned scores that are available and can be used for computation. The gold-standard scores for PRMSE are the latent true scores that cannot be used directly: the metric is instead computed using the observed human scores and the estimates of raters’ variance as explained in the previous section.9 Figure 4 shows the values of $R^2$ when evaluating the same system against different categories of human raters and the values of PRMSE for the same evaluations. While $R^2$, as we have already seen, varies between 0.43 and 0.71 depending on the quality of human ratings, PRMSE remains relatively stable between 0.76 and 0.82. We also note that the values of PRMSE are centered around the $R^2$ between system scores and gold-standard scores (0.8 in this case), as expected.

Next, we considered whether PRMSE can help obtain stable system rankings when systems are evaluated against human ratings with different qualities. We used the same combinations of simulated rater pairs and systems as in §4.2 and computed PRMSE for each system and rater pair. We then ranked the systems based on their PRMSE values. The results are presented in the last subplot in Figure 2. The figure shows that even though different systems were evaluated against human ratings of different quality, their final ranking based on PRMSE was consistent with the known correct ranking based on the gold-standard scores.

In summary, PRMSE is more robust to the quality of human ratings used for system evaluation and can reliably rank systems regardless of the quality of human labels used to evaluate them.

### 5.3 PRMSE and double-scoring

In §5.2, we considered a situation where all responses are double-scored. In reality, often only a subset of responses has several scores available to compute inter-rater agreement. The formula for PRMSE presented in the Appendix also allows us to compute PRMSE in such a situation: in this case, the variance of human errors is computed using only the double-scored responses. The prediction error

9Although the true scores are known in our simulation, the values of PRMSE in this and the following sections are computed using observed human scores only following the formulas in the Appendix, without using the simulated true scores.
and variance are computed using all responses in the sample and either the average of two scores when available or the single available score. The numbers are adjusted for the percentage of the total number of ratings available for each response.

To test how PRMSE values depend on the percentage of double scored responses, we randomly sampled 50 pairs of raters from each rater category and created, for each of these 200 pairs, 7 new datasets each with a different percentage of double-scored responses. We then computed PRMSE for a randomly selected system from the “high” category for each of these 1,400 datasets. To check whether it is the percentage of double-scored responses that matters or the number of double-scored responses, we also computed a second PRMSE value over only the double-scored responses available in each case. For example, when simulating the scenario where we only have 10% of the responses double-scored, we compute two PRMSE values: (a) over the full dataset (10,000 responses) with 10% (1,000) double-scored and 90% (9,000) single-scored responses and (b) over a smaller dataset that only includes the 1,000 double-scored responses. The results are shown in Figure 5 (see also Table 2 in the Appendix). These results show that PRMSE values are much more stable with a larger number of double-scored responses and what matters is the total number of double-scored responses, not their percentage in the sample. There is substantial variability in PRMSE values when the number of double-scored responses is low, especially when computed on human ratings with low inter-rater agreement. In our simulated experiments, consistent values of PRMSE (to the first decimal) were achieved with 1,000 responses if the quality of human ratings was moderate-to-high. More responses would be necessary to reliably estimate PRMSE with low inter-rater agreement.

6 Discussion

The performance of automated systems is often lower on data with lower human-human agreement. While this may mean that responses harder to score for humans are also harder to score for machines, our analyses show that this is not always true. Furthermore, since subsets of the same dataset are often used for both system training and evaluation, separating the effect of noisy labels on training from that on evaluation may be impossible.

In this paper, we showed that even for the same set of automated scores, estimates of system performance depend directly on the quality of the human labels used to compute the agreement metrics. We also showed that using standard performance metrics to compare two systems may be misleading if the systems are evaluated against human scores with different inter-rater agreements. Comparing system performance to human-human agreement using degradation does not resolve this issue.

We proposed that a new metric, PRMSE, developed within the educational measurement community for evaluation is an effective way to obtain estimates of system performance that are adjusted for human-human agreement. PRMSE provides system evaluation against ‘true’ scores, thus making it possible to compare different systems on the same scale and offering a performance metric that is robust to the quality of human labels.

We emphasize that PRMSE does not affect the evaluation results when the systems are evaluated on the same set of human labels, for example, in Figure 5: The distribution of PRMSE values depending on the percentage (left) or number (right) of double-scored responses. Different colors indicate levels of inter-rater agreement, i.e., rater category. The dotted line shows the known $R^2$ against gold-standard scores. Some PRMSE values for N=100 and “low” agreement were around 1.6 and are omitted for clarity. PRMSE values > 1 indicate that sample size is too small to reliably estimate error variance.
the context of a shared task or a benchmark dataset. However, it can help compare system performance across studies as well as within studies, for example, when the dataset includes multiple items with varying levels of human–human agreement in their respective human scores.

The theory behind PRMSE makes certain assumptions about the nature of the rater error: it is assumed to be random with a mean of 0 and finite variance. Furthermore, the rater error is assumed to be independent of the item and its true score. There are several steps one can take to make sure the data meets these assumptions. For example, a standard way to randomize rater error is to set up the scoring process in a way such that multiple raters each score a different set of responses. Furthermore, one should additionally check whether human ratings have similar mean and variance. We note that other models discussed in the NLP literature (see §2), made other assumptions, for example that noisier labeling is more likely for some items (“hard” cases) than others. The performance of PRMSE under such conditions remains subject for future studies.

Finally, while PRMSE can adjust estimates of system performance for human error, it does not fully address the issue of different datasets. Users of automated scoring still need to use their judgement – or additional extrinsic criteria – to decide whether two systems can be deemed comparable.

7 Practical guidelines for PRMSE

We conclude with guidelines for using PRMSE.

- PRMSE estimates of system performance are robust to human–human agreement and can be used to compare systems across datasets.
- PRMSE computation assumes that the rating process is set up to randomize rater error: e.g. even if most responses only have a single score, the scoring process should involve multiple raters each scoring a different set of responses to minimize individual rater bias.
- Both sets of human ratings used to estimate PRMSE should have similar mean and variance and similar agreement with system scores.
- Responses selected for double-scoring must be a random sample of all responses.
- We recommend a total of at least 1000 double-scored responses to reliably estimate the human error. For human–human correlations $> 0.65$, a smaller sample (such as 500) might suffice.
- PRMSE values above 1 indicate that the double-scored sample is too small.
- PRMSE should be used in combination with other metrics of human-machine agreement.
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A The distribution between system and rater categories

The table below shows how systems from different categories were assigned to different pairs of raters.

<table>
<thead>
<tr>
<th>System</th>
<th>Low</th>
<th>Moderate</th>
<th>Average</th>
<th>High</th>
</tr>
</thead>
<tbody>
<tr>
<td>Poor</td>
<td>1</td>
<td>3</td>
<td>0</td>
<td>1</td>
</tr>
<tr>
<td>Low</td>
<td>0</td>
<td>0</td>
<td>2</td>
<td>3</td>
</tr>
<tr>
<td>Medium</td>
<td>3</td>
<td>0</td>
<td>1</td>
<td>1</td>
</tr>
<tr>
<td>High</td>
<td>2</td>
<td>1</td>
<td>1</td>
<td>1</td>
</tr>
<tr>
<td>Perfect</td>
<td>2</td>
<td>0</td>
<td>2</td>
<td>1</td>
</tr>
</tbody>
</table>

Table 3: The distribution between different systems and different pairs of raters. The table shows how many systems from each system category were evaluated using pairs of raters from different rater categories.

B Deriving the PRMSE formula

Let

- $N$ denote the total number of responses in the evaluation set.
- $c_i$ denote the number of human ratings for response $i$.
- $H_{ij}$ denote human rating $j = 1, \ldots, c_i$ for response $i$, and
- $H_i = \frac{1}{c_i} \sum_{j=1}^{c_i} H_{ij}$ denote the average human rating for response $i$.
- $\bar{H} = \frac{\sum_i c_i H_i}{\sum_i c_i}$ denote the average of all human ratings.
- Let $M_i$ denote the predicted score for response $i$.

The true human score model assumes a hypothetical infinite population/sequence of human raters that could score responses and assumes that the raters a response actually receives are an unbiased sample from this population. The raters $H_{ij}$ are assumed to have the same error variance and the errors $\epsilon_{ij}$ are uncorrelated. The model defines the true human score by

$$T_i = \lim_{c_i \to \infty} \frac{1}{c_i} \sum_{j=1}^{c_i} Y_{ij} = E[H_{ij}]$$

and the error $\epsilon_{ij}$ as $\epsilon_{ij} = H_{ij} - T_i$, or stated differently $H_{ij} = T_i + \epsilon_{ij}$.

B.1 Estimating the error variance

If we have only two ratings per response then we estimate the error variance by recognizing

$$V_\epsilon = \frac{1}{2} E[(H_{i2} - H_{i1})^2]$$

which can easily be estimated with the unbiased estimator

$$\hat{V}_\epsilon = \frac{1}{2N} \sum_{i=1}^{N} (H_{i2} - H_{i1})^2$$

When we have more than two raters, the variance of rater errors is computed as a pooled variance estimator. We first calculate the within-subject variance of human ratings $V_i$ for each response $i$ using denominator $c_i - 1$:

$$V_i = \frac{\sum_{j=1}^{c_i} (H_{ij} - \bar{H}_i)^2}{c_i - 1}$$

We then take a weighted average of those within-responses variances:

$$\hat{V}_\epsilon = \frac{\sum_{i=1}^{N} V_i * (c_i - 1)}{\sum_{i=1}^{N} (c_i - 1)}$$

B.2 Estimating true score variance

An unbiased estimator of the true score variance is

$$\hat{V}_T \equiv \text{Var}(T) = \frac{\sum_{i=1}^{N} c_i (\bar{H}_i - \bar{H})^2 - (N - 1) \hat{V}_\epsilon}{c_i - \sum_{i=1}^{N} c_i}$$

where $c_i = \sum_{i=1}^{N} c_i$ is the total number of observed human scores.

B.3 Estimating mean squared error

We estimate the mean squared error of the automated scores $M_i$ with the following unbiased estimator.

$$\hat{\text{MSE}}(T|M) = \frac{1}{c} \left( \sum_{i=1}^{N} c_i (\bar{H}_i - M_i)^2 - N\hat{V}_\epsilon \right)$$
B.4 Estimating PRMSE

With estimators for the MSE and the variance of the true score available, estimation of PRMSE is simple.

\[
\hat{\text{PRMSE}} = 1 - \frac{\hat{\text{MSE}}(T|M)}{\hat{V}_T} \tag{8}
\]

C Impact of double-scoring

Table 4 shows the range of PRMSE values we observed for different number of double-scored responses and human-human agreement.

<table>
<thead>
<tr>
<th>N</th>
<th>Low</th>
<th>Moderate</th>
<th>Average</th>
<th>High</th>
</tr>
</thead>
<tbody>
<tr>
<td>100</td>
<td>1.01</td>
<td>0.41</td>
<td>0.26</td>
<td>0.12</td>
</tr>
<tr>
<td>250</td>
<td>0.46</td>
<td>0.30</td>
<td>0.15</td>
<td>0.09</td>
</tr>
<tr>
<td>500</td>
<td>0.33</td>
<td>0.17</td>
<td>0.12</td>
<td>0.07</td>
</tr>
<tr>
<td>1,000</td>
<td>0.24</td>
<td>0.13</td>
<td>0.08</td>
<td>0.06</td>
</tr>
<tr>
<td>2,500</td>
<td>0.18</td>
<td>0.09</td>
<td>0.07</td>
<td>0.03</td>
</tr>
<tr>
<td>5,000</td>
<td>0.08</td>
<td>0.07</td>
<td>0.04</td>
<td>0.02</td>
</tr>
<tr>
<td>10,000</td>
<td>0.06</td>
<td>0.03</td>
<td>0.02</td>
<td>0.02</td>
</tr>
</tbody>
</table>

Table 4: The range of observed PRMSE values for different number double-scored responses and different levels of human-human agreement.
Abstract

Automated Essay Scoring (AES) can be used to automatically generate holistic scores with reliability comparable to human scoring. In addition, AES systems can provide formative feedback to learners, typically at the essay level. In contrast, we are interested in providing feedback specialized to the content of the essay, and specifically for the content areas required by the rubric. A key objective is that the feedback should be localized alongside the relevant essay text. An important step in this process is determining where in the essay the rubric designated points and topics are discussed. A natural approach to this task is to train a classifier using manually annotated data; however, collecting such data is extremely resource intensive. Instead, we propose a method to predict these annotation spans without requiring any labeled annotation data. Our approach is to consider AES as a Multiple Instance Learning (MIL) task. We show that such models can both predict content scores and localize content by leveraging their sentence-level score predictions. This capability arises despite never having access to annotation training data. Implications are discussed for improving formative feedback and explainable AES models.

1 Introduction

The assessment of writing is an integral component in the pedagogical use of constructed response items. Often, a student’s response is scored according to a rubric that specifies the components of writing to be assessed—such as content, grammar, and organization—and establishes an ordinal scale to assign a score for each of those components. Furthermore, there is strong evidence of learning improvements when instructors provide feedback to their students (Graham et al., 2011). Their comments can take the form of holistic, document-level feedback, or more specific, targeted feedback that addresses an error or praises an insight at relevant locations in the paper.

As far back as the 1960s, computers have been employed in essay scoring (Page, 1966). Thus, automated essay scoring (AES) is a well-studied area, and with modern approaches, AES systems are often as reliable as human scorers (Shermis and Burstein, 2003, 2013). However, many of these systems are limited to providing holistic scores—that is, they assign an ordinal value for every component in the rubric.

Furthermore, some AES systems can provide document-level feedback, but this requires students to interpret which parts of their text the feedback refers to. When an automated scoring system additionally provides location information, students can leverage a more specific frame of reference to better understand the feedback. Indeed, students are more likely to understand and implement revisions when given feedback that summarizes and localizes relevant information (Patchan et al., 2016).

We are interested in automatically providing localized feedback on the content of an essay. The specific kinds of feedback provided can vary, ranging from positive feedback reinforcing that a student correctly covered a specific topic, to feedback indicating areas that the student could improve. This latter category includes errors such as domain misconceptions or inadequate citations. We consider wholly omitted topics to be outside the scope of localized feedback, as they represent an overall issue in the essay that is best addressed by essay-level feedback.

From a machine learning perspective, content localization is difficult. Current automated localization is often very fine-grained, e.g., grammar checkers can identify spelling or grammar mistakes at the word level. However, we view the content of a student’s essay as primarily a sentence-level aspect of student writing. Critically, to provide this type of content feedback, we need to be able to
detect where in their essay a student is discussing that particular content. One approach would be to collect a corpus of training data containing essays with annotations indicating text spans where topics of interest were discussed. A supervised machine learning classifier could be trained on this data, and this localization model could then be integrated into a full AES feedback system. For example, a scoring model could identify the degree of coverage of rubric-required topics $t_1, \ldots, t_n$. A formative feedback system could generate suggestions for inadequately covered topics. Finally, the localization system could identify where this formative feedback should be presented. In this work, we address the localization part of this process.

While AES systems typically provide scoring of several rubric traits, we are interested primarily in the details of an essay’s content, and so our work here focuses on a detailed breakdown of content coverage into individual topics. For example, consider a prompt that asks students to discuss how to construct a scientific study on the benefits of aromatherapy. Each student answer is a short essay, and is scored on its coverage of six content topics. Examples of these topics include discussion of independent and dependent variables, defining a blind study, and discussing the difficulties in designing a blind study for aromatherapy. These kinds of content topics are what our localization efforts are focused on. Figure 1 shows a screenshot from an annotation tool containing an example essay with human-provided annotations and scores.

The downside of building a localization classifier based on annotation data is that such annotation data is very expensive to collect. Holistic scoring data itself is expensive to collect, and obtaining reliable annotations is even more difficult to orchestrate. Due to these issues, an approach that eliminates annotation training data is desirable. We propose a weakly-supervised multiple instance learning (MIL) approach to content localization, that relies on either document-level scoring information, or on a set of manually curated reference sentences. We show that both approaches can perform well at the topic localization task, without having been trained on localization data.

2 Automated Essay Scoring and Feedback

Automated Essay Scoring systems for providing holistic scoring are well studied (Shermis and Burstein, 2003, 2013). Some systems are specifically designed to provide formative feedback, with or without an accompanying overall score. Roscoe et al. (2012) presents an automated feedback system that measures attributes of the student response and provides specific feedback if certain thresholds are met (e.g., “use larger words” when the mean syllables per word is too low). In Foltz et al. (2000) an AES system is shown that uses Latent Semantic Analysis (LSA) to measure similarities between student sentences and reference sentences. Each required topic has a set of 1–3 reference sentences, and if no sentence in the student essay is similar to any reference sentences for that topic, feedback encouraging the student to more fully describe the topic is presented. Summary Street® provides students with content feedback during the summarization task, and specifically uses a reference document with LSA for semantic comparison (Steinhart, 2001; Franzke et al., 2005).

There has been effort toward providing students with localized feedback as well. Burstein et al. (2003) presents a system that uses an ensemble of supervised machine learning models to locate and provide feedback on discourse components such as thesis statements. Similarly, Chukharev-Hudilainen and Saricaoglu (2016) presents a system that provides feedback on discourse structure in essays written by English language learners.

A major drawback of these more localized feedback systems is the requirement that they be trained on annotation data, which is expensive to gather. Our work, which removes this constraint, is inspired by approaches that determine the contribution of individual sentences to the overall essay score. One such approach is described in Dong et al. (2017), which presents a neural network that generates an attention vector over the sentences in a response. This attention vector directly relates to the importance of each individual sentence in the computation of the final predicted score.

Woods et al. (2017) attempts to localize feedback based purely on the output of a holistic AES model. Specifically, they train an ordinal logistic regression model on a feature space consisting of character, word, and part-of-speech n-grams. They show that this model performs well on the AES task. They then propose a method for determining the contribution of each sentence to the overall score by measuring how much more likely a lower (or higher) score would be if that sentence was re-
moved. They then use the Mahalanobis distance to compute how much that sentence’s contribution differs from a known distribution of sentence contributions. Finally, they present feedback to the student, localized to sentences that were either noticeably beneficial or detrimental to the overall essay.

We are interested in almost exactly the same task as Woods et al. (2017) — the only difference is that we aim to predict the locations humans would annotate, while their goal was to evaluate the effectiveness of their localized feedback. Specifically, we frame annotation prediction as a task with a set of essays and a set of labels, such that each sentence in each essay has a binary label indicating whether or not the specified topic was covered in that sentence. The goal is to develop a model that can predict these binary labels given the essays.

Latent Dirichlet Allocation (LDA) is an unsupervised method for automatically identifying topics in a document (Blei et al., 2003), and is related to our goal of identifying sentences that received human annotations. This requires an assumption that the human annotators identified sentences that could match a specific topic learned by LDA. While there is some work on using LDA to aid in annotation (Camelin et al., 2011), we are unaware of any attempts to extend it to the educational writing domain. Our approach differs from LDA in that we use supervised techniques whose predictions can be transferred to the annotation domain, rather than approaching the problem as a wholly unsupervised task. Additionally, we are classifying sentences by topics rather than explicitly creating word topic models for the topics.

If one views student essays as summaries (e.g., of the section of the textbook that the writing prompt corresponds to), then summarization evaluation approaches could be applicable. In particular, the PEAK algorithm (Yang et al., 2016) builds a hypergraph of subject-predicate-object triples, and then salient nodes in that graph are identified. These salient nodes are then collected into summary content units (SCUs), which can be used to score summaries. In our case, these SCUs would correspond to recurring topics in the student essays. One possible application of PEAK to our annotation prediction problem would be to run PEAK on a collection of high-scoring student essays. Similarity to the identified SCUs could then be used as a weak signal of the presence of a human annotation for a given sentence. Our approach differs from this application of PEAK in that we not only utilize similarity to sentences from high-scoring essays, but also use sentences from low-scoring essays as negative examples for a given topic.

3 Multiple Instance Learning

To accomplish our goal of predicting annotations without having access to annotation data, we approach AES as a multiple instance learning regression problem. Multiple instance learning is a supervised learning paradigm in which the goal is to label bags of items, where the number of items in a bag can vary. The items in a bag are also referred to as instances. MIL is a well-studied area of machine learning, with a broad literature into its applications both in NLP (e.g., Bunescu and Mooney (2007)) and in general settings (e.g., Diet-
The standard description of MIL assumes that the goal is a binary classification. Intuitively, each bag has a known binary label, and we can think of the instances in a bag as having unknown binary labels. We then assume that the bag label is some aggregation of the unknown instance labels. We first describe MIL in these terms, and then extend those ideas to regression.

Formally, let $\mathcal{X}$ denote our collection of training data, and let $i$ denote an index over bags, such that each $X_i \in \mathcal{X}$ is of the form $X_i = \{x_{i1}, x_{i2}, \ldots, x_{im}\}$. Note that $m$ can differ among the elements of $X$, that is, the cardinalities of two elements $X_i, X_j \in \mathcal{X}$ need not be equal. Let $Y_i$ denote our training labels, such that each $X_i$ has a corresponding $Y_i \in \{0, 1\}$. We assume that there is a latent label for each instance $x_{ij}$, denoted by $y_{ij}$. Note that, in our specific application, $x_{ij}$ corresponds to the $j$-th sentence of the $i$-th document in our corpus. The standard assumption in MIL asserts that

$$Y_i = \begin{cases} 0 & \text{if } \forall x_{ij} \in X_i, y_{ij} = 0 \\ 1 & \text{if } \exists x_{ij} \in X_i, y_{ij} = 1 \end{cases}$$

That is, the standard assumption holds that a bag is positive if any of its constituent instances are positive. Another way of framing this assumption is that a single instance is responsible for an entire bag being positive.

In contrast, the collective assumption holds that $Y_i$ is determined by some aggregation function over all of the instances in a bag. Thus, under the collective assumption, a bag’s label is dependent upon more than one and possibly all of the instances in that bag.

AES is usually approached as a regression task, so these notions must be extended to regression. We adapt the standard assumption, that a single instance determines the bag label, by using a function that selects a single instance value from the bag. In this work, we use the maximum instance label. We adapt the collective assumption, that all instance labels contribute to the bag label, by using a function that aggregates across all instance labels. In this work, we use the mean instance label.

The application of MIL to natural language processing tasks is quite common. Wang et al. (2016) trains a convolutional neural network to aggregate predictions across sentences in order to predict discussion of events in written articles. By framing this task as a MIL problem, not only can they learn to predict the types of events articles pertain to, they can also predict which sentences specifically discuss those events. A variety of similar approaches that assign values to sentences and then use aggregation to create document scores have been used for sentiment analysis (Kotzias et al., 2015; Pappas and Popescu-Belis, 2017; Angelidis and Lapata, 2018; Lutz et al., 2019).

To the best of our knowledge, applications of MIL in educational domains are rare, and we are not aware of any attempts to explicitly approach AES as a MIL task. The educational MIL work that we are aware of uses MIL to determine overall student performance given their trajectory over the duration of a course (Zafra et al., 2011).

4 Automated Essay Scoring with Multiple Instance Learning

By framing AES as a MIL problem, the goal becomes predicting, for each sentence, the score for that sentence, and then aggregating those sentence-level predictions to create a document-level prediction. This goal requires determining both how to predict these sentence-level scores, and how to aggregate them into document-level scores. Note that we perform this task independently for each topic $t_1, \ldots, t_n$, but this discussion is limited to a single topic for clarity.

We define the AES task as follows. Assume we are given a collection of student essays $D$ and corresponding scores $y$. We assume these scores are numeric and lie in a range defined by the rubric -- we use integers, but continuous values could also work. For example, if the rubric for a concept defined the possible scores as Omitted/Incorrect, Partially Correct, and Correct, the corresponding entries in $y$ could be drawn from $\{0, 1, 2\}$. The AES task is to predict $y$ given $D$.

The intuition for why MIL is appropriate for AES is that, for many kinds of topics, the content of a single sentence is sufficient to determine a score. For example, consider a psychology writing prompt that requires students to include the definition of a specific kind of therapy. If an essay includes a sentence that correctly defines that type of therapy, then the essay as a whole will receive a high score for that topic.

We approach the sentence-level scoring task using k-Nearest Neighbors (kNN) (Cover and Hart, 1967). Denote the class label of a training example
\(a\) as \(y_a\). For each document in our training corpus, we project each sentence into a semantic vector space, generating a corresponding vector that we denote as \(x\). We assign to \(x\) the score of its parent document. We then train a kNN model on all of the sentences in the training corpus. We use the Euclidean distance as the metric for our nearest neighbor computations.

To predict the score of a new document using this model, we first split the document into sentences, project those sentences into our vector space, and use the kNN model to predict the score of each sentence. We define this sentence-level scoring function \(\phi\) as

\[
\phi(x) = \frac{1}{k} \sum_{a \in \text{knn}(x)} y_a
\]

where \(\text{knn}(x)\) denotes the set of \(k\) nearest neighbors of \(x\). We aggregate these sentence-level scores through a document-level scoring function \(\theta\):

\[
\theta(X_i) = \text{agg} \left( \phi(x_{i,j}) \right)
\]

where \(\text{agg}\) corresponds to either the maximum or the mean – that is, \(\text{agg}\) determines whether we are making the standard or collective assumption.

We consider three semantic vector spaces. We define our vocabulary \(V\) as the set of all words appearing in the training sentences. The first vector space is a tf-idf space, in which each sentence is projected into \(\mathbb{R}^{|V|}\) and each dimension in that vector corresponds to the term frequency of the corresponding vocabulary term multiplied by the inverse of the number of documents that contained that term.

We also consider a pretrained latent semantic analysis space. This space is constructed by using the singular value decomposition of the tf-idf matrix of a pretraining corpus to create a more compact representation of that tf-idf matrix (Landauer et al., 1998).

Finally, we consider embedding our sentences using SBERT (Reimers and Gurevych, 2019). SBERT is a version of BERT (Devlin et al., 2019) that has been fine-tuned on the SNLI (Bowman et al., 2015) and Multi-Genre NLI (Williams et al., 2018) tasks. These tasks involves predicting how sentences relate to one another. Critically, this means that the SBERT network has been specifically fine-tuned to embed individual sentences into a common space.

## 5 Weakly Supervised Localization

While this kNN-MIL model is ultimately trained to predict document-level scores for essays, as a side effect, it also generates a score prediction for each sentence. The central idea is that we can directly use these sentence-level scores as weak signals of the presence of annotation spans in the sentences.

Concretely, given our trained kNN-MIL model and an essay \(X_i\), we predict the presence of annotations as follows. Assume that the minimum and maximum scores allowed by the rubric for the given topic are \(S_{min}\) and \(S_{max}\), respectively. We leverage the sentence-level scoring function \(\phi\) to compute an annotation prediction function \(\alpha\):

\[
\alpha(x_{i,j}) = \frac{\phi(x_{i,j}) - S_{min}}{S_{max} - S_{min}}
\]

That is, our annotation prediction function \(\alpha\) is a rescaling of \(\phi\) such that it lies in \([0, 1]\), allowing us to interpret it as a normalized prediction of a sentence having an annotation.

As our goal is to predict annotation spans without explicit annotation data, we also consider a modification of this process. Rather than training our kNN-MIL model on a corpus of scored student essays, we could instead use a set of manually curated reference sentences to train the model. We consider two sources of reference sentences.

First, we consider reference sentences pulled from the corresponding rubric, labeled by the topic they belong to. Rubrics often have descriptions of ideal answers and their key points, so generating such a set is low-cost. However, sentences from rubric descriptions may not discuss a topic in the same way that a student would, or they may fail to anticipate specific correct student answers.

For these reasons, we also consider selecting reference sentences by manually picking sentences from the training essays. We consider all training essays that received the highest score on a topic as candidates and choose one to a few sentences that clearly address the topic. We specifically look for exemplars making different points and written in different ways. These identified sentences are manually labeled as belonging to the given topic, and each one is used as a different reference sentence when training our kNN-MIL model. Typically, just a few exemplars per topic is sufficient (Foltz et al., 2000).

Whether we collect examples of formal wording from the rubric or informal wording from student
answers, or both, we must then label the reference sentences for use in our kNN-MIL model. For a given topic, the references drawn from other topics provide negative examples of it. To convert these manual binary topic labels into the integer space that we use for the AES task, we assign to each reference sentence the maximum score for the topic(s) it was labeled as belonging to, and the minimum score to it for all other topics.

The key benefit of our approach is that it never requires access to annotation training data. Instead, given a collection of student essays for a new prompt, training a kNN-MIL model for that prompt requires one of a few sources of data. If we have human-provided document-level scores for the topics we are interested in, we can train a kNN-MIL model on those labeled documents. Otherwise, if the rubric contains detailed enough reference sentences and descriptions for the various topics, we can train a kNN-MIL model using reference sentences collected from the rubric. And finally, we can have a human expert collect examples of the topics of interest from the essays, and then train a kNN-MIL model using those examples as reference sentences.

6 Datasets

To evaluate the performance of kNN-MIL, we need student essays that have both document-level scores and annotation spans. To the best of our knowledge, there is no publicly available dataset that contains both.

Thus, we make use of an existing Pearson proprietary corpus developed to explore fine-grained content assessment for formative feedback. This corpus consists of student responses to four university-level psychology writing prompts. While the essays were originally written and scored against holistic writing traits, a subsequent annotation effort factored the content trait into multiple topics that represent core ideas or assertions an instructor would expect a student to address within the essay. For example, the topic Comparing Egocentrism from a prompt about Piaget’s stages of development has the following reference answer:

A child in the pre-operational stage is unable to see things from another person’s point of view, whereas a child in the concrete operational stage can.

Annotators were tasked with assigning an essay-level rating for each topic with a judgment of Complete, Partial, Incorrect or Omitted. Additionally, they were asked to mark spans in the essay pertaining to the topic – these could be as short as a few words or as long as multiple sentences. Two psychology subject matter experts (SMEs) performed the rating and span selection tasks. Ideally, rating and span annotations would have also been adjudicated by a third SME. However, due to time and cost constraints, we lack adjudicated labels for three of the four prompts. For this reason, we ran our experiments on both annotators separately.

As our techniques work at a sentence-level, but the human annotations can be shorter or longer than a single sentence, we frame the annotation prediction task as the task of predicting, for a given sentence, whether an annotation overlapped with that sentence. We show the distribution of inter-annotator agreements for the topics in the four prompts in the left panel of Figure 2, calculated as the correlation between these sentence-level annotation labels. The annotators achieved reasonable reliability except on the Sensory prompt, where the median correlation was below 0.5, and one topic in the Piaget prompt, where the annotators had a correlation near 0.

The features of these four prompts are shown in Table 1. Essays had 5–8 topics and covered areas such as the stages of sleep; the construction of a potential experimental study on aromatherapy; Piaget’s stages of cognitive development; and graduated versus flooding approaches to exposure therapy for a hypothetical case of agoraphobia. Table 2 shows how many sentences were available for training the kNN-MIL models for each prompt.

Our approach assumes that the topic scores are numeric. We convert the scores in this dataset by mapping both Omitted and Incorrect to 0, Partial
Table 1: Characteristics and summary statistics of prompts used in the experiments. The Annotator columns indicate, for a specific topic, the average percentage of sentences annotated with that topic.

<table>
<thead>
<tr>
<th>Prompt</th>
<th># of Essays</th>
<th># of Topics</th>
<th>Mean Words</th>
<th>Annotator 1</th>
<th>Annotator 2</th>
</tr>
</thead>
<tbody>
<tr>
<td>Sleep Stages</td>
<td>283</td>
<td>7</td>
<td>361</td>
<td>9%</td>
<td>8%</td>
</tr>
<tr>
<td>Sensory Study</td>
<td>348</td>
<td>6</td>
<td>395</td>
<td>7%</td>
<td>14%</td>
</tr>
<tr>
<td>Piaget Stages</td>
<td>448</td>
<td>8</td>
<td>367</td>
<td>10%</td>
<td>6%</td>
</tr>
<tr>
<td>Exposure Therapy</td>
<td>258</td>
<td>5</td>
<td>450</td>
<td>15%</td>
<td>9%</td>
</tr>
</tbody>
</table>

Table 2: Number of sentences available for kNN-MIL training. The Rubric column shows the number of reference sentences taken from the rubric, while the Student column shows the number manually chosen from the student essays. The Training column shows the total number of sentences in the full set of essays.

<table>
<thead>
<tr>
<th>Prompt</th>
<th>Rubric</th>
<th>Student</th>
<th>Training</th>
</tr>
</thead>
<tbody>
<tr>
<td>Sleep Stages</td>
<td>15</td>
<td>19</td>
<td>4741</td>
</tr>
<tr>
<td>Sensory Study</td>
<td>11</td>
<td>13</td>
<td>5362</td>
</tr>
<tr>
<td>Piaget Stages</td>
<td>26</td>
<td>22</td>
<td>6342</td>
</tr>
<tr>
<td>Exposure Therapy</td>
<td>20</td>
<td>48</td>
<td>5184</td>
</tr>
</tbody>
</table>

7 Experiments

Our goal is to determine how well the kNN-MIL approaches perform on the annotation prediction task. We also want to verify that our approaches perform reasonably well on the essay scoring task – while we are not directly interested in essay scoring, if our approaches are incapable of predicting essay scores, that would indicate that the underlying assumptions of our kNN-MIL approaches are likely invalid.

For each prompt, we construct 30 randomized train/test splits, holding out 20% of the data as the test set. We then train and evaluate our models on those splits, recording two key values: the correlation of the model’s document-level scores to the human scorer, and the area under the ROC curve of the model’s sentence-level annotation predictions.

We compare results between three categories of models. The first is the kNN-MIL model, trained on the training set. We refer to this model as the Base kNN-MIL model. The second is the kNN-MIL model trained on a manually curated reference set, which we refer to as the Manual kNN-MIL model. Finally, we compare to the ordinal logistic regression-based approach presented in Woods et al. (2017), which we will refer to as the OLR model. Additionally, as a baseline for comparison on the annotation prediction task, we train a sentence-level kNN model directly on the human annotation data, which we refer to as the Annotation kNN model. We consider the Annotation kNN model to provide a rough upper bound on how well the kNN-MIL approaches can perform. Finally, for our kNN-MIL models, we investigate how varying $k$ and the vector space impacts model performance.

We use the all-threshold ordinal logistic regression model from mord (Pedregosa-Izquierdo, 2015) and the part of speech tagger from spaCy (Honnibal and Montani, 2017) in our implementation of the OLR model. The Mahalanobis distance computation for this approach requires a known distribution of score changes, for this we use the distribution of score changes of the training set.

We use the kNN and tf-idf implementations from scikit-learn (Pedregosa et al., 2011) and the LSA implementation from gensim (Rehurek and Sojka, 2010). Our pretrained LSA space is 300 dimensional, and is trained on a collection of 45,108 English documents sampled from grade 3-12 readings and augmented with material from psychology textbooks. (Landauer et al., 1998). After filtering very common and uncommon words, this space includes 37,013 terms, covering 85% of the terms appearing in the training data.
Adapting our method to better incorporate information across sentences (e.g., by incorporating co-

We present the average annotation prediction performance of the kNN-MIL models for different values of $k$ in Figure 3. While all approaches achieve AUCs above 0.5, the LSA-based space performs relatively poorly. The tf-idf space performs well, especially for the Base kNN-MIL model. In the tf-idf space, Base kNN-MIL performance peaks at $k = 400$. For the Manual kNN-MIL models, best performance occurs with the combined reference set using the tf-idf or SBERT spaces, around $k = 10$. Performance for Manual kNN-MIL with only rubric references or student references peaks and declines sooner than for combined due to the set of possible neighbors being smaller.

Note that the substantial difference in $k$ between Base kNN-MIL and Manual kNN-MIL is due to the fact that we have orders of magnitude fewer manual reference sentences than training set sentences.

In light of these results, for clarity in the rest of this discussion, we focus on $k = 400$ for Base kNN-MIL, $k = 10$ and the combined reference set for Manual kNN-MIL, and exclude the LSA space.

To determine how annotation prediction differs across model types, we show the average overall AUC of all models in Table 3. In this table, we see that our best performance is achieved when we train a kNN model on actual annotation data. In contrast, the OLR model performs relatively poorly, suggesting that its success at predicting sentences that require some sort of feedback does not directly translate into an ability to predict locations of annotations.

Between the different kNN-MIL approaches, Base kNN-MIL using a tf-idf vector space performs best on three of the four prompts, and regardless of vector space, Base kNN-MIL performs as well or better than Manual kNN-MIL on those same three prompts. On the remaining prompt, Exposure Therapy, Manual kNN-MIL with SBERT performs best, but the differences between the various kNN-MIL approaches are relatively small on this prompt.

These annotation predictions results show that the kNN-MIL approach performs well despite never being explicitly trained on the annotation prediction task. While the Base kNN-MIL approach is overall better than the Manual kNN-MIL approach, it also requires a large amount of scored data for training. Which kNN-MIL approach is best for a particular situation thus depends on if the additional performance gain of Base kNN-MIL is worth the added cost of obtaining essay scoring data.

Finally, we show performance on the essay scoring task in Table 4. On this task, the OLR model and the Base kNN-MIL model with a tf-idf space perform the best, and the Manual kNN-MIL models perform the worst. We had predicted that the standard MIL assumption would perform well for AES, and our results show that this is true – for both Base and Manual kNN-MIL, using the maximum sentence topic score in an answer outperforms using the mean sentence topic score.

The Base kNN-MIL model can perform relatively well at both the document scoring task and the annotation prediction task. This suggests that it could be used as an explainable AES model, as the annotation predictions are directly tied to the document-level scores it provides. In this quite different application, the localization would be used to explain the sentences contributing to the final score, rather than to provide context for formative feedback.

9 Conclusions and Future Work

We have presented a novel approach of using MIL to train annotation prediction models without access to annotation training data. This technique performs well and can allow for automated localization without expensive data annotation. It also performs relatively well on the document-level scoring task, suggesting that its sentence-level score predictions could be used as part of an explainable model for AES.

Given that our kNN-MIL approach operates at the sentence level, it is unlikely to correctly locate annotations that exist across multiple sentences. Adapting our method to better incorporate information across sentences (e.g., by incorporating co-
Table 3: Area under the ROC curve on the annotation prediction task, averaged over all topics and annotators. Standard deviation shown in parentheses.

Table 4: Pearson correlation coefficients on the document-level scoring task, averaged over all topics. Standard deviation shown in parentheses.

reference resolution) could help improve its overall performance. Additionally, as the Base kNN-MIL approach uses topics as negative examples for each other, we expect that it would not work well in situations where the inter-topic score correlations were high. We expect the Manual kNN-MIL approach to be less sensitive to this issue. Determining other ways to include negative examples would allow the Base kNN-MIL approach to be applied to prompts whose topics were highly correlated.

In our current domain, psychology, and in the context of low-stakes formative feedback, incorrect answers are uncommon compared to omitted or partial answers. In contrast, for domains that require chained reasoning over more complex mental models, such as accounting, cell biology, or computer science, we expect the ability to correctly detect misconceptions and errors to be far more important. In general, future work is required to determine how well our approach will work in other domains, and which domains it is best suited to.

Determining where topics are discussed is only one step in the full formative feedback process. More work is required to determine the path from holistic scoring and topic localization to the most helpful kinds of feedback for a student. In particular, we need to consider different kinds of pedagogical feedback and how such feedback could be individualized. Additionally, we could provide not just text but also video, peer interaction, worked examples, and other approaches from the full panoply of potential pedagogical interventions. Finally, we need to decide what actions will help the student the most, which relies on our pedagogical theory of how to help a student achieve their current instructional objectives.
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Abstract

Increased demand to learn English for business and education has led to growing interest in automatic spoken language assessment and teaching systems. With this shift to automated approaches it is important that systems reliably assess all aspects of a candidate’s responses. This paper examines one form of spoken language assessment; whether the response from the candidate is relevant to the prompt provided. This will be referred to as off-topic spoken response detection. Two forms of previously proposed approaches are examined in this work: the hierarchical attention-based topic model (HATM); and the similarity grid model (SGM). The work focuses on the scenario when the prompt, and associated responses, have not been seen in the training data, enabling the system to be applied to new test scripts without the need to collect data or retrain the model. To improve the performance of the systems for unseen prompts, data augmentation based on easy data augmentation (EDA) and translation based approaches are applied. Additionally for the HATM, a form of prompt dropout is described. The systems were evaluated on both seen and unseen prompts from Linguaskill Business and General English tests. For unseen data the performance of the HATM was improved using data augmentation, in contrast to the SGM where no gains were obtained. The two approaches were found to be complementary to one another, yielding a combined $F_{0.5}$ score of 0.814 for off-topic response detection where the prompts have not been seen in training.

1 Introduction

Spoken language assessment of English is on the rise as English is the chosen language of discourse for many situations. Businesses and academic institutes demand rigorous assessment methods to ensure prospective employees and students exceed a baseline standard for English proficiency so they can succeed and contribute in their new environment. Standardised assessments such as IELTS (Cullen et al., 2014), Pearson Test of English Academic (Longman, 2010) and TOEFL (ETS, 2012) include “free speaking” tasks where the candidate speaks spontaneously in response to a prompted question to ensure their speaking skills are fully assessed. A candidate might attempt to achieve a higher grade by speaking a pre-prepared response, irrelevant to the prompt. For scoring validity it is important that measures are taken to detect any off-topic responses so they do not influence the final grade. This is particularly true for automatic assessment systems which are increasingly being deployed to cope with the growing demand for examinations and may see increased cheating if candidates are aware that a computerised system is responsible for grading them (e.g. (Mellar et al., 2018)). These systems are more susceptible to inaccurate scoring due to emphasis given to criteria such as fluency, pronunciation and language use, over topic relevance (Lochbaum et al., 2013; Higgins and Heilman, 2014).

Automatic off-topic spoken response detection systems based on attention (Malinin et al., 2017b,a) and similarity grid (Wang et al., 2019) models have shown good performance for prompts seen in training. For operational reasons it would be cost and time effective to be able to use the same systems on responses to new prompts, unseen in training i.e. removing the need to collect new data and retrain models prior to deployment. Yoon et al. (2017) has had some success with handling unseen prompts. This is still a challenging research problem, however, with significant degradation observed on even the best performing hierarchical attention-based topic model (HATM) (Malinin et al., 2017a), and with no assessment to date of Wang et al. (2019)’s similarity grid model (SGM) approach. This paper
therefore focuses on investigating how to improve performance on unseen prompts for these models. It presents extensions to the HATM and SGM with the goal of learning robust representations of seen prompts for effective generalisation to unseen prompts. The resulting systems are shown to have complementary detection characteristics, yielding improved off-topic response detection when combined.

The remainder of the paper is structured as follows: Section 2 presents related work; Section 3 details the components of the HATM and SGM, proposing modifications to each (universal regularisation and multi-channel cosine-similarity, respectively) to make them more robust; data augmentation is proposed in Section 4 to overcome limited training data; the experimental set-up and structure of the data is described in Section 5; Section 6 presents the experimental results and analysis; conclusions are given in Section 7.

2 Related Work

Initial off-topic spoken response detection systems were based on vector space models, measuring the relevance between the spoken response and test prompts inspired by systems for written essays (Higgins et al., 2006; Louis and Higgins, 2010). Cheng and Shen (2011)’s approach using speech confidence derived features is unsuited to general free speaking tasks, whereas Yoon and Xie (2014) required hundreds of example responses for each prompt from highly proficient speakers.

Using word embeddings and deep neural networks to measure sentence similarity has since become dominant. Rei and Cummins (2016) generated sentence-level relevance scores for written essays by using various similarity metrics based on word embeddings. For spoken responses, Malinin et al. (2016) proposed a topic-adapted recurrent neural network language model (RNNLM) to rank prompt-response pairs. This handles sequential information but cannot handle prompts unseen in training so Malinin et al. (2017b) introduced an attention-based topic model (ATM) which can. The deep learning ATM architecture uses an attention mechanism to attend over response word embeddings with the prompt sentence embedding as the key. A hierarchical variant of the ATM (HATM) is proposed in Malinin et al. (2017a) where an additional (prompt) attention mechanism is incorporated to attend over sentence embeddings of a set of seen prompts with the test prompt embedding acting as the key. Hence, an unseen prompt is able to lock onto the vector representation of a combination of the seen prompts. The HATM assumes the set of seen prompts are sufficiently diverse to capture aspects of all possible unseen prompts. Malinin et al. (2017a) observed lower performance on unseen prompts due to a lack of diversity.

A radically different approach was proposed by Wang et al. (2019) based on initial work in Lee et al. (2017) and Yoon et al. (2017). Very deep CNNs are employed for automatic detection of off-topic spoken responses in which a prompt-response pair is represented as a similarity grid that can be interpreted as an image (this model will be referred to here as SGM). Similarity measurements are made based on word embeddings (or other distance metrics) of the prompt/response content words. The training data used in Wang et al. (2019) was from exams with generally short prompts which resulted in a limited number of content words to use. It was not assessed on unseen prompts.

3 Off-Topic Spoken Response Detection

This paper builds upon the hierarchical attention-based topic model (HATM) (Malinin et al., 2017a) (section 3.1) and the similarity grid in CNNs model (SGM) (Wang et al., 2019) (section 3.2) for detection of off-topic spoken responses to prompted questions. The candidate can answer freely so automatic speech recognition (ASR) is needed to determine the words in their response in each case. Both systems assign a probability that the ASR obtained response, $z$, is relevant to the prompt, $x$.

The performance of the HATM and SGM models on responses to prompts seen in training is high, with $F_{0.5}$ scores above 0.9. A key issue, however, in the practical deployment of off-topic response detection systems is handling responses to prompts that were unseen in training so that new examination questions can be asked without requiring example responses to be collected and the detection system retrained. Although Malinin et al. (2017a) improved off-topic detection on unseen prompts compared to earlier work, the performance is still quite far below that of seen, and the SGM has not been evaluated in the unseen prompt scenario. This section presents two approaches to potentially improve performance on unseen prompts: universal regularisation in an attention mechanism as a structural modification to the HATM in order to en-
courage generalisation; multi-channel SGM based on cosine distance (MSGM). Data augmentation strategies to increase the number of prompts available for training are presented in Section 4.

### 3.1 Attention-Based Model

![Figure 1: Hierarchical Attention-based Topic Model (HATM).](image)

The Hierarchical Attention-based Topic Model (HATM) (Malinin et al., 2017a) is depicted in Figure 1. The system uses an encoding of the prompt word sequence, $\mathbf{h}_p$, as the key for an attention mechanism over an embedding of the response to yield a fixed length vector, $\mathbf{h}$, that is used to predict the probability, $y$, that the response was relevant to the prompt. To improve the robustness of the estimate of the prompt embedding an additional attention mechanism is run over all $N_T$ embeddings of the prompts seen in training, $\tilde{\mathbf{h}}_p^{(1)}, \ldots, \tilde{\mathbf{h}}_p^{(N_T)}$. This attention mechanism uses an embedding of the test prompt, $\mathbf{h}_p$, as the key to yield $\mathbf{h}_p$. This additional attention mechanism over the prompts was found to improve the performance of the system when the prompt had not been seen in the training data (Malinin et al., 2017a). The same network configuration as that used in Malinin et al. (2017a) was implemented in this work:

- bi-directional (Schuster and Paliwal, 1997) LSTMs (Hochreiter and Schmidhuber, 1997) were used as the encoders for both the prompts and the responses. Separate models were used for the prompt and response encoders;
- additive attention mechanisms were used for both the attention mechanism over the training prompts and that over the responses;
- the classifier used ReLU activation functions.

The parameters of the network were optimised using cross-entropy training. For the training of the prompt attention mechanism, the actual prompt was excluded from the attention mechanism, otherwise the attention mechanism simply focuses on the matched prompt embedding.

One of the issues observed with the HATM is that the performance of the system on unseen prompts is significantly poorer than the performance on seen prompts that have been seen, along with relevant responses, in the training data. This motivates the need for the model to improve the generalisation of the system to unseen prompts. Here, the prompt attention mechanism (see Figure 1) is targeted. A specific form of dropout, where training prompt embeddings are excluded from the prompt attention mechanism, referred to as prompt-dropout, is proposed. Denoting $\alpha_k = \text{Softmax} \left[ \mathbf{h}_p, \tilde{\mathbf{h}}_p^{(k)}, \theta_{pa} \right]$ as the attention weight for the $k$th training prompt embedding, $\tilde{\mathbf{h}}_p^{(k)}$, with the test prompt embedding, $\mathbf{h}_p$, as the key, random attention weights are set to zero during training in prompt-dropout such that

$$
\alpha_k = \begin{cases} 
0 & \text{w.p. } 1 - \kappa \\
\text{Softmax} \left[ \mathbf{h}_p, \tilde{\mathbf{h}}_p^{(k)}, \theta_{pa} \right] & \text{w.p. } \kappa 
\end{cases}
$$

where $\kappa$ represents the keep-probability. The attention weights must be re-normalised after prompt-dropout. Sampling $\kappa$ from a probabilistic distribution for each attention weight is motivated by Garinelo et al. (2018). In initial experiments this distribution of dropout rate was found to outperform selecting a fixed dropout rate.

### 3.2 Similarity Grid Model

The Similarity Grid Model (SGM) (Wang et al., 2019) represents a prompt-response pair as a “similarity image”. This image is transformed by an Inception network into a measure of the degree of relevance between the test prompt and test response.

Initially all stop words are removed such that a given prompt and response pair only consists of
Figure 2: Similarity Grid Model (SGM) where the grid “pixel” colours indicate the level of similarity.

The similarity grid has one channel i.e. one single measurement value per cell. This can be extended to multiple channels (MSGM), with different forms of embeddings or distance functions used to compute the grid in each channel. Wang et al. (2019) used cosine distances in the first channel and inverse document frequency (IDF) values of the prompt and response words for the second and third channel, respectively. For this paper a MSGM with three channels where each channel represents the cosine distance between prompt and response word embeddings with a different set of word embeddings learnt for each channel is used.

The variety in the embeddings, and resulting channel, is achieved by using different initialisation seeds with the same network configuration. As the Inception network filters over the channels are simultaneously trained the resulting filters will be complementary.

4 Data Augmentation

In general, the performance of off-topic response systems is limited by insufficient unique prompts being available for training. Data augmentation, where the training data is modified in some way to create new examples, is regularly applied on low resource tasks in areas such as speech recognition (e.g. Cui et al., 2015) and computer vision (e.g. Shorten and Khoshgoftaar, 2019)) and has had some success in NLP (e.g. Zhang et al., 2015; Kafle et al., 2017; Wei and Zou, 2019)). This motivates investigating if augmentation of the training prompts such that multiple versions of each prompt are generated can help improve robustness.

Prompt augmentation will permit the model to explore the region around each unique prompt rather than being restricted to a discrete point in the high-dimensional prompt-space.

Both structured and unstructured data augmentation techniques are considered here. Augmentation of prompts is performed on-the-fly during training. Note, the hierarchy of seen prompts of the HATM

- the Resnet-152 (He et al., 2016b) Inception network was used.

4.1 MSGM

Data augmentation of training responses is also possible. This was found to degrade performance in initial experiments, possibly due to there being a large number of diverse responses available for training without augmentation and issues with generating sensible back-translations on ASR output.

2A comprehensive list of stop words is provided by nltk.corpus https://www.nltk.org/api/nltk.corpus.html.

3In this work, the use of IDF values in the second and third MSGM channels did not improve performance over the SGM so was not used.

4Data augmentation of training responses is also possible. This was found to degrade performance in initial experiments, possibly due to there being a large number of diverse responses available for training without augmentation and issues with generating sensible back-translations on ASR output.
in the prompt attention mechanism (Figure 1) does not include the additional augmented prompts because the expectation is that augmented prompts will not dramatically differ from the original unique prompts.

Easy Data Augmentation (EDA) techniques were trialled by Wei and Zou (2019). They proposed that different variants of any textual data can be generated using a combination of synonym replacement, random insertion, random swap and random deletion of words. A single hyper-parameter, $\alpha$, controls the fraction of words that are modified in the original text. Using the default value of $\alpha = 0.1$, prompts are augmented using the above techniques to replace, insert, swap or delete 10% of the words randomly in the original prompt. This structured augmentation approach should enable the model to learn a more robust representation of each unique prompt.

Back-translation is employed as an unstructured method to augment the amount of available training data. A machine translation model is employed to translate a given training prompt into a foreign language by taking the maximum likelihood output. Then a reverse machine translation model takes the prompt in the foreign language and translates it back into English. The expectation is that the original and final pair of English prompts will be very similar in meaning but will have a different ordering and choice of specific words. Therefore, the back-translated prompt can be treated as a new prompt which can be paired with the original prompt’s response to generate a new prompt-response pair. The use of several different languages permits the creation of several variants of the same prompt. Translation can be achieved using standard machine translation packages.

### 5 Data and Experimental Set-Up

The HATM and SGM models and the proposed extensions were assessed on their ability to detect off-topic responses to prompts in free speaking tests where the candidates can talk for up to one minute in answering the question.

#### 5.1 Training and evaluation data

Data from the Cambridge Assessment English Linguaskill Business and Linguaskill General English tests\(^5\) are used in the training and evaluation of the systems. The two tests are similar in format but with different foci and therefore vary in the topics discussed by candidates and their associated vocabularies. They are multi-level, global, tests - i.e. taken by candidates from across the CEFR levels, A1-C2, with a wide range of first languages (L1s) and variation in response proficiency.

Both Linguaskill speaking tests are comprised of five parts. For this paper only prompts and corresponding responses from the three long free speaking parts are used. The candidate has 60 seconds in parts 3 and 4 to talk on a topic such as *advice for a colleague/friend* and discuss a picture or graph, respectively. Part 5 consists of 20 second responses to a set of five contextualised prompts, such as *starting a retail business,* or *talk about a hobby.* The diversity of these prompts is discussed by Malinin et al. (2017a).

<table>
<thead>
<tr>
<th>Data</th>
<th>TRN</th>
<th>SEEN</th>
<th>UNS</th>
</tr>
</thead>
<tbody>
<tr>
<td>#Prompts</td>
<td>379</td>
<td>219</td>
<td>56</td>
</tr>
<tr>
<td>#Responses</td>
<td>257.2K</td>
<td>40.8K</td>
<td>85.0K</td>
</tr>
<tr>
<td>Avg. prompt length</td>
<td>51</td>
<td>51</td>
<td>55</td>
</tr>
<tr>
<td>Avg. resp. length</td>
<td>28</td>
<td>28</td>
<td>29</td>
</tr>
<tr>
<td>Avg. prompt length content words</td>
<td>48</td>
<td>43</td>
<td>42</td>
</tr>
<tr>
<td>Avg. resp. length content words</td>
<td>22</td>
<td>20</td>
<td>19</td>
</tr>
</tbody>
</table>

Table 1: Prompt/response statistics for training (TRN) and seen (SEEN) and unseen (UNS) evaluation data sets.

Table 1 outlines the statistics for the training (TRN) and two evaluation data sets (SEEN and UNS). TRN and SEEN are taken from the Linguaskill Business test and UNS from the Linguaskill General English test. There is no overlap in speakers between any of the data sets. The response texts are generated automatically from the 1-best hypotheses from an ASR system with a word error rate (WER) of 25.7% on Business English data. TRN consists of a total of 257.2K responses to 379 unique prompts, an average of 679 responses per prompt compared with 186 for SEEN and 1518 for UNS. The average number of words are similar across the 3 data sets, with prompts (51-55) being slightly longer than responses (42-48) on average. This reduces by about half when content words only are included. The HATM is trained and evaluated using all the words in every textual prompt-response pair while the SGM is trained and evaluated using only the content words in every prompt-response pair.

\(^5\)https://www.cambridgeenglish.org/exams-and-tests/linguaskill/
5.1.1 Training data construction

All responses are taken from tests assessed by human examiners, which permits the assumption that all responses in the data are on-topic. Therefore synthetic off-topic responses have to be created to train the systems. The off-topic data is generated using a dynamic sampling mechanism; this matches responses from one prompt with a different prompt. Balance is maintained such that the empirical distribution of topics in the on-topic examples is mimicked in the generation of synthetic off-topic examples. Off-topic examples for training data are generated on-the-fly (Malinin et al., 2017a) instead of producing a fixed set of negative examples prior to training as in Malinin et al. (2016) because dynamic sampling allows the diversity of negative examples to be efficiently increased. For each on-topic example, one off-topic example is generated.

For the data augmentation experiments the number of prompts was increased by a factor of 10 using EDA (Wei and Zou, 2019) or machine translation, and 20 when both were applied. The default value of $\alpha = 0.1$ was used in EDA to change 10\% of words in the original prompt by replacing, inserting, swapping and/or deleting. Machine translation was performed offline using the Babylon MT system. Back-translations were generated using 9 different languages.

5.1.2 Evaluation data construction

Due to the scarcity of real off-topic examples, negative off-topic examples are generated by permuting on-topic examples for SEEN and UNS. Each on-topic example has ten off-topic examples generated and duplicated ten times to maintain balance. Data set SEEN is formed from prompts that have been seen during training and negative responses that correspond to a different set of prompts seen during training. Data set UNS consists of prompts that are unseen during training and negative responses that correspond to prompts that are unseen during training too. Forming negative examples by permuting on-topic examples is reasonable because real off-topic examples by candidates are anticipated to consist of responses to a different prompt to that being answered.

5.2 Hyper-parameters and models

The HATM consists of two 400 dimensional BiLSTM encoders with 200 forward and backward states each and TanH non-linearities. 200 dimensional parameters are used for the prompt attention mechanism. The binary classifier is a DNN with 2 hidden layers of 200 rectified linear (ReLU) units and a 1-dimensional logistic output. Dropout regularisation (Srivastava et al., 2014) with a keep probability of 0.8 is applied to all layers except for the LSTM recurrent connections and word embeddings. The universal regularisation samples its keep probability using $\kappa \sim U(0.05, 0.95)$. The HATM is initialised from an attention-topic model (ATM) as described in Malinin et al. (2017a). It is trained for 3 epochs using an Adam optimizer, with an exponentially decaying learning rate initialised at 1e-3 and decay factor of 0.85 per epoch. The first two epochs train only the prompt attention mechanism and the final epoch is used to train the whole network apart from the DNN binary classifier. This configuration was optimised using seen development data, similarly for the SGM. The ATM takes approximately 3 hours to train and an additional 1 hour for the HATM on an nVidia GTX 980M graphics card.

The SGM learns 200 dimensional word embeddings for each word in the prompt and response. ResNet-152 (He et al., 2016a) with 152 residual layers is used as the Inception network with a 1-dimensional logistic output. The SGM is trained for 1 epoch using an Adam optimizer with a learning rate of 1e-3. It takes about 2 hours to train on an nVidia GTX 980M graphics card. The extended HATM and the SGM were built in Tensorflow.

The HATM and SGM results reported are computed on an ensemble of 15 models unless noted otherwise. Each model has an identical architecture and training parameters but each has a different initial seed value, creating modeling diversity. For this work a large ensemble is reported to minimise variance on the ensemble performance results. No analysis of efficiency is given. Approaches such as ensemble distillation (Hinton et al., 2015) can be directly applied to reduce computational cost.
5.3 Performance criteria

Following Wang et al. (2019), precision and recall are used to assess performance except \( F_{0.5} \) is preferred over \( F_1 \) as there is a greater interest in achieving a higher precision compared to recall: a candidate’s response should not be mistakenly classified as off-topic as such responses are to be assigned a score of 0. This is a more standard metric than the area under the curve (AUC) used in Malinin et al. (2017a) and more intuitive in terms of test evaluation. Note, the results are given for a particular instance of permuting the off-topic examples for evaluation.

6 Experimental Results

This section presents the results of experiments performed on SGM, MSGM and extended HATM systems. Section 6.1 compares the performance of the baseline HATM with the MSGM on the unseen (UNS) and seen (SEEN) evaluation data sets. Section 6.2 explores the improvement in performance due to extending the baseline HATM using universal regularisation and prompt augmentation strategies. Finally, 6.3 investigates the complementary nature of the MSGM and the extended HATM. The prompt-specific performance of the combined system is considered in Section 6.4.

6.1 Baseline systems

<table>
<thead>
<tr>
<th>Model</th>
<th>P</th>
<th>R</th>
<th>( F_{0.5} )</th>
</tr>
</thead>
<tbody>
<tr>
<td>HATM</td>
<td>—</td>
<td>—</td>
<td>0.918 ±0.010</td>
</tr>
<tr>
<td>-ensemble</td>
<td>0.963</td>
<td>0.841</td>
<td>0.936</td>
</tr>
<tr>
<td>MSGM</td>
<td>—</td>
<td>—</td>
<td>0.905 ±0.009</td>
</tr>
<tr>
<td>-ensemble</td>
<td>0.943</td>
<td>0.838</td>
<td>0.920</td>
</tr>
</tbody>
</table>

Table 2: Comparison of baseline HATM and MSGM, for seen (SEEN) and unseen (UNS).

Table 2 shows the baseline performance for the HATM and MSGM models. There is a relatively low variance between individual system results but combining the outputs in an ensemble improves the \( F_{0.5} \) score in each case, with a larger gain (0.045/0.033 vs 0.018/0.015) observed on the unseen data. The HATM performs slightly better on the seen data than the MSGM, with a higher \( F_{0.5} \) and a similar but always slightly higher precision-recall curve (Figure 3). For unseen data, however, the reverse is true with MSGM having a higher \( F_{0.5} \) score of 0.800 compared to 0.657 for the baseline HATM. From Figure 3 it can be seen that the precision-recall curves for the HATM and SGM/MSGM systems on unseen data are quite different in shape. The HATM has a higher precision at the lowest recall but this drops quickly as the threshold increases. The degradation in the MSGM precision is much more gradual.

Figure 3 confirms that the focus should be on improving the performance on the unseen evaluation data set. The use of multi-channels benefits the similarity grid model as can be seen in Figure 3, with a SGM \( F_{0.5} \) score of 0.908 on the seen and 0.768 on the unseen data sets, respectively. These gains are similar to those observed in Wang et al. (2019). Therefore, the results in the following sections will only be presented for the unseen evaluation data set and MSGM systems.

6.2 Regularisation and data augmentation

Universal regularisation and data augmentation were applied to the HATM to see if they improved detection performance. From Table 3 and Figure 4, it is evident that the universal regularisation on the prompt attention mechanism yields an increase in the \( F_{0.5} \) score. Both the structured techniques and the machine translation (MT) prompt data augmentation strategies produce a boost in performance on the baseline HATM with universal regularisation. MT yields a much larger gain but the structured technique is shown to be complementary by
a further improvement when prompts are generated by both methods which was larger than observed when simply doubling the MT augmented prompts. Hence, the extended HATM is defined as $B \oplus P_D \oplus A_E \oplus A_M$.

Experiments were also run on applying data augmentation to SGM. This led to significant drops in $F_{0.5}$, probably as a result of the SGM over-fitting to the training data.

### 6.3 Combining MSGM and extended HATM

As for the baseline HATM, the precision-recall curve for the extended HATM displays different characteristics to MSGM on the unseen data set as shown in Figure 5. These systems are complementary; combining the systems by averaging their outputs yields precision-recall curves which boost the precision at each recall level, giving a small gain over the best individual system at each threshold. The individual $F_{0.5}$ scores are boosted on the unseen data set from 0.782 and 0.800 to 0.814 and from 0.921 to 0.935 on the seen data set for the HATM and MSGM systems, respectively (Table 4). For comparison with Wang et al. (2019), the combined system here has an $F_1$ score of 0.922 and 0.807 on the seen and unseen data sets respectively.

### 6.4 Prompt-specific performance analysis

The performance of any off-topic response detection system is expected to depend on both the nature of the prompts, and how “close” a test prompt is to one seen in the training data. Yoon et al. (2017) found that performance varied substantially across different prompts. In this work the 10 most common, in the sense of having a large number of responses, unseen prompts in UNS were used to analyse the prompt specific performance. These common prompts should give robust per-prompt $F_{0.5}$ scores. The average performance of the combined MSGM and extended HATM system on this subset of prompts was 0.832, with a standard deviation of 0.048. This standard deviation across prompts is approximately half of the value presented in Yoon et al. (2017). As the prompts for that data are not

---

**Table 3**: Impact of universal regularisation, $P_D$, and data augmentation ($A_E$ = structured techniques and $A_M$ = machine translation) on baseline HATM, $B$, for unseen (UNS).

<table>
<thead>
<tr>
<th>Model</th>
<th>$P$</th>
<th>$R$</th>
<th>$F_{0.5}$</th>
</tr>
</thead>
<tbody>
<tr>
<td>$B$</td>
<td>0.815</td>
<td>0.370</td>
<td>0.657</td>
</tr>
<tr>
<td>$B \oplus P_D$</td>
<td>0.846</td>
<td>0.386</td>
<td>0.683</td>
</tr>
<tr>
<td>$B \oplus P_D \oplus A_E$</td>
<td>0.790</td>
<td>0.464</td>
<td>0.693</td>
</tr>
<tr>
<td>$B \oplus P_D \oplus A_M$</td>
<td>0.877</td>
<td>0.529</td>
<td>0.775</td>
</tr>
<tr>
<td>$B \oplus P_D \oplus A_E \oplus A_M$</td>
<td>0.891</td>
<td>0.524</td>
<td>0.782</td>
</tr>
</tbody>
</table>

**Table 4**: Impact of combining models SGM and extended HATM [$B \oplus P_D \oplus A_E \oplus A_M$] on seen (SEEN) and unseen (UNS). Comb = HATM $\&$ MSGM.

<table>
<thead>
<tr>
<th>Model</th>
<th>$P$</th>
<th>$R$</th>
<th>$F_{0.5}$</th>
</tr>
</thead>
<tbody>
<tr>
<td>SEEN</td>
<td>HATM</td>
<td>0.956</td>
<td>0.802</td>
</tr>
<tr>
<td>Comb</td>
<td>0.962</td>
<td>0.839</td>
<td>0.935</td>
</tr>
<tr>
<td>UNS</td>
<td>HATM</td>
<td>0.891</td>
<td>0.524</td>
</tr>
<tr>
<td>Comb</td>
<td>0.875</td>
<td>0.635</td>
<td>0.814</td>
</tr>
</tbody>
</table>

---

Figure 4: Impact of universal regularisation, $P_D$, and data augmentation ($A_E$ = structured techniques and $A_M$ = machine translation) on baseline HATM, $B$, on precision-recall curves for unseen (UNS).

Figure 5: Impact of combining models MSGM and extended HATM [$B \oplus P_D \oplus A_E \oplus A_M$] on seen (SEEN) and unseen (UNS). Comb = HATM $\&$ MSGM.
available, however, it is unclear whether this reduction is due to the nature of the prompts or improved generalisation of the combined model.

From Table 4 there is a large $F_{0.5}$ performance difference between prompts seen during training, 0.935, and those not seen, 0.814. Given this variation in performance, it is interesting to see whether the performance of an individual test prompt can be predicted given the set of training prompts. For prompts that are expected to perform poorly it would then be possible to collect training data.

Figure 6: Relationship between unseen prompt distance to closest seen prompt and $F_{0.5}$ performance of MSGM & extended HATM $[B \oplus P_D \oplus A_E \oplus A_M]$ on the unseen prompts subsets.

In Malinin et al. (2017a) the entropy of the prompt attention mechanism was used to rank performance of the prompts based on area under the curve metrics. From initial experiments this was not found to be a good predictor of $F_{0.5}$ score on these unseen test prompts. In this work, the cosine distance from the test prompt embedding, $\tilde{h}_p$, and each of the training prompt embeddings, $\tilde{h}_p^{(i)}$, was computed. The closest distance was then used as the measure of similarity of the individual test prompt to the training data prompts. Figure 6 shows the individual $F_{0.5}$ score against this distance again using the 10 most common unseen prompts. There is a strong negative correlation, an $R^2$ statistic of 0.739, between the individual prompt performance and its distance to the closest seen prompt, showing the cosine distance between the prompt embeddings is a good indicator of unseen prompt performance.

From Figure 6 the cosine distance allows the unseen prompts to be partitioned into two distinct groups, close and far prompts with respect to the training prompts. The performance of all the unseen prompts was then evaluated using a distance threshold of 0.24 at the same operating point as Table 4. This yielded $F_{0.5}$ of 0.833 for close, and 0.777 for far prompts. Note for all distance thresholds examined, that resulted in a split of the unseen prompts, close always outperformed far.

7 Conclusion

This paper addresses the issue of off-topic detection in the context of unconstrained spoken responses to prompts. In particular, the problem of robustness to prompts unseen in training is considered. The Hierarchical Attention-based Topic Model (HATM) (Malinin et al., 2017a) and Similarity Grid Model (Wang et al., 2019) are compared and extended. Universal regularisation and data augmentation, from structured techniques and machine translation, increased the HATM $F_{0.5}$ by 19% relative to 0.782 on the unseen evaluation set. This contrasts with a three channel SGM (MSGM) based on cosine distances between prompt and response embeddings which yielded $F_{0.5}$ of 0.800.

The extended HATM and MSGM are shown to have very different precision-recall characteristics on unseen prompts, with the HATM having a very high precision at low recall but with a fairly sharp drop-off whilst the SGM’s precision does not reach quite the same level but degrades at a much more gradual rate. The best individual systems are found to be complementary, with system combination boosting off-topic response detection on both unseen and seen prompts, achieving the best performance of $F_{0.5}$ of 0.814 on unseen and 0.935 on seen prompts. This combined system closely follows, and slightly enhances, the envelope of the best precision-recall path across the two individual systems. Finally the distance between a test prompt and the closest training is shown to predict the system performance, indicating which prompts may require additional training data to be collected.
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Abstract

One-to-one tutoring is often an effective means to help students learn, and recent experiments with neural conversation systems are promising. However, large open datasets of tutoring conversations are lacking. To remedy this, we propose a novel asynchronous method for collecting tutoring dialogue via crowdworkers that is both amenable to the needs of deep learning algorithms and reflective of pedagogical concerns. In this approach, extended conversations are obtained between crowdworkers role-playing as both students and tutors. The CIMA collection, which we make publicly available, is novel in that students are exposed to overlapping grounded concepts between exercises and multiple relevant tutoring responses are collected for the same input.

CIMA contains several compelling properties from an educational perspective: student role-players complete exercises in fewer turns during the course of the conversation and tutor players adopt strategies that conform with some educational conversational norms, such as providing hints versus asking questions in appropriate contexts. The dataset enables a model to be trained to generate the next tutoring utterance in a conversation, conditioned on a provided action strategy.

1 Introduction

There is a pressing societal need to help students of all ages learn new subjects. One-on-one tutoring is one of the most effective techniques for producing learning gains, and many studies support the efficacy of conversational tutors as educational aids (VanLehn et al., 2007; Nye et al., 2014; Graesser, 2015; Ruan et al., 2019).

Tutoring dialogues should exhibit a number of important properties that are not present in existing open datasets. The conversation should be grounded around common concepts that both the student and the tutor recognize are the topics to be learned (Graesser et al., 2009). The conversation should be extended, that is, long enough for the student to be exposed to new concepts, giving students the opportunity to recall them in future interactions. The collection should contain varied responses, to reflect the fact that there is more than one valid way for a tutor to respond to a student at any given point in the conversation. And lastly, the dialogue should not contain personally identifiable information so it can be available as open access data.

We propose a novel method for creating a tutoring dialogue collection that exhibits many of the properties needed for training a conversational tutor. In this approach, extended conversations are obtained between crowdworkers role-playing as both students and tutors. Students work through an exercise, which involves translating a phrase from English to Italian. The workers do not converse directly, but rather are served utterances from prior rounds of interaction asynchronously in order to obtain multiple tutoring responses for the same conversational input. Special aspects of the approach are:

- Each exercise is grounded with both an image and a concept representation.
- The exercises are linked by subsets of shared concepts, thus allowing the student to potentially transfer what they learn from one exercise to the next.
- Each student conversational turn is assigned three responses from distinct tutors.
- The exercises are organized into two datasets, one more complex (Prepositional Phrase) than the other (Shape).
- Each line of dialogue is manually labeled with a set of action types.

We report on an analysis of the Conversa-
tional Instruction with Multi-responses and Actions (CIMA) dataset,
including the difference in language observed among the two datasets, how many
turns a student requires to complete an exercise, actions tutors choose to take in response to students, and agreement among the three tutors on which actions to take. We also report results of a neu-
ral dialogue model trained on the resulting data, measuring both quality of the model responses and whether the model can reliably generate text conditioned on a desired set of tutoring actions.

2 Prior Work

2.1 Tutoring Dialogue Corpus Creation

Past work in creation of large publicly-available datasets of human-to-human tutoring interactions has been limited. Relevant past work which utilizes tutoring dialogue datasets draws from proprietary data collections (Chen et al., 2019; Rus et al., 2015a) or dialogues gathered from a student’s interactions with an automated tutor (Niraula et al., 2014; Forbes-Riley and Litman, 2013).

Open-access human-to-human tutoring data has been released in limited contexts. In particular, we draw inspiration from the BURCHAK work (Yu et al., 2017b), which is a corpus of humans tutoring each other with the names of colored shapes in a made-up foreign language. In each session, an image is given to help scaffold the dialogue. The corpus contains 177 conversations with 2454 turns in total. This corpus has been utilized to ground deep learning model representations of visual attributes (colors and shapes) in dialogue via interacting with a simulated tutor (Ling and Fidler, 2017; Yu et al., 2017b). Follow-up work has used this data to model a student learning names and colors of shapes using a reinforcement learning framework (Yu et al., 2016, 2017a).

Our approach differs from that of Yu et al. (2017b) in several ways, including that we tie the colored shape tutoring interactions to the more complex domain of prepositional phrases. Additionally, by using a real foreign language (Italian) we are able to leverage words with similar morphologi-
cal properties in addition to well-defined grammar rules.

2.2 Learning Tutoring Dialogue Systems

Modern work in dialogue falls into two categories: chit-chat models and goal-oriented models. Chit-chat models aim to creating interesting, diversely-worded utterances which further a conversation and keep users engaged. These models have the advantage of leveraging large indirectly-collected datasets, such as the Cornell Movie Script Dataset which includes 300,000 utter-
ances (Danescu-Niculescu-Mizil and Lee, 2011).

By contrast, goal oriented dialogue systems have a specific task to complete, such as restaurant (Wen et al., 2017) and movie (Yu et al., 2017c) recommendations as well as restaurant reservations (Bordes et al., 2017).

Neural goal-oriented dialogue systems require large amounts of data to train. Bordes et al. (2017) include 6 restaurant reservation tasks, with 1,000 training dialogues in each dataset. Multi-
domain datasets such as MultiWOZ include 10k dialogues spanning multiple tasks (Budzianowski et al., 2018). For longer-term interactions, a dataset involving medical diagnosis has approximately 200 conversations per disease (Wei et al., 2018).

By contrast, prior work in the field of intelligent tutoring dialogues has widely relied on large rule-based systems injected with human-crafted do-
main knowledge (Anderson et al., 1995; Aleven et al., 2001; Graesser et al., 2001; VanLehn et al., 2002; Rus et al., 2015b). Many of these systems involve students answering multiple choice or fill-in-the-blank questions and being presented with a hint or explanation when they answer incorrectly. However, curating this domain knowledge is time-
expensive, rule-based systems can be rigid, and the typical system does not include multiple rephrasings of the same concept or response.

Some recent work has brought modern techniques into dialogue-based intelligent tutoring, but has relied on hand-crafted rules to both map a student’s dialogue utterance onto a template and generate the dialogue utterance to reply to the student (Dzikovska et al., 2014). A limitation of this is the assumption that there is a single “correct” response to show a student in a situation.

2.3 Crowdwork Dialogue Role-Playing

Prior work has shown that crowdworkers are effective at role-playing. Self-dialogue, where a single crowdworker role-plays both sides of a conversa-
tion, has been used to collect chit-chat data (Krause

---

1 Cima is Italian for “top” and a target word in the dataset. The collection is available at: https://github.com/kstats/CIMA
Crowdworkers have been effective participants in peer learning studies (Coetzee et al., 2015); multiple crowdworkers can confirm lexical information within a dialogue (Ono et al., 2017).

3 Tutoring Dataset Creation

We create two dialogue datasets within CIMA: Shapes and Prepositional Phrases with colored objects.

3.1 Stimuli

We constructed stimuli for the two tasks at different levels of complexity. The Shape task follows the BURCHAK (Yu et al., 2017b) format of learning the words for adjective-noun modifiers when viewing shapes of different colors (see Figure 1, left). The Prepositional Phrase stimuli involves pairs of objects in relation to one another, with the task of learning the words for the prepositional phrase and its object, where the object is a noun with a color modifier and a determiner (see Figure 1, right).

Each stimulus consists of an image, a set of information points, and a question and answer pair. Importantly, the stimuli across the two tasks are linked by shared color terms. Intentionally including a set of common vocabulary words across datasets can potentially aid with transfer learning experiments (both human and machine). Initial tests were all done with English speakers learning the words in Italian. However, other language pairs can easily be associated with the image stimuli.

Vocabulary for the Shape task includes six colors (red, blue, green, purple, pink, and yellow) and five shapes (square, triangle, circle, star, and heart). There is only one grammar rule associated with the questions: that adjectives follow nouns in Italian.

The Prepositional Phrase task includes 6 prepositional phrases (on top of, under, inside of, next to, behind, and in front of) with 10 objects (cat, dog, bunny, plant, tree, ball, table, box, bag, and bed). Additionally, the same six colors as the Shape dataset modify the objects. Students are not asked to produce the subjects or the verbs, only the prepositional phrases. The full list of grammar rules (e.g. “l’” (“the”) is prepended to the following word when it begins with a vowel) appears in Appendix A, and the full distribution of prepositional phrases, objects, and colors is in Appendix B.

3.2 Dialogue Collection with Crowdworkers

We hired crowdworkers on Amazon Mechanical Turk to role-play both the the student and the tutor. (Throughout this paper we will refer to them as students and tutors; this should be read as people taking on these roles.) In order to collect multiple tutoring responses at each point in a student conversation in a controllable way, student and tutor responses are gathered asynchronously. A diagram of this process can be seen in Figure 2. We collect several student conversations from crowdworkers with a fixed collection of hand-crafted and crowdworker-generated tutor responses. Afterwards, we show those student conversations to tutors to collect multiple appropriate crowdworker-generated responses. We then feed the newly-collected responses into the fixed collection of tutor responses for the next
Figure 2: Progression of data collection process. In the first round of data gathering (1A), the student is exposed to 20 conversational responses from a hand-curated set of templates (shown in blue). After gathering data from 20–40 students, each student conversation is subsequently sent to three tutors to gather responses (1B). These responses (shown in pink) are placed into the pool of tutor responses for subsequent rounds (ex: 2A).

Figure 3: Example student exercise progression, showing shared features across stimuli. In this case, the student sees images for the words for bed and on top of twice within one session.

Tutors are asked to construct a response to the prior conversation with two outputs: the text of an utterance continuing the conversation and a discrete classification of the action(s) associated with the utterance. A summary of these actions for both the student and tutor can be seen in Table 1.

Similarly, students produce utterances which they label with actions as they work through exercises (defined as a question and corresponding answer, see (A) in Figure 1). Students complete as many exercises as possible in a HIT, defined as the crowdworking task consisting of a fixed number of turns. Each turn is defined as a pair consisting of the student’s utterance and the most recent tutor response it is replying to. A conversation is defined as the set of utterances that comprise completion of an exercise.

Each participant can complete a maximum of 100 combined responses as a tutor or student for each task, to ensure diversity of responses. For the Shape task, students generate 5 responses per HIT. For the Prepositional Phrase task, however, we increase this to 20 responses per HIT due to the more complex domain.

To ensure response quality, crowdworkers were required to have 95% approval over at least 1,000 HITs. A subset of responses from each crowdworker were manually checked. We prohibited workers from copying from the prior conversation or writing a blank response. Crowdworkers were paid the equivalent of $8/hour and were required not to know Italian to participate as a student.

3.3 The Student Role
Figure 3 shows an example student interaction progression, in which students converse with the system to complete multiple exercises. Because the data collection process is asynchronous, when a student converses with the system, we serve a tutor response from a static collection to respond to them instantly. There are four rounds of data collection; in each phase, the pool of tutor responses...
Table 1: Descriptions of Student and Tutor Actions that workers self-assign to their utterances.

<table>
<thead>
<tr>
<th>Action Label</th>
<th>Description</th>
<th>Example</th>
</tr>
</thead>
<tbody>
<tr>
<td>Guess</td>
<td>The student attempts to answer the question</td>
<td>“Is it ‘il gatto e vicino alla scatola rosa’?”</td>
</tr>
<tr>
<td>Clarification Question</td>
<td>The student asks a question to the tutor, ranging from directly asking for a translated word to asking why their prior guess was incorrect.</td>
<td>“How would I say ‘pink’ in Italian?”</td>
</tr>
<tr>
<td>Affirmation</td>
<td>When the student affirms something previously said by the tutor.</td>
<td>“Oh, I understand now!”</td>
</tr>
<tr>
<td>Other</td>
<td>We allow students to define a category if they do not believe their utterance fits into the predefined categories.</td>
<td>“Which I just said.”</td>
</tr>
<tr>
<td>Hint</td>
<td>The tutor provides knowledge to the student via a hint.</td>
<td>“Here’s a hint - “tree” is “l’albero” because l’ (”the”) is prepended to the following word when it begins with a vowel.”</td>
</tr>
<tr>
<td>Open-Ended Question</td>
<td>The tutor asks a question of the student, which can attempt to determine a student’s understanding or continue the conversation.</td>
<td>“Are you sure you have all the words in the right order?”</td>
</tr>
<tr>
<td>Correction</td>
<td>The tutor corrects a mistake or addresses a misconception a student has.</td>
<td>“Very close. Everything is correct, expect you flipped ‘viola’ and ‘coniglio’.”</td>
</tr>
<tr>
<td>Confirmation</td>
<td>The tutor confirms a student’s answer or understanding is correct.</td>
<td>“Great! Now say the whole sentence, starting with the dog…”</td>
</tr>
<tr>
<td>Other</td>
<td>We allow tutors to define a category if they do not believe their response fits into the predefined categories.</td>
<td>“Correct! Although try to think of the complete word as ‘la scatola.’ I find that the easiest way to remember what gender everything is - I just think of the ‘the’ as part of the noun.”</td>
</tr>
</tbody>
</table>

3.3.1 Strategy for Student Exercise Selection

A student session is constrained to have 5 or 20 turns, depending on the task. At the start of the session, the system selects a list of stimuli for the student to work through that contains overlapping concepts (prepositions, colors, objects, shapes). From this list, one is chosen at random to show first to the student. After the student completes the exercise, if another exercise exists in the list which overlaps with at least one concept shown in the prior exercise, it is chosen next. If there is not a question with overlap, an exercise is selected at random. This process continues until the student reaches the required number of turns. An example of a resulting image chain can be seen in Figure 3.

3.3.2 Mitigating Effects of Potentially Erroneous Responses

We adopted two strategies to reduce the cost of potential errors that may arise from automatically selecting tutoring responses to show to students: (i) Student crowdworkers can explicitly indicate if the tutor response they were served does not make sense. (ii) Because there is more downside to a nonsensical answer to some kinds of student responses than others (e.g., in response to a student’s question vs. to an affirmation), each student action type is assigned a probability of being served a templated vs crowdworker-collected response (details in Appendix D).

3.4 The Tutor Role

Tutors for both the Shape and Prepositional Phrase tasks complete five responses per HIT. Because the data collection is asynchronous, the tutor is responding not to five consecutive utterances from the same student, but rather to five different students’ conversations.

To ensure good coverage, we inject three different tutors at each utterance within a student’s
conversation. This allows redundant generation of tutor responses to the same student input. We show the tutor the entire conversation up to that point.\(^2\)

To role-play a tutor, crowdworkers were not expected to have any proficiency in Italian. To simulate the knowledge a tutor would have, we show relevant domain information so the tutor could adequately respond to the student (see Figure 1(B)). This includes vocabulary and grammar information which are necessary to answer the question. This domain-specific information can also be used as input knowledge to inform a learning system. In the Prepositional Phrase task, we also showed summaries of prior student conversations, but do not describe this in detail due to space constraints.

## 4 Dataset Statistics

An analysis of the conversations found that the data contains several interesting properties from an educational perspective. This section summarizes overall statistics of the data collected; the subsequent two sections summarize phenomena associated with the student and tutor data.

### 4.1 Shape Dataset

A total of 182 crowdworkers participated in the Shape data collection process: 111 as tutors and 90 as students. 2,970 tutor responses were collected, responding to 350 student exercises. A student required an average of 3.09 (standard deviation: 0.85) turns to complete an exercise. The average student turn was 5.38 (3.12) words while the average tutor response length was 7.15 (4.53) words. 4.0% of tutor responses shown to students were explicitly flagged by the student as not making sense. Table 2 shows the distribution of action types.

### 4.2 Prepositional Phrase Dataset

A total of 255 crowdworkers participated in the creation of Prepositional Phrase data: 77 as students who completed a total of 391 exercises, and 209 as tutors who completed 2880 responses. The average number of turns a student requires before answering a question correctly is 3.65 (2.12). Of the tutor responses served to students, 4.2% were manually flagged as not making sense. The average student utterance is 6.82 words (2.90) while the average length of a tutor utterance is 9.99 words (6.99).

We analyze the proportion of tutoring responses which include the direct mention of an Italian color word, English translation of a color word, or “color,” as this is the domain component which overlaps with the Shapes task. Of the set of tutor responses, 1,292 (40.0%) include a direct mention, indicating substantial overlap with the Shapes task.

## 5 Student Interactions

By examining a student’s interactions over the course of a 20-turn HIT, we find that students take fewer turns on average to complete an exercise at the end than at the beginning of a HIT. We examine the number of turns students take before reaching the correct answer, as we hypothesize this will decrease as students have more exposure to domain concepts. We note this could be due to many factors, such as the students becoming more comfortable with the task or system or learning Italian phrases they were exposed to in prior questions.

We measure this with the prepositional phrase domain, because the students interacted with the system for 20 turns, compared to the 5-turn interactions with the Shape task. For a given HIT, we compare the number of student turns needed to produce their first correct answer with how many turns were needed for their final correct answer.\(^3\)

For each student, we calculate the difference between the number of turns required between their first and final correct answers. The average difference is -0.723, indicating students required fewer turns to achieve their last correct answer than their first. Thus the data set might contain evidence of learning, although it could be as simple as student

\(^2\)If a student conversation is longer than 10 turns, or if any point of the conversation has been marked as not making sense, the conversation is not shown to tutors.

\(^3\)Note the final correct question might not be the final question the student attempted to answer, as the HIT is finished at 20-turns regardless of the state of a student’s conversation.
workers learning how to more efficiently ask questions of the system.

6 Tutor Phenomena

We examine several characteristics about the tutor interactions: (i) properties about the language tutors use in their responses, (ii) how tutors respond to different student action types, and (iii) characterizing if and how tutors agree when presented with identical student input.

6.1 Tutoring Language

One feature of our dataset construction is the progression from the relatively simple Shape task to the linguistically richer Prepositional Phrase task. We analyze the resulting tutoring responses to see if more complex tutoring language emerges from the syntactically richer domain. We measure complexity in terms of number of non-vocabulary terms (where vocabulary refers to the words that are needed in the task, such as “rosa” for “pink”).

We examine the set of tutoring responses from each domain. For each utterance, we remove Italian vocabulary, English translations, and stop words. We further restrict the utterance to words included in the English language to remove typos and misspellings.

We find an average of 2.34 non-domain words per utterance (of average length 9.99 words) in the Prepositional Phrase dataset, compared to 0.40 per utterance (of average length 7.15 words) in the Shape dataset. While accounting for the average difference in length between the two datasets, the Prepositional Phrase dataset results in more non-domain English words than the Shape dataset.

This supports our hypothesis that the added domain complexity makes the Prepositional Phrase collection richer in terms of tutoring language than related work such as Yu et al. (2017b).

6.2 Tutor Response to Student Actions

We additionally examine the tutor action distributions conditioned on the student action taken immediately prior for the Prepositional Phrase dataset. We hypothesize if a student utterance is classified as a question, the tutor will be more likely to respond with the answer to the question (classified as a hint), conforming to conversational expectations. This is supported by the distributions, seen in Figure 4. For other student action type responses (e.g., guess, affirmation), we observe that the tutor actions are more evenly distributed.

6.3 Tutor Action Agreement

As there are three tutors responding to each student utterance, we analyze the conditions in which the tutors agree on a unified set of actions to take in response to a student (in the Prepositional Phrase task). In particular, when all three tutors take the same set of action types we measure (i) which action(s) are they agreeing on and (ii) which action(s) the student took in the prior turn.

In 212 out of 1174 tutor tasks, all 3 tutors agreed on the same set of actions to take. We show the distribution of these 212 cases over unified tutor action sets in Table 3. There is a particularly high proportion of agreement on giving hints compared to other action sets. While hint was the most common action taken by tutors compared to the next-highest action by 26.5%, tutor agreement on hint was the most common by 75.4% compared to the next-highest category, a 2.8 times larger difference.

Additionally, we examine how a student’s most recent action might influence a group of tutor’s potential for action agreement. We measure the proportion of tutor agreement on a unified action set per student action set (the analysis is restricted to student action sets with at least 10 examples). Results can be seen in Table 4.

We note the highest agreement occurs after a student has made a Question or Question/Affirmation. This is consistent with (i) the high likelihood of a tutor to give a hint in response to a question (Figure 4) and (ii) the high proportion of tutor agreement on hints (Table 3). On the contrary, there is relatively low agreement when a student makes a Guess, consistent with the more evenly-distributed tutor action distribution (Figure 4).

<table>
<thead>
<tr>
<th>Tutor Action(s)</th>
<th>Agreement</th>
<th>Individual</th>
</tr>
</thead>
<tbody>
<tr>
<td>Hint</td>
<td>81.1%</td>
<td>39.0%</td>
</tr>
<tr>
<td>Question</td>
<td>5.7%</td>
<td>12.5%</td>
</tr>
<tr>
<td>Correction</td>
<td>5.2%</td>
<td>12.1%</td>
</tr>
<tr>
<td>Hint/CORRECTION</td>
<td>2.8%</td>
<td>8.1%</td>
</tr>
<tr>
<td>Confirmation</td>
<td>2.8%</td>
<td>6.2%</td>
</tr>
<tr>
<td>Question/Hint</td>
<td>1.4%</td>
<td>7.5%</td>
</tr>
<tr>
<td>Correction/Confirmation</td>
<td>0.9%</td>
<td>2.1%</td>
</tr>
<tr>
<td><strong>Total</strong></td>
<td><strong>212</strong></td>
<td><strong>2880</strong></td>
</tr>
</tbody>
</table>

Table 3: Distribution of action sets agreed on by 3-tutor groups. Included are the proportion of individual tutor utterances labeled with each set of actions over the entire dataset for comparison.
Figure 4: Distribution of tutor action classifications, grouped by the most recent set of student actions. The “All Other” category represents the combination of tutor action sets with fewer than 15 items.

Table 4: For each student action(s), percentage of tutor groups who agree on a unified action set in response.

<table>
<thead>
<tr>
<th>Student Action(s)</th>
<th>Tutor Agreement</th>
</tr>
</thead>
<tbody>
<tr>
<td>Question</td>
<td>36.8%</td>
</tr>
<tr>
<td>Question/Affirmation</td>
<td>37.5%</td>
</tr>
<tr>
<td>Affirmation</td>
<td>12.3%</td>
</tr>
<tr>
<td>Guess</td>
<td>6.4%</td>
</tr>
<tr>
<td>Guess/Affirmation</td>
<td>5.6%</td>
</tr>
</tbody>
</table>

Table 5: Generation quality results comparing a rule-based baseline to the neural Generation model.

<table>
<thead>
<tr>
<th>Model</th>
<th>BLEU</th>
<th>BERT F1</th>
</tr>
</thead>
<tbody>
<tr>
<td>Rule-Based Baseline</td>
<td>0.34</td>
<td>0.45</td>
</tr>
<tr>
<td>Generation Model</td>
<td>0.31</td>
<td>0.53</td>
</tr>
</tbody>
</table>

7 Tutoring Model

We claim CIMA is useful to train neural models for tutoring tasks. To explore this, we train a Generation model (GM) aimed at producing a tutoring response conditioned on two past conversation utterances.\(^5\) An example input would be:

Tutor: Well, “bunny” is “coniglio.” Do you know the word for yellow? Student: il gatto e di fronte al coniglio.

In this representation, domain information and an intended set of actions to take is separated with a special token `<EOC>` from two sentences of conversation. Model training details are in Appendix E. We split the data along conversations into 2296 train, 217 development, and 107 test utterances.

7.1 Generation Quality Results

One benefit of CIMA is the ability to compare generated text to multiple distinct reference sentences in order to measure quality. We apply two standard generation quality measures: BLEU (Papineni et al., 2002) and BERT F1 Score (Zhang* et al., 2020), using the maximum score of the model’s response compared to each of the three human-generated tutor responses for a turn in the conversation. We compare the quality of the GM’s responses to Round 1A of the same rule-based system used to collect CIMA (see Appendix C).

Results can be seen in Table 5. We note the rule-based baseline (which is guaranteed to be grammatical) performs slightly better than GM on BLEU score (which incentivizes exact word overlap) but that GM performs higher on BERT F1 Score (which incentivizes semantic word overlap). Given the comparable BLEU score and the gain on BERT F1 Score, we conclude that using CIMA to train a neural model can produce tutoring utterances of reasonable quality.

7.2 Action Evaluation Results

In addition to quality, we examine whether the Generation model is able to generate utterances consistent with the set of actions it is conditioned on. We train a separate Action Classifier (AC) to predict a set of actions from a tutoring utterance. For example, for the input Tutor: Well, “bunny” is “coniglio.” Do you know the word for yellow? the classifier would output `Hint Question`. Training details appear in Appendix E.

To examine the classifier’s reliability, we mea-
Table 6: Action Classification model F1 scores for the test set, where the Overall metric is weighted by class.

<table>
<thead>
<tr>
<th>Overall</th>
<th>Question</th>
<th>Hint</th>
<th>Corr.</th>
<th>Conf.</th>
</tr>
</thead>
<tbody>
<tr>
<td>0.72</td>
<td>0.85</td>
<td>0.93</td>
<td>0.67</td>
<td>0.61</td>
</tr>
</tbody>
</table>

Table 6: Action Classification model F1 scores for the test set, where the Overall metric is weighted by class.

Using the classifier, we measure the GM’s ability to generate utterances consistent with the set of actions it is conditioned on. For each item in the test set, we sample one of the three tutor’s responses, identify the action(s) that tutor chose to make, and use GM to generate an utterance conditioned on that action type. To determine if the generated utterance is of the correct action type, we apply the classifier model. The average accuracy over the test set is 89.8%, indicating GM’s ability to generate utterances consistent with an action strategy.

8 Discussion

Our analysis finds that tutors are more unified in an action strategy when a student asks a question than other actions. This is consistent with the findings that (i) when tutors agree, they are more likely to agree on a hint and (ii) the most likely action in response to a student question is a hint. Overall tutor agreement was low among the dataset (18.1%), indicating the potential capture of divergent tutoring strategies. Future work can leverage this disagreement to explore the multiple potential actions to take when responding to a student.

Our preliminary experiments show CIMA can be used to train a model that can generate text conditioned on a desired action. Future work should explore more complex models utilizing CIMA, as well as exploring the other unique qualities of the collection, such as the shared image representation, multiple tutoring utterances for each conversation, and link between the two domains.

Tutoring responses marked as not making sense should be explored, to both improve the process of serving student responses as well as correcting a model when a generated response veers the conversation off track. A benefit to having this explicitly logged is that the collection contains labeled negative examples of tutoring responses, which can be leveraged in training models.

9 Limitations

While past work utilized crowdworkers to collect tutoring utterances (Yu et al., 2017b) and for peer learning studies (Coetzee et al., 2015), future work should examine the similarities and differences between the language and actions taken by crowdworkers and actual tutors and students engaged in the learning process.

Because we were working with untrained crowdworkers, we were constrained in the complexity of language learning concepts we could include in CIMA. It is possible that the resulting dataset only transfers to novice language learners. Future work should examine how well this generalizes to a real language learning setting and how general tutoring language and strategies that emerge from our domain transfer to more complex ones.

The dataset currently does not distinguish the type of hint or correction tutors make. Examples include providing direct corrections versus indirect feedback which states the error and allows the student to self-correct (Chandler, 2003). Future work on CIMA can examine the prevalence of these different types of feedback and potential benefits or shortcomings.

10 Conclusion

We present CIMA: a data collection method and resulting collection of tutoring dialogues which captures student interactions and multiple accompanying tutoring responses. Two datasets of differing complexity have direct applicability to building an automatic tutor to assist foreign language learning, as we examine with a preliminary model. CIMA has the potential to train personalized dialogue agents which incorporate longer-term information, have a well-defined goal to have a student learn and recall concepts, and can explore different correct utterances and actions at given times.
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A Prepositional Phrase Collection
Grammar Rules

Listed below is the complete collection of Prepositional Phrase grammar rules:

- “il” (“the”) is used for when the following word is masculine.
- “alla” (“to the”) is used when the following word is feminine and a singular object. It is a contraction of a (“to”) and la (“the”).
- “al” (“to the”) is used when the following word is masculine and a singular object. It is a contraction of the words a (“to”) and il (“the”).
- “l’” (“the”) is prepended to the following word when it begins with a vowel.
- “all’” (“to the”) is prepended to the following word when it begins with a vowel. This is a contraction of al (“to”) and l’ (“the”).
- “rossa” is the feminine form of red because the noun it modifies is feminine
- Adjectives (such as color words) follow the noun they modify in Italian.
- Prepositional phrases separate the two noun phrases.

B Phrase Breakdown

Table 7 shows the coverage of Prepositional Phrase exercises over the potential objects, prepositional phrase, and colors.

C Algorithm

Algorithmic specifications for data collection can be viewed in Figure 5. In order to serve a tutor-crafted response to a student, we match the current student utterance to a prior-collected student utterance which has been responded to by a tutor. The most similar student utterance is determined by maximizing word overlap of the student’s most recent utterance to the prior-collected student utterances, excluding domain vocabulary words. The English and Italian words are replaced with the information relevant to the current exercise in the associated tutor utterance before showing this to the student.

D Hand-Crafted Response Probabilities

Throughout different rounds of data collection, we balance the probability of a student receiving a pre-made tutor response with a crowdworker-generated response from a prior round of data collection. As we collect more tutoring responses in subsequent rounds, the probabilities shift from pre-made, safe choices to the crowd-worker generated responses, because with more data, the choices should be more likely to more closely match a student utterance. The probabilities were manually set and can be seen in Table 8.

<table>
<thead>
<tr>
<th>Category</th>
<th>Number of Questions</th>
</tr>
</thead>
<tbody>
<tr>
<td>First Object (students don’t translate these)</td>
<td></td>
</tr>
<tr>
<td>‘the dog’</td>
<td>134</td>
</tr>
<tr>
<td>‘the cat’</td>
<td>161</td>
</tr>
<tr>
<td>‘the plant’</td>
<td>49</td>
</tr>
<tr>
<td>‘the bunny’</td>
<td>129</td>
</tr>
<tr>
<td>‘the ball’</td>
<td>47</td>
</tr>
<tr>
<td>‘the bag’</td>
<td>28</td>
</tr>
<tr>
<td>‘the box’</td>
<td>17</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Prepositional phrases</th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td>‘is in front of the’</td>
<td>126</td>
</tr>
<tr>
<td>‘is next to the’</td>
<td>106</td>
</tr>
<tr>
<td>‘is inside of the’</td>
<td>74</td>
</tr>
<tr>
<td>‘is under the’</td>
<td>73</td>
</tr>
<tr>
<td>‘is behind the’</td>
<td>127</td>
</tr>
<tr>
<td>‘is on top of the’</td>
<td>59</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Colors</th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td>‘green’</td>
<td>88</td>
</tr>
<tr>
<td>‘pink’</td>
<td>77</td>
</tr>
<tr>
<td>‘blue’</td>
<td>100</td>
</tr>
<tr>
<td>‘yellow’</td>
<td>91</td>
</tr>
<tr>
<td>‘red’</td>
<td>101</td>
</tr>
<tr>
<td>‘purple’</td>
<td>108</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Second Object</th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td>‘tree’</td>
<td>128</td>
</tr>
<tr>
<td>‘box’</td>
<td>160</td>
</tr>
<tr>
<td>‘plant’</td>
<td>14</td>
</tr>
<tr>
<td>‘cat’</td>
<td>13</td>
</tr>
<tr>
<td>‘bunny’</td>
<td>49</td>
</tr>
<tr>
<td>‘dog’</td>
<td>23</td>
</tr>
<tr>
<td>‘bed’</td>
<td>69</td>
</tr>
<tr>
<td>‘table’</td>
<td>89</td>
</tr>
<tr>
<td>‘bag’</td>
<td>20</td>
</tr>
</tbody>
</table>

Table 7: Phrase Breakdown of Student conversations

<table>
<thead>
<tr>
<th>G</th>
<th>Q</th>
<th>A</th>
<th>O</th>
</tr>
</thead>
<tbody>
<tr>
<td>Shape</td>
<td>1.0</td>
<td>1.0</td>
<td>0.0</td>
</tr>
<tr>
<td>PP R1</td>
<td>1.0</td>
<td>1.0</td>
<td>1.0</td>
</tr>
<tr>
<td>PP R2</td>
<td>0.75</td>
<td>0.75</td>
<td>0.5</td>
</tr>
<tr>
<td>PP R3</td>
<td>0.75</td>
<td>0.75</td>
<td>0.5</td>
</tr>
<tr>
<td>PP R4</td>
<td>0.65</td>
<td>0.65</td>
<td>0.4</td>
</tr>
</tbody>
</table>

Table 8: Probabilities for serving hand crafted responses instead of tutor-provided responses for the shape and the prepositional phrase task, rounds 1 - 4. for Guess, Question, Action, and Other student question types.
E Model Training Details

For the Generation Model, we use OpenNMT (Klein et al., 2017) to train a 4-layer LSTM of size 1000 with global attention. We use the Adam optimizer (Kingma and Ba, 2015) with a learning rate of 0.001. We allow the model to have a copy mechanism to copy relevant words (such as translation information) from the input (Gu et al., 2016). We use 300-dimensional pre-trained GloVe embeddings (Pennington et al., 2014), which are allowed to be updated throughout training. At decode time, we replace unknown words with the input word with the highest attention.

We train the Action Classification model using OpenNMT (Klein et al., 2017). The model is a 4-layer bidirectional LSTM with 1024 hidden state size, general attention, a learning rate of 0.001, and batch size of 16. It utilizes pre-trained 300-dimensional GloVe embeddings (Pennington et al., 2014) which can be updated. This model is trained on the same training set as the generation model, taking in the human-created utterances and predicting the corresponding classifications.

```
if Guess and Correct then
    Move on to next question
else if Guess and Incorrect then
    Flip a coin with probability = G
    if Heads then
        Compile a list of pre-defined responses containing vocabulary missing from the student response
        Randomly select from this list
    else
        Return the most similar past-tutor response from the set of responses of type G.
    end if
end if

if Question then
    Flip a coin with probability = Q
    if Heads then
        Attempt to find words from a set list of pre-defined hints associated with each vocabulary word in the question.
        if Match is Found then
            Serve that hint
        else
            Choose a random hint that the student has not seen and serve that.
        end if
    else
        Return the most similar past-tutor response from the set of responses of type Q.
    end if
end if

if Affirmation or Other then
    Flip a coin with probability = A / O
    if Heads then
        Flip a coin with probability = 0.5
        if Heads then
            Ask the student for an attempt at a guess.
        else
            Give a pre-defined hint for a vocabulary or grammar concept that the student has not yet seen.
        end if
    else
        Return the most similar past-tutor response from the set of responses of type A/O.
    end if
end if
```

Figure 5: Algorithm for serving tutoring responses.
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Abstract

In this paper we employ a novel approach to advancing our understanding of the development of writing in English and German children across school grades using classification tasks. The data used come from two recently compiled corpora: The English data come from the the GiC corpus (983 school children in second-, sixth-, ninth- and eleventh-grade) and the German data are from the FD-LEX corpus (930 school children in fifth- and ninth-grade). The key to this paper is the combined use of what we refer to as ‘complexity contours’, i.e. series of measurements that capture the progression of linguistic complexity within a text, and Recurrent Neural Network (RNN) classifiers that adequately capture the sequential information in those contours. Our experiments demonstrate that RNN classifiers trained on complexity contours achieve higher classification accuracy than one trained on text-average complexity scores. In a second step, we determine the relative importance of the features from four distinct categories through a Sensitivity-Based Pruning approach.

1 Introduction

There is growing recognition among researchers, educators and policymakers that literacy and the language of schooling (other terms include academic language, language of education, scientific language) are key to children’s overall educational success and academic achievement (see, e.g., Commission, 2019; Lorenzo and Meyer, 2017). Children are expected to acquire the ability to comprehend and produce complex clause and sentence structures, sophisticated vocabulary and informationally dense texts characteristic of language of schooling as they progress through their school career (see, e.g., Berman, 2007; Snow, 2010, for overviews). However, this ability is acquired gradually and for many school children only with difficulty (Snow and Uccelli, 2009; Snow, 2010). Given the key role of academic language, it is somewhat surprising that relatively little empirical research has been conducted on the development of academic language skills across school grades in children’s first language, in particular in the area of writing (for exceptions, see, Crossley et al., 2011; Weiss and Meurers, 2019). This paper contributes to and expands the scant literature by investigating the development of linguistic complexity in children’s writing from second-, sixth-, ninth- and eleventh-grade in English schools and fifth- and ninth-grade in German schools. We employ a novel approach to the automatic assessment of text complexity. In this approach, a series of scores for a given complexity measure is obtained through a sliding window technique, tracking the progression of complexity within a text, captured in what we refer to as ‘complexity contours’ (Ströbel, 2014; Ströbel et al., 2020). These contours are then fed into recurrent neural network (RNN) classifiers – adequate to take into account the sequential information in the contours – to perform grade-level classification tasks. We demonstrate the utility of the approach by comparing the performance of ‘contour-based’ RNN models against those of ‘means-based’ RNN models trained on text-average performance scores. In a second step, we determine which features drive classification accuracy through a Sensitivity-Based Pruning (SBP) approach. The remainder of the paper is organized as follows: Section 2 provides a concise overview of related work on automated assessment of text complexity in combination with machine learning techniques in the language learning context. Section 3 presents the two data sets representing English and German children’s school writing. Section 4 introduces our approach to assessment of text complexity based on a sliding-window technique, whereas Section 5 introduces the features
investigated in the paper. Sections 6 describes the model architecture and the training procedure (Section 6.1) and the SBP method used to determine the relative feature importance (Section 6.2). Sections 7 presents the results and concluding remarks follow in Section 8.

2 Related work

In recent years, there has been an increased interest in automated assessment of text complexity in authentic contextualized language samples in combination with machine learning techniques (Meurers, 2020, for a recent overview). As a valuable complement to experimental research, this research has the potential to advance our current understanding of (both first and second) language learning and development (Rebuschat et al., 2017; Ellis, 2019). Important steps have been made in this direction through both language input and language output perspectives: Regarding the former, a number of studies have examined whether and to what extent learning materials show an adequate level of linguistic complexity considered to be of crucial importance for successful learning outcomes (see, e.g., François and Fairon, 2012; Pilán et al., 2016; Xia et al., 2019; Chen and Meurers, 2018; Berendes et al., 2018). For example, Berendes et al. (2018) employ a text classification approach to examine to whether and to what extent reading complexity of school textbooks differ systematically across grade levels in line with the so-called ‘systematic complexification assumption’. They build text classification models using a Sequential Minimal Optimization (SMO) algorithm trained on a wide range of lexical, syntactic, morphological, and cohesion-related features to predict the grade level (fifth to tenth grade) and school track (high vs. low). The best performing model reached a grade-level classification accuracy of 53.7%, corresponding to a 20.7% over the random baseline, providing only partial support for the systematic complexification assumption. In addition, they report significant differences across grade levels and tracks for some of the ten linguistic features. Regarding the latter, a rapidly growing body of research has focused on language output aiming to determine to what extent L2 writing and speaking differs from that of their L1 peers and expert writers/speakers, to differentiate levels of language proficiency, to predict human ratings of the quality of learner productions, and to examine the relationship between L1 and L2 writing complexity and speaking fluency (see, e.g., Crossley et al., 2014; Lu, 2017; Duran-Karaoz and Tavakoli, 2020; Ströbel et al., 2020). Much research in this area has focused on English and on populations of upper intermediate to advanced L2 learners (but see Crossley et al., 2011; Durrant and Brenchley, 2019; Weiss and Meurers, 2019, for L1 English and German, respectively). Two recent studies are particularly relevant for the purposes of the present study. Durrant and Brenchley (2019) zoom-in on the development of vocabulary sophistication in English children’s writing across second-, sixth-, ninth- and eleventh grade. Their corpus (also used in the present paper) consists of 2,898 texts of children’s writing produced by 983 children. Through a mixed-effects regression modeling approach, they assess the effects of grade level and genre on lexical sophistication - measured through children’s use of low-frequency words and register appropriate words. Their analysis reveals no significant differences with regard to the average frequency of the lexical words used by younger and older children. However, with increasing age children’s writing display a shift from a more fiction-like vocabulary to a more academic-like vocabulary, reflecting a development towards more register appropriate word use. Weiss and Meurers (2019) focus on German children’s writing development through a text classification approach based on a broad range of complexity and accuracy measures. Their dataset includes 1,633 texts of writing from 727 German elementary school children from first to fourth grade and 906 secondary school students from fifth to eighth grade, who attended either a basic or an intermediate school track. Using SMO classifiers with a linear kernel, their best performing classification model employed a combination of linguistic complexity features, error rate and meta information on topic and school track to reach an accuracy of 72.68% in classifying four grade level categories. Their analysis further revealed a shift in the primary locus of development from accuracy to complexity within elementary school and an increasing linguistic complexity in secondary school, in particular in the lexical complexity domain.

3 Data

The data used in this study come from two recently compiled corpora representing school writing: The English data come from the the Growth in Grammar corpus (GIG, https://gigcorpus.com/) that
comprises 2,898 texts produced by 983 children in 24 different schools from 14 cities in Great Britain. The texts in the GiG corpus were sampled at four points that mark ‘key stages’ of the English school system: the ends of Key Stage (KS) 1 (Year 2, when children are 6-7 years old) and KS2 (Year 9, when children are 10-11 years old), encompassing the primary phase of the school system, and the ends of KS3 (Year 9, when children are 13-14 years old) and KS4 (Year 11, when children are 15-16 years old), encompassing the secondary stage. The texts were classified into two text types (literary and non-literate texts) on the basis of their overall purpose. Approximately 13% of the texts were written by children categorized as speaking English as an additional language. The German data come from the Forschungsdatenbank Lernertexte (FD-LEX; https://fd-lex.uni-koeln.de/), a research database of learner texts compiled in joint project of the Mercator Institute for Language Promotion and German as a Second Language. It contains a total of 5,628 texts from two text types (report and argumentation) collected from a total of 930 school children in grades five (when children are 10-11 years old) and nine (when children are 14-15 years old) at comprehensive and grammar schools in two German cities. These texts were elicited using a narrative and an argumentative writing prompt. The database contains information on a number of learner background variables, including the learners language background distinguishing monolingual German students from students who have German as a their first language (L1) and know at least one additional language and students for whom German is not their first language. Table 1 shows the distribution of texts along with descriptive statistics of text sizes across grade levels and registers for each language.

### 4 Automatic Assessment of Text Complexity through a Sliding Window Technique

Text complexity of the writing samples in the two corpora is automatically assessed using the Complexity Contour Generator (CoCoGen), a computational tool that implements a sliding-window technique to generate a series of measurements for a given complexity measure (CM) (Ströbel, 2014; Ströbel et al., 2018; Ströbel et al., 2020). This approach enables a ‘local assessment’ of complexity within a text, in contrast to the standard approach that represents text complexity as a single score, providing a ‘global assessment’ of the complexity of a text. A sliding window can be conceived of as a window with a certain size (ws) defined by the number of sentences it contains. The window is moved across a text sentence-by-sentence, computing one complexity score per window for a given CM. The series of measurements generated by CoCoGen track the progression of linguistic complexity within a text captured in what we refer to as ‘complexity contours’. These contours faithfully represent that complexity is typically not uniformly distributed within a text but rather by characterized peaks and troughs and that complexity contours of individual measures may exhibit different trajectories (see Figure 1). For a text comprising n sentences, there are w = n – ws + 1 windows.\(^1\) To compute the complexity score of a given window, a measurement function is called for each sentence in the window and returns a fraction \(\frac{wn_s}{wd_s}\), where \(wn_s\) is the numerator of the complexity score for a sentence and \(wd_s\) is the denominator of the complexity score for that sentence. If the window size is specified to be greater than one sentences, the denominators and numerators of the fractions from the first to the last sentence

<table>
<thead>
<tr>
<th>Grade</th>
<th>Register</th>
<th>N Texts</th>
<th>M</th>
<th>SD</th>
</tr>
</thead>
<tbody>
<tr>
<td>2</td>
<td>lit</td>
<td>263</td>
<td>83.56</td>
<td>58.36</td>
</tr>
<tr>
<td>2</td>
<td>non-lit</td>
<td>376</td>
<td>71.18</td>
<td>43.09</td>
</tr>
<tr>
<td>4</td>
<td>lit</td>
<td>23</td>
<td>169.7</td>
<td>111.6</td>
</tr>
<tr>
<td>4</td>
<td>non-lit</td>
<td>26</td>
<td>151.58</td>
<td>96.65</td>
</tr>
<tr>
<td>6</td>
<td>lit</td>
<td>293</td>
<td>371.58</td>
<td>200.61</td>
</tr>
<tr>
<td>6</td>
<td>non-lit</td>
<td>575</td>
<td>208.68</td>
<td>104.53</td>
</tr>
<tr>
<td>9</td>
<td>lit</td>
<td>220</td>
<td>422.22</td>
<td>186.69</td>
</tr>
<tr>
<td>9</td>
<td>non-lit</td>
<td>584</td>
<td>277.25</td>
<td>187.95</td>
</tr>
<tr>
<td>11</td>
<td>lit</td>
<td>63</td>
<td>422.22</td>
<td>186.69</td>
</tr>
<tr>
<td>11</td>
<td>non-lit</td>
<td>475</td>
<td>415.3</td>
<td>264.46</td>
</tr>
</tbody>
</table>

Table 1: Composition of two corpora of children’s school writing. ‘lit’ = literary, ‘non-lit’ = non-literary, ‘arg’ = argumentative, ‘nar’ = narrative; M = mean number of words, SD = standard deviation

\(^1\)Given the constraint that there has to be at least one window, a text has to comprise at least as many sentences as the ws is wide \(n \geq w\).
in the window are added up to form the denominator and numerator of the resulting complexity score of a given window (see Figure 3 in the Appendix). The size of the window is user-defined parameter whose value depends on the goals of the analysis: When windows is set to the minimum, i.e. complexity is measured at each sentence of a text, the resulting complexity contour will typically exhibit many sharp turns. By increasing the window size, i.e. the number of sentences in a window, the complexity contour can be smoothened akin to a moving average technique (see Figure 4 in the Appendix). To compute the complexity scores, CoCoGen uses the Stanford CoreNLP suite (Manning et al., 2014) for performing tokenization, sentence splitting, part-of-speech tagging, lemmatization and syntactic parsing using the probabilistic context free grammar parsers for English (Klein and Manning, 2003) and German (Rafferty and Manning, 2008).

5 Features

In its current version CoCoGen features 57 complexity measures (CMs) for English of which 13 are also available for German. These features cover (1) surface measures, (2) measures of syntactic complexity, (3) measures of lexical richness, (4) information theoretic measures, and (5) register-based n-gram frequency measures. The operationalizations of the syntactic and lexical CMs follow those given in Lu (2011) and Lu (2012). For details on the operationalization of the information theoretic CMs, see Ströbel (2014). The operationalization of the register-based n-gram frequency measures is provided below. Surface measures concern the length of production units and include Mean Length of Words in characters (MLWC), Mean Length of Words in syllable (MLWs), Mean length of clause (MLC), Mean length of sentence (MLS), and Mean length of T-Unit (MLT). Syntactic complexity is typically quantified in terms of measures of the type and incidence of embeddings (Sentence complexity ratio (C/S), T-Unit complexity ratio (C/T), Complex T-Unit ratio (CT/T), Dependent clause ratio (DC/C), Dependent clauses per T-Unit (DC/T), T-Units per Sentence (T/S), and Verb Phrases per T-Unit (VP/T)), the types and number of coordinations between clauses and phrasal units (Coordinate phrases per clause (CP/C), Coordinate phrases per T-Unit (CP/T)), and the type of particular structures (Complex nominals per T-Unit(CN/T), Complex nominals per Clause (CN/C), Noun Phrase Premodification in words (NPpreW), Noun Phrase Postmodification in words (NPpostW)) (see Lu, 2017, for a recent overview). The lexical richness measures fall into three distinct sub-types: (1) Lexical density, i.e. the ratio of the number of lexical (as opposed to grammatical) words to the total number of words in a text (Lexical Density (LD)), (2) Lexical variation, i.e. the range of a learner’s vocabulary as displayed in his or her language use (Number of Different Words (NDW), Type-Token Ratio (TTR), Log Type-Token Ratio (logTTR), Root Type-Token Ratio (rTTR), Corrected Type-Token Ratio (cTTR)) and (3) Lexical sophistication, i.e. the proportion of relatively unusual or advanced words in the learner’s text (words from the New Academic Word List (NAWL), words from the New Academic Formula List (NAFL), words that are not part of the New General Service List (NGSL), Lexical Sophistication BNC (LS.BNC), Lexical Sophistication ANC (LS.ANC)). The three information-theoretic measures are Kolmogorov Deflate (KolDef), Kolmogorov Deflate Syntactic (KolDefSyn), Kolmogorov Deflate Morphological (KolDefMor) (see Ehret and Szmaciensk, 2019, for the benefits of using these measures in the assessment of text complexity in the context of language learning). These measures, use the Deflate algorithm (Deutsch and Gailly, 1996) to compress a given text and obtain performance scores by relating the size of the compressed file to the size of the original file (Ströbel, 2014). The fifth group of register-based n-gram frequency measures was based on list of the top 100,000 most frequent ngrams (for $n \in [1, 5]$) from the five register sub-components of the COCA corpus (spoken, magazine, fiction, news, academic language). The general definition of these CMs is given in (1) and

---

2CoCoGen was designed with extensibility in mind, so that additional CMs can easily be added. It uses an abstract measure class for the implementation of CMs. Currently, additional CMs from the cognitive science (psycholinguistic) literature are being implemented for both English and German.

3The Contemporary Corpus of American English (Davies, 2008) is the largest genre-balanced corpus of American English, which at the time the measures were derived comprised 560 million words.
output of CoCoGen for the $i$th window of a document, is a 13 dimensional vector (for German) or a 57 dimensional vector (for English), $l$ is the length of the sequence, $n \in \mathbb{Z}$ is a number, which is greater or equal to the length of the longest sequence in the dataset and $x_{l+1}, \ldots, x_n$ are padded 0-vectors. The input of the contour-based model is be fed into a RNN which consists of two layers of GRU cells with 20 hidden units each. To predict the class of a sequence, the last output of the RNN, i.e. the output of RNN right after the feeding of $x_l$, concatenated with the variables (text type and learner background), which are encoded into one-hot vectors, is transformed through a feed-forward neural network. The feed-forward neural-network consists of three fully connected layers, whose output dimensions are 512, 256, 1 (German) and 3 (English). The Rectifier Linear Unit (ReLU) was used as activation function. Two dropout layers were added between fully connected layers 1 and 2 and between layers 2 and 3, both with a dropout rate of 0.3. Before the final output, a sigmoid layer was applied. For the mean-based model, we used the same neural network as in the contour-based model, except that the network was trained on vectors of text-average complexity scores. For the purpose of comparison, we also built two baseline models based on the control variables and the prior probability distribution. The first one is a statistics-based baseline model. We trained this model by grouping the instances in the dataset by the control variables and computed the empirical distribution over grades for each group. For prediction, we classified instances of the test set into grades by

$$\text{Score}_{n,s,r} = \frac{|C_{n,s,r}| \cdot \log \left(\prod_{c \in C_{n,s,r}} freq_{n,r}(c)\right)}{|U_{n,s}|}$$

(1)

where

$$C_{n,s,r} = A_{n,s} \cap B_{n,r}$$

(2)

Let $A_{n,s}$ be the list of n-grams ($n \in [0, 5]$) contained within a sentence $s$, $B_{n,r}$ the list of n-grams on the n-gram frequency list of a register $r$ ($r \in \{\text{acad, acad, fic, mag, news, spok}\}$) and $C_{n,s,r} = A_{n,s} \cap B_{n,r}$ the intersection list. Furthermore, $U_{n,s}$ denotes the list of unique n-grams in $s$, and $freq_{n,r}(a)$ the frequency of n-gram $a$ in the n-gram frequency list of register $r$. The score of a given n-gram-based CMs is thus obtained by multiplying the number of n-grams in a sentence that are on the n-gram list with the log of the product of the corresponding frequencies of those n-grams divided by the number of distinct n-grams in the sentence.

6 Classification Models

6.1 Model Architecture

We used a Recurrent Neural Network (RNN) classifier, specifically a dynamic RNN model with Gated Recurrent Unit (GRU) cells (Cho et al., 2014). A dynamic RNN was chosen as it can handle sequences of variable length\(^4\). As shown in Figure 2, the input of the contour-based model is a sequence $X = (x_1, x_2, \ldots, x_l, x_{l+1}, \ldots, x_n)$, where $x_i$, the

\(^4\)The lengths of the feature vector sequences depends on the number of sentences of the texts in our corpus.
\[ p(y|x, c) = p(y|c) = \frac{N_{c,y}}{N_c} \]

where \( y \) is the class label, i.e. grade, \( x \) the features of an instance from the test set, and \( c \) is a control variable. \( N_{c,y} \) denotes the number of instances in the training set, for a control variable \( c \) and class label \( y \), while \( N_c = \sum_y N_{c,y} \) is the total number of instances in the training set, which has \( c \) as their control variable. The second baseline model is a neural network model that has the same structure of the upper part of the RNN model which is a feedforward neural network. The input of this model is one-hot encoded control variables and the output stay the same as the RNN model.

Since the task is to classify instances of the dataset into a set of ordered categories, i.e. grade 2 < 6 < 9 < 11 for English and grade 5 < 9 for German, our task can be treated as an ordinal classification problem. To adapt the neural network classifier to the ordinal classification task, we followed the NNRank approach described in (Cheng et al., 2002), which is a generalization of ordinal perceptron learning in neural networks (Crammer and Singer, 2002) and outperforms a neural network classifier on several benchmark datasets. Instead of one-hot encoding of class labels and using softmax as the output layer of a neural network, in NNRank, a class label for class \( k \) is encoded as \((y_1, y_2, \ldots, y_{i-1}, y_i, \ldots, y_{C-1})\), in which \( y_i = 1 \) for \( i \leq k \) and \( y_i = 0 \) otherwise, where \( C \) is the number of classes. For the output layer, a sigmoid function was used. For prediction, the output of the neural network \((o_1, y_2, \ldots, o_{C-1})\) is scanned from left to right. It stops after encountering \( o_{\text{th}} \), which is the first element of the output vector that is smaller than a threshold \( T \) (e.g. 0.5), or when there is no element left to be scanned. The predicted class of the output vector is the index \( k \) of the last element, whose value is greater than or equal to \( T \).

We use ten-fold cross-validation, using a 90%–10% split into training and testing sets. As the loss function for training, binary cross entropy was used:

\[ \mathcal{L}(\hat{Y}, c) = -\frac{1}{N} \sum_{i=1}^{N} (y_i \log(\hat{y}_i) + (1-y_i) \log(1-\hat{y}_i)) \]

in which \( c = (y_1, y_2, \ldots, y_N) \), \( N = C - 1 \) is the true class label of the current observation encoded in accordance with the NNRank method, where \( C \) is the number of classes and \( \hat{Y} = (\hat{y}_1, \hat{y}_2, \ldots, \hat{y}_N) \) is the output vector of the sigmoid layer. For optimization, we used Adamax with a learning rate \( \eta = 0.001 \) and weight decay \( = 1 \times 10^{-6} \). The minibatch size is 32, which was shown as a reasonable value for modern GPUs (Masters and Luschi, 2018). All models were implemented using PyTorch (Pytorch, 2019).

### 6.2 Feature Importance

To determine the relative importance of the complexity features, we conducted feature ablation experiments for the contour-based RNN. Classical forward or backward sequential selection algorithms that proceed by sequentially adding or discarding features require a quadratic number of model training and evaluation in order to obtain a feature ranking (Langley, 1994). In the context of neural network model training a quadratic number of models can become prohibitive. To alleviate this problem, we used an adapted version of the iterative sensitivity-based pruning algorithm proposed by Díaz-Villanueva et al. (2010). This algorithm ranks the features based on a ‘sensitivity measure’ (see, (Moody, 1994; Utans and Moody, 1991)) and removes the least relevant variables one at a time. The classifier is then retrained on the resulting subset and a new ranking is calculated over
the remaining features. This process is repeated until all features are removed (see Algorithm 1). In this fashion, rather than training $\frac{n(n+1)}{2}$ models required for sequential algorithms, the number of models trained is reduced to $\frac{n}{m}$, where $m$ is the number of features that can be removed at each step.

We also examined all pairwise classification errors among the four grades (see Table 8).

We report the results of classification with 10-fold cross-validation (see Figures 5 and 6 in the Appendix) for a visualization of model accuracy for the means-based and contour-based models over 200 epochs across the 10 cross-validation folds. We first present the results of the experiments on the English data, before moving to results for the German data. The performance metrics of the classification models for English (global accuracy, precision, recall and macro F1 scores per grade level) are presented in Table 2. Both the means-based and the contour-based models achieved grade-level-based classification accuracy of $> 75\%$, a substantial improvement over the baseline model (28\%, see Table 4 in the Appendix for details). These findings indicate that text complexity increases with children's age/competence level and provide further empirical evidence in support of grade-level-based complexity assumption (see the study by Berendes et al., 2018 described above). The contour-based model outperforms the means-based model in terms of both precision and recall across all classes, resulting in an increase in global classification accuracy of 6\%, from 76\% (means-based model) to 82\% (contour-based model). Precision and recall rates are found to be highest for grade 2, followed by grades 6 and 11, and lowest for grade 11. Inspection of the confusion matrix for the contour-based model (see Table 7 in the Appendix) indicates that misclassified samples are close to the actual class, indicating that the model was sensitive to the grade ordering. These results suggest that the change in complexity was most pronounced in the earlier grades and decreased with increasing grade levels. The results of the feature importance analysis reveal that classification is mainly driven by features related to vocabulary (the feature importance statistics for the top 30 measures can be found in Table 6 in the Appendix). The top 14 of the 57 measures are related to lexical sophistication, word length and the use of register-based n-grams. These findings are consistent with the available body of research suggesting that the development of children’s writing during adolescent years is primarily characterized by higher proportions of unusual/advanced words and words of greater surface length (compare same vs. equal vs. identical vs. tantamount) (see, Berman 2007) and replicate and extend the findings reported in Durrant and Brenchley (2019) that the shift towards more academic vocabulary can also be observed in the use of multi-word sequences. The information theoretic measures are
Table 2: Performance statistics of the means-based (left) and contour-based (right) RNN classifiers aggregated over 10 crossvalidation runs (English data). Baseline classification accuracy was 28%.

<table>
<thead>
<tr>
<th></th>
<th>Means-based</th>
<th>Contour-based</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>M</td>
<td>SD</td>
</tr>
<tr>
<td>Accuracy</td>
<td>0.76</td>
<td>0.03</td>
</tr>
<tr>
<td>Precision</td>
<td>2</td>
<td>0.87</td>
</tr>
<tr>
<td>Recall</td>
<td>0.85</td>
<td>0.04</td>
</tr>
<tr>
<td>F1 score</td>
<td>0.86</td>
<td>0.03</td>
</tr>
<tr>
<td></td>
<td>0.78</td>
<td>0.02</td>
</tr>
<tr>
<td>Recall</td>
<td>0.78</td>
<td>0.03</td>
</tr>
<tr>
<td>F1 score</td>
<td>0.78</td>
<td>0.01</td>
</tr>
<tr>
<td></td>
<td>0.72</td>
<td>0.04</td>
</tr>
<tr>
<td>Recall</td>
<td>0.71</td>
<td>0.05</td>
</tr>
<tr>
<td>F1 score</td>
<td>0.71</td>
<td>0.03</td>
</tr>
<tr>
<td></td>
<td>0.71</td>
<td>0.09</td>
</tr>
<tr>
<td>Recall</td>
<td>0.75</td>
<td>0.06</td>
</tr>
<tr>
<td>F1 score</td>
<td>0.73</td>
<td>0.07</td>
</tr>
</tbody>
</table>

Table 3: Performance statistics of the means-based (left) and contour-based (right) RNN classifiers aggregated over 10 crossvalidation runs (German data). Baseline classification accuracy was 51%.

<table>
<thead>
<tr>
<th></th>
<th>Means-based</th>
<th>Contour-based</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>M</td>
<td>SD</td>
</tr>
<tr>
<td>Accuracy</td>
<td>0.70</td>
<td>0.02</td>
</tr>
<tr>
<td>Precision</td>
<td>5</td>
<td>0.71</td>
</tr>
<tr>
<td>Recall</td>
<td>0.74</td>
<td>0.02</td>
</tr>
<tr>
<td>F1 score</td>
<td>0.72</td>
<td>0.02</td>
</tr>
<tr>
<td></td>
<td>0.69</td>
<td>0.03</td>
</tr>
<tr>
<td>Recall</td>
<td>0.66</td>
<td>0.03</td>
</tr>
<tr>
<td>F1 score</td>
<td>0.67</td>
<td>0.02</td>
</tr>
</tbody>
</table>

situated at ranks 15, 18 and 22. The group of lexical diversity measures (NDW and variants of TTR) is located in the mid-field (ranks 34, 36, 37, 38, 39). Syntactic complexity is found to play only a subsidiary role: with the exception of one measure (VP/T, rank 19) features from this class appeared only after rank 30.

Even with a more restricted features set compared to English, grade-level-based classification accuracy on the German dataset displays considerable - albeit less pronounced - improvement of ≥ 19% over the baseline model (51% classification accuracy) (see Table 5 in the appendix). These findings thus provide additional, though somewhat weaker, empirical evidence in support of grade-level-based complexification assumption. As is the case in the English data, the performance of the model based on complexity contours exceeds that of the means-based model on the German data both in terms of precision and recall across the two school grades, leading to an 4% increase in overall classification accuracy from 70% to 74%. Table 3 presents the performance statistics. The feature ablation analysis reveals that the most important features are more evenly distributed across the four groups of CMs (see Table 9 in the Appendix): The top eight features include surface CMs pertaining to the length of production unit (MLWc, MLC, MLS), lexical diversity (NDW, RTTR, CTTR), syntactic complexity (Cl/S), and information density (KolDef). Within this set of eight CMs, the removal of individual CMs is associated with a relatively minor drop in classification accuracy of less than 1.5%, suggesting that the network is able to compensate for the loss of information from a given feature by relying on the other features. However, when the last feature of the top-8 group is removed, classification accuracy drops by almost 5%, indicating that the remaining features played subsidiary roles in the grade-level classification. These findings nicely complement those reported in the paper by Weiss and Meurers (2019) described above focusing on basic (Hauptschule) and intermediate school tracks (Realschule) by assessing writing skills in the other two tracks of the German educational system: comprehensive school (Gesamtschule) and grammar school (Gymnasium).

8 Conclusion and Outlook

In this paper, we demonstrated how the automatic assessment of text complexity through a sliding window approach in combination with machine learning techniques can provide valuable and unique insights into the development of children’s writing as they progress through their school education. Such an approach has the added advantage of capturing the progression of complexity within a text. In classification tasks on two data sets representing children’s school writing in L1 English and German, we showed that the inclusion of this sequential information can substantially increase classification performance across grade-levels. We also show that Sensitivity-Based Pruning is a viable complementary approach to other approaches aimed at assessing feature importance to identify
'criterial features' that are characteristic and indicative of language competencies at a given level (Hawkins and Filipović, 2012). More generally, the type of research presented in this paper has the potential to advance our understanding of the development of literacy skills in children during adolescent years, a key stage that is still not well understood. In future work, we intend to extend the approach presented here to larger cross-sectional data sets covering additional school grades in search of valid and reliable benchmarks and norms that can be used to inform school curricula and educational standards.
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Abstract
Automated writing evaluation systems can improve students’ writing insofar as students attend to the feedback provided and revise their essay drafts in ways aligned with such feedback. Existing research on revision of argumentative writing in such systems, however, has focused on the types of revisions students make (e.g., surface vs. content) rather than the extent to which revisions actually respond to the feedback provided and improve the essay. We introduce an annotation scheme to capture the nature of sentence-level revisions of evidence use and reasoning (the ‘RER’ scheme) and apply it to 5th- and 6th-grade students’ argumentative essays. We show that reliable manual annotation can be achieved and that revision annotations correlate with a holistic assessment of essay improvement in line with the feedback provided. Furthermore, we explore the feasibility of automatically classifying revisions according to our scheme.

1 Introduction
Automated writing evaluation (AWE) systems are intended to help improve students’ writing by providing formative feedback to guide students’ essay revision. Such systems are only effective if students attend to the feedback provided and revise their essays in ways aligned with such feedback.

To date, few AWE systems assess (and are assessed on) the extent to which students’ revisions respond to the feedback provided and thus improve the essay in suggested ways. Moreover, we know little about what students do when they do not revise in expected ways. For example, most natural language processing (NLP) work on writing revision focuses only on annotating and classifying revision purposes (Daxenberger and Gurevych, 2013; Zhang et al., 2017), rather than on assessing the quality of a revision in achieving its purpose. A few studies do focus on revision quality, but without relating revisions to feedback (Tan and Lee, 2014; Afrin and Litman, 2018).

In this study, we take a step towards advancing automated revision analysis capabilities. First, we develop a sentence-level revision scheme to annotate the nature of students’ revision of evidence use and reasoning (hereafter, we refer to this as the ‘RER scheme’) in a text-based argumentative essay writing task. By evidence use, we refer to the selection of relevant and specific details from a source text to support an argument. By reasoning, we mean an explanation connecting the text evidence to the claim and overall argument. By revision, we mean an explanation connecting the text evidence to the claim and overall argument. Table 4 shows examples of evidence and reasoning revisions from first draft to second draft. Next, we demonstrate inter-rater reliability among humans in the use of the RER scheme. In addition, we show that only desirable revision categories in the scheme relate to a holistic assessment of essay improvement in line with the feedback provided. Finally, we adapt word to vector representation features to automatically classify desirable versus undesirable evidence revisions, and examine how automatically predicted evidence revisions relate to the holistic assessment of essay improvement.

2 Related Work
Automated revision detection work has centered on classifying edits on largely non-content level features of writing, such as spelling and morphosyntactic revisions (Max and Wisniewski, 2010), error correction, paraphrase or vandalism detection (Daxenberger and Gurevych, 2013), factual versus fluency edits (Bronner and Monz, 2012), and document- versus word-level revisions (Roscoe et al., 2015). Other research has focused on patterns of revision behavior, for example, the addition, deletion, substitution, and reorganization of
information (Zhang, 2020). However, these categories center on general writing features and behaviors. In the context of AWE systems, this could be seen as a limitation because feedback is most useful to students and teachers alike when it is keyed to critical features of a genre – such as claims, reasons, and evidence use in argumentative writing – that are most challenging to teach and learn.

Some research has begun to take up the challenge of investigating student revision for argumentative writing (Zhang and Litman, 2015; Zhang et al., 2017). Results show a high level of agreement for human annotation and some relationship to essay improvement, though not at the level of individual argument elements (Zhang and Litman, 2015). Existing schemes also lack in specificity, e.g., they do not distinguish between desirable and undesirable revisions for each argument element in terms of improving essay quality.

Prior work on assessing revision quality has evaluated revision in general terms (e.g., strength (Tan and Lee, 2014) or overall improvement (Afrin and Litman, 2018)), but without consideration of the feedback students were provided. We instead focus on analyzing revisions in response to feedback from an AWE system. Although prior studies have focused on all revision categories (e.g., claim, evidence, and word-usage (Zhang and Litman, 2015)), we focus on only evidence and reasoning revisions that correspond to the scope of the AWE system’s feedback. Also, we focus not only on why the student made a revision (e.g., add evidence) but also analyze if the revision was desirable or not (e.g., relevant versus irrelevant evidence).

3 Corpus

Our corpus consists of the first draft (Draft1) and second draft (Draft2) of 143 argumentative essays. The corpus draws from our effort to develop an automated writing evaluation system - eRevise, to provide 5th- and 6th-grade students feedback on a response-to-text essay (Zhang et al., 2019; Wang et al., 2020). The writing task administration involved teachers reading aloud a text while students followed along with their copy. Then, students were given a writing prompt1 to write an argumentative essay.

<table>
<thead>
<tr>
<th>No</th>
<th>Feedback Message</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>Use more evidence from the article</td>
</tr>
<tr>
<td>2</td>
<td>Provide more details for each piece of evidence you use</td>
</tr>
<tr>
<td>3</td>
<td>Explain the evidence</td>
</tr>
<tr>
<td>4</td>
<td>Explain how the evidence connects to the main idea &amp; elaborate</td>
</tr>
</tbody>
</table>

Table 1: Top-level feedback from the AWE system.

Each student wrote Draft1 and submitted their essay to the AWE system. Students then received feedback focused specifically on the use of text evidence and reasoning. Table 1 shows the top-level feedback messages2 that the system provided. Finally, students were directed to revise their essay in response to the feedback, yielding Draft2.

As part of a prior exploration of students’ implementation of the system’s feedback, this corpus of 143 essays was coded holistically on a scale from 0 to 3 for the extent to which use of evidence and reasoning improved from Draft1 to Draft 2 in line with the feedback provided (Wang et al., 2020)3.

A code, or score, of 0 indicated no attempt to implement the feedback given; 1= no perceived improvement in evidence use or reasoning, 2= slight improvement; and 3= substantive improvement. Note again that this score represents a subjective, holistic (i.e., not sentence-level) assessment of whether Draft2 improved in evidence use and/or reasoning specifically in alignment with the feedback that a particular student received. We refer to this as ‘improvement score’ in the rest of the paper.

3.1 Preparing the corpus for annotation

On average, Draft1 essays contain 14 sentences and 253 words, and Draft2 essays contain 18 sentences and 334 words. To prepare the corpus for annotation, we first segmented each Draft1 and Draft2 essay into sentences, then manually aligned them at sentence-level. For example, if a sentence is added to Draft2, it is aligned with a null sentence in Draft1. If a sentence is deleted from Draft1, it is aligned with a null sentence in Draft2. A modified sentence, or a sentence with no change in Draft2, is aligned with the corresponding sen-

---

1"Based on the article, did the author provide a convincing argument that winning the fight against poverty is achievable in our lifetime? Explain why or why not with 3-4 examples from the text to support your answer."

2See (Zhang et al., 2019) for detailed feedback messages.

3In the prior study, two researchers double-coded 35 of the 143 essays (24 percent). Cohen’s kappa was 0.77, indicating ‘substantial’ agreement (McHugh, 2012).
Table 2: Essay statistics (N=143).

<table>
<thead>
<tr>
<th>#Sentence</th>
<th>Draft2</th>
<th>#No Change</th>
<th>#Revision</th>
</tr>
</thead>
<tbody>
<tr>
<td>Total</td>
<td>2652</td>
<td>1362</td>
<td>1475</td>
</tr>
<tr>
<td>Avg.</td>
<td>18.545</td>
<td>9.524</td>
<td>10.315</td>
</tr>
</tbody>
</table>

Each revision was next manually annotated for its revision purpose according to the scheme proposed in (Zhang and Litman, 2015), which categorizes revisions into surface versus content changes. Surface revisions are changes to fluency or word choice, convention or grammar, and organization. Content revisions are meaningful textual changes such as claim or thesis, evidence, reasoning, counter-arguments etc. From among these revisions, only evidence and reasoning revisions are used for the current study, due to their alignment with the AWE feedback messages in Table 1.

Table 2 shows the descriptive statistics of the essay corpus at the sentence-level. The second column shows the total and average number of sentences for Draft2. The third column shows that, on average, about 9 sentences per essay were unchanged. The final column shows that, on average, 10 sentences per essay were revised. Out of those 10 sentences, only two to three sentences were revised with respect to evidence, and another two to three sentences with respect to reasoning, on average over all 143 students. This indicates that students engaged in very limited revisions of evidence and reasoning, even when provided feedback targeted to these argument elements.

Table 3 shows the statistics for the students who did revise their essay. Note that out of 143 students, 50 students (35%) did not make any evidence-use revisions; 32 students (22%) did not make any reasoning revisions. Only 10 students (7%) did not make any evidence or reasoning revisions. 4 students (3%) did not make any revision at all. From these students we extracted 386 evidence revisions and 389 reasoning revisions, a total of 775 sentence-revisions. We do not consider the other 700 revisions (claim, word-usage, grammar mistakes, etc.) in this study.

To better understand how students did revise, whether their revisions were desirable, and whether desirable revisions relate to a measure of essay improvement that includes alignment with feedback, we developed a revision categorization scheme and conducted the analysis described below.

4 Revision Categorization (RER Scheme)

We propose a new scheme for annotating revisions of evidence use and reasoning (RER scheme) that will be useful for assessing the improvement of the essay in line with the feedback provided. The initial set of codes drew from the qualitative exploration of students’ implementation of feedback from our AWE system (Wang et al., 2020), in which the authors inductively and holistically coded how students successfully and unsuccessfully revised their essays with respect to evidence use and reasoning. For example, students sometimes added evidence that repeated evidence they had already provided in Draft1. Or they successfully modified sentences to better link the evidence to the claim.

Both the initial set of codes and our AWE system’s feedback messages were informed by writing experts and research suggesting that strong argument writing generally features multiple pieces of specific evidence that are relevant to the argument and clear explication (or reasoning) of how the evidence connects to the claim and helps to support the argument (see, for example, (De La Paz et al., 2012; O’Hallaron, 2014; Wang et al., 2018)).

For the present study, two annotators read through each extracted evidence or reasoning-related revision in the context of the entire essay. They labeled each instance of revision with a code. The annotators iteratively expanded or refined the initial codes until they finalized a set of codes for evidence use revisions and another for reasoning revisions (see sections 4.1 and 4.2). Together these
In the story, “A Brighter Future,” the author convinced me that “winning the fight against poverty is achievable in our lifetime.”

I think that in Sauri, Kenya [where poverty is all around], people were in poverty.

For example, we have good food and clean water

This shows that there was a change at the hospital because they had medicine which is good for the people’s health when they get sick.

<table>
<thead>
<tr>
<th>Draft1</th>
<th>Draft2</th>
<th>Operation</th>
<th>Purpose</th>
<th>RER code</th>
</tr>
</thead>
<tbody>
<tr>
<td>In the story, “A Brighter Future,” the author convinced me that “winning the fight against poverty is achievable in our lifetime.”</td>
<td>Modify</td>
<td>Fluency</td>
<td></td>
<td></td>
</tr>
<tr>
<td>I think that in Sauri, Kenya [where poverty is all around], people were in poverty.</td>
<td>Add</td>
<td>Claim</td>
<td></td>
<td></td>
</tr>
<tr>
<td>For example, we have good food and clean water</td>
<td>Delete</td>
<td>Evidence</td>
<td>Irrelevant</td>
<td></td>
</tr>
<tr>
<td>This shows that there was a change at the hospital because they had medicine which is good for the people’s health when they get sick.</td>
<td>Add</td>
<td>Reasoning</td>
<td>Linked to Claim and Evidence</td>
<td></td>
</tr>
</tbody>
</table>

Table 4: Example revisions from aligned drafts of an essay and application of RER codes.

733 of the essays, or 23 percent, were double-coded for reliability, see Section 5 for kappa score.

two sets comprise the RER scheme. Subsequently, the two annotators applied the RER scheme to all instances of evidence use or reasoning-related revisions in all 143 students’ essays. Annotators selected the best code; no sentence received more than one code.

Table 4 presents an example of corpus preparation (Operation and Purpose, section 3.1) and RER coding (see below) as applied to an excerpted essay and its revision. Table 5 presents an example of each code, though for parsimony, we only present additive revisions – not deletions or modification, as these are less common. Table 6 shows the distribution for each RER code.

### 4.1 Revision of evidence use

Revisions related to evidence are characterized by one of the following five codes. All codes apply to added, deleted, or modified revisions, except ‘Minimal’, which only applies to modified evidence. Relevant applies to examples or details that support (i.e., are appropriate and related to) the particular claim. Irrelevant applies to examples or details that are unnecessary, imperceptive to, or disconnected from the claim. They do not help with the argument. Repeat evidence applies to examples or details that were already present in Draft1; students are merely repeating the information. Non-text based applies to examples or details outside of the provided text. Minimal applies to minor modifications to existing evidence that may add some specificity, but do not affect the argument much.

### 4.2 Revision of reasoning

Reasoning revisions are characterized by one of the following six codes. All codes apply to added, deleted, or modified revisions, except ‘Minimal’, which only applies to modified reasoning. Linked claim-evidence (LCE) applies to an explanation that connects the evidence provided with the claim. Not LCE applies to an explanation that does not connect the evidence provided with the claim. Paraphrase evidence applies to an attempt at explanation that merely paraphrases the evidence rather than explain or elaborate upon it. Generic applies to a non-specific explanation that is reused multiple times, after each piece of evidence (e.g., “This is why I am convinced that we can end poverty.”) Commentary applies to an explanation that is unrelated to the main claim or source text; most of the time, it comes from the writer’s personal experience. Minimal applies to minor modifications that do not affect the argument much.
### Example of “Add” Revision (“Modify” for Minimal Revision)

<table>
<thead>
<tr>
<th>Evidence</th>
<th>Example</th>
</tr>
</thead>
<tbody>
<tr>
<td>*Relevant</td>
<td>To support the point that conditions in Sauri were bleak, a student added this new example: “The hospitals don’t have the medicine for their sick patients so therefore they can get even more ill and eventually die [if] the [immune] system is not strong enough.”</td>
</tr>
<tr>
<td>Irrelevant</td>
<td>To support the claim that winning the fight against poverty is possible, the student wrote, “Students could not attend school because they did not have enough money to pay the school fee.” This does not support the claim.</td>
</tr>
<tr>
<td>Repeat Evidence</td>
<td>“Malaria causes adults to get sick and cause children to die” was added as sentence #27 in a student’s Draft2, but sentence #5 already said, “Around 20,000 kids die a day from malaria and the adults get very ill from it.”</td>
</tr>
<tr>
<td>Non-Text-Based</td>
<td>Student provided example of an uncle living in poverty, rather than draw from examples in the source text about poverty in Kenya.</td>
</tr>
<tr>
<td>Minimal</td>
<td>In Draft1, the student wrote, “Now during the project there are no school fees, the schools serve the students lunch, and the attendance rate is way up.” In Draft2, the student specified “Millennium Villages” project.</td>
</tr>
</tbody>
</table>

### Reasoning

| *LCE | The student argued that we can end poverty because Sauri has already made significant progress. After presenting the evidence about villagers receiving bednets to protect against malaria, the student added, “This shows that the people of Sauri have made progress and have taken steps to protect everyone using the bed nets and other things.” |
| Not LCE | The student claims that Sauri is overcoming poverty. After presenting the evidence that “Each net costs $5,” the student wrote, “This explain how low prices are but we may not get people to lower them more.” |
| Paraphrase | After presenting the evidence that “People’s crops were dying because they could not afford the necessary fertilizer,” the student added, “This evidence shows that the crops were dying and the people could not get the food that they needed because the farmers could not afford any fertilizer…” |
| Generic | After the first piece of evidence, the student added, “This evidence helps the statement that there was a lot of poverty.” Then after the second piece of evidence, the student added almost the same generic sentence, “This statement also supports that there were a lot of problems caused by poverty.” |
| Commentary | After a piece of evidence, a student wrote, “We think that we are poor because we can not get toys that we want, but we go to school and its not free.” |
| Minimal | In Draft1, the student wrote, “I believe that because it states that we have enough hands and feet to get down and dirty and help these kids that are suffering.” In Draft2, the student only added “and are in poverty” to the end of the sentence. |

* indicates desirable revision, as the revision has hypothesized utility in improving the assigned essay in alignment with provided feedback given in Table 1. Other codes may also be desirable given a different writing task with different feedback (e.g., students may be asked to provide non-text-based evidence from their own experience).

---

Table 5: Example of each RER code.
<table>
<thead>
<tr>
<th>RER Code</th>
<th>Add</th>
<th>Delete</th>
<th>Modify</th>
<th>Total</th>
</tr>
</thead>
<tbody>
<tr>
<td>Evidence</td>
<td>265</td>
<td>63</td>
<td>58</td>
<td>386</td>
</tr>
<tr>
<td>Relevant</td>
<td>159</td>
<td>50</td>
<td>30</td>
<td>239</td>
</tr>
<tr>
<td>Irrelevant</td>
<td>26</td>
<td>9</td>
<td>8</td>
<td>43</td>
</tr>
<tr>
<td>Repeat Evidence</td>
<td>70</td>
<td>4</td>
<td>0</td>
<td>74</td>
</tr>
<tr>
<td>Non-Text-Based</td>
<td>10</td>
<td>0</td>
<td>0</td>
<td>10</td>
</tr>
<tr>
<td>Minimal</td>
<td>0</td>
<td>0</td>
<td>20</td>
<td>20</td>
</tr>
<tr>
<td>Reasoning</td>
<td>270</td>
<td>59</td>
<td>60</td>
<td>389</td>
</tr>
<tr>
<td>LCE</td>
<td>90</td>
<td>18</td>
<td>13</td>
<td>121</td>
</tr>
<tr>
<td>Generic</td>
<td>20</td>
<td>0</td>
<td>1</td>
<td>21</td>
</tr>
<tr>
<td>Paraphrase</td>
<td>50</td>
<td>10</td>
<td>5</td>
<td>65</td>
</tr>
<tr>
<td>Not LCE</td>
<td>62</td>
<td>11</td>
<td>12</td>
<td>85</td>
</tr>
<tr>
<td>Commentary</td>
<td>48</td>
<td>20</td>
<td>7</td>
<td>75</td>
</tr>
<tr>
<td>Minimal</td>
<td>0</td>
<td>0</td>
<td>22</td>
<td>22</td>
</tr>
<tr>
<td><strong>Total</strong></td>
<td>535</td>
<td>122</td>
<td>118</td>
<td>775</td>
</tr>
</tbody>
</table>

Table 6: RER code distribution (N=143).

5 Evaluation of the RER Scheme

We evaluated our annotated corpus to answer the following research questions (RQ):

**RQ1:** What is the inter-rater reliability for annotating revisions of evidence use and reasoning?

**RQ2:** Is the number of each type of revision related to essay ‘improvement score’?

**RQ3:** Is there any difference in the ‘improvement score’ based on the kinds of revisions?

**RQ4:** Is there a cumulative benefit to predicting essay ‘improvement score’ when students made multiple types of revisions?

To answer RQ1, we calculated Cohen’s kappa for inter-rater agreement on the 33 essays (23 percent) that were double-coded. Our results show that we were able to achieve substantial inter-rater agreement on reasoning (k = .719) and excellent inter-rater agreement for evidence use (k = .833) (see, e.g., (McHugh, 2012)).

To answer RQ2, we calculated the Pearson correlation between the raw number of revisions per code to the ‘improvement score’ described in Section 3. Table 7 shows that the total number of evidence-related revisions was not significantly correlated with ‘improvement score’ (r = .15), while the total number of reasoning revisions was (r = .30). Table 7 also shows that positive correlations were found for added evidence or reasoning (r = .17 and .40, respectively), whereas deletions and modification were not significantly correlated.

Looking at the correlations for our proposed RER codes (which sub-categorize the Evidence and Reasoning codes (Zhang and Litman, 2015)), we see that the RER codes yield more and generally stronger results. We found that, as hypothesized, adding relevant pieces of evidence was significantly positively correlated with the ‘improvement score’, while the addition of irrelevant evidence, non-text based evidence or repeating prior evidence were all unrelated to this score. Similarly, we found that adding reasoning that linked evidence to the claim (LCE) was significantly correlated with the ‘improvement score’ and so was paraphrasing evidence. Other reasoning codes, as expected, were not significantly related to the ‘improvement score’.

We did not initially consider paraphrases as a desirable type of revision; yet, this code showed a significant positive correlation. While unexpected, we were not altogether surprised as two of the feedback messages (shown in Table 1) did explicitly ask for students to put ideas into their own words (see (Zhang et al., 2019) for details). Although addition of evidence and reasoning revisions demonstrated correlation to the ‘improvement score’, deletions and modifications did not show any intuitive correlation. We suspect that this is due to the comparatively small number of delete and modify revisions.

To answer RQ3, we performed one-way ANOVAs for different levels of the ‘improvement score’ (0=no attempt, 1=no improvement, 2=slight improvement, 3= substantive improvement, aligned with feedback provided) comparing means of the number of revisions added, modified, or deleted. ANOVAs showed overall significance for the cate-
Table 7: Revision correlation to ‘Improvement Score’. (N=143, * p < .05, ** p < .01)

<table>
<thead>
<tr>
<th>RER Code</th>
<th>Add</th>
<th>Delete</th>
<th>Modify</th>
<th>Total</th>
</tr>
</thead>
<tbody>
<tr>
<td>Evidence</td>
<td>0.17*</td>
<td>0.00</td>
<td>0.13</td>
<td>0.15</td>
</tr>
<tr>
<td>Relevant</td>
<td>0.25**</td>
<td>0.02</td>
<td>0.09</td>
<td>0.20**</td>
</tr>
<tr>
<td>Irrelevant</td>
<td>0.05</td>
<td>-0.00</td>
<td>0.07</td>
<td>0.06</td>
</tr>
<tr>
<td>Repeat Evidence</td>
<td>0.01</td>
<td>-0.06</td>
<td>–</td>
<td>0.00</td>
</tr>
<tr>
<td>Non-Text-Based</td>
<td>0.07</td>
<td>–</td>
<td>–</td>
<td>0.07</td>
</tr>
<tr>
<td>Minimal</td>
<td>–</td>
<td>–</td>
<td>0.06</td>
<td>0.06</td>
</tr>
<tr>
<td>Reasoning</td>
<td>0.40**</td>
<td>0.09</td>
<td>-0.10</td>
<td>0.30**</td>
</tr>
<tr>
<td>LCE</td>
<td>0.45**</td>
<td>0.05</td>
<td>0.09</td>
<td>0.41**</td>
</tr>
<tr>
<td>Generic</td>
<td>-0.03</td>
<td>–</td>
<td>-0.04</td>
<td>-0.04</td>
</tr>
<tr>
<td>Paraphrase</td>
<td>0.22**</td>
<td>0.09</td>
<td>0.02</td>
<td>0.22**</td>
</tr>
<tr>
<td>Not LCE</td>
<td>0.09</td>
<td>0.00</td>
<td>-0.07</td>
<td>0.04</td>
</tr>
<tr>
<td>Commentary</td>
<td>-0.02</td>
<td>0.08</td>
<td>-0.08</td>
<td>0.01</td>
</tr>
<tr>
<td>Minimal</td>
<td>–</td>
<td>–</td>
<td>-0.14</td>
<td>-0.14</td>
</tr>
</tbody>
</table>

Table 8: ANOVA results showing differences among ‘Improvement Scores’ (coded as 0, 1, 2, 3). Only categories with significant results are shown. All categories were tested. (N=143, * p < .05, ** p < .01)

<table>
<thead>
<tr>
<th>RER Code</th>
<th>Add</th>
<th>Modify</th>
<th>Remove</th>
</tr>
</thead>
<tbody>
<tr>
<td>Evidence:</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Relevant</td>
<td>3*&gt;1</td>
<td>3*&gt;2</td>
<td></td>
</tr>
<tr>
<td>Reasoning:</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>LCE</td>
<td>3*&gt;0.1,2</td>
<td>3*&gt;1</td>
<td>3*&gt;0.1,2</td>
</tr>
<tr>
<td>Not LCE</td>
<td>2*&gt;0.3</td>
<td>2*&gt;0.3</td>
<td></td>
</tr>
</tbody>
</table>

Table 9: Stepwise linear regression results predicting ‘Improvement Score’. (N=143, * p < .05, ** p < .01)

<table>
<thead>
<tr>
<th>Model</th>
<th>Variables</th>
<th>Coef.</th>
<th>R²</th>
</tr>
</thead>
<tbody>
<tr>
<td>Model_E</td>
<td>add Relevant</td>
<td>0.25**</td>
<td>0.06</td>
</tr>
<tr>
<td>Model_R</td>
<td>add LCE</td>
<td>0.05**</td>
<td>0.25</td>
</tr>
<tr>
<td>Model_R</td>
<td>add Paraphrase</td>
<td>0.08**</td>
<td></td>
</tr>
<tr>
<td>Model_ER</td>
<td>add LCE</td>
<td>0.45**</td>
<td>0.32</td>
</tr>
<tr>
<td>Model_ER</td>
<td>add Paraphrase</td>
<td>0.20**</td>
<td></td>
</tr>
<tr>
<td>Model_ER</td>
<td>add Relevant</td>
<td>0.29**</td>
<td></td>
</tr>
<tr>
<td>Model_ER</td>
<td>del Relevant</td>
<td>-0.21*</td>
<td></td>
</tr>
</tbody>
</table>
Table 10: 10-fold cross-validation result for classifying Evidence as ‘Relevant’ or not. (N=386, ** p < .01)

<table>
<thead>
<tr>
<th></th>
<th>Precision</th>
<th>Recall</th>
<th>F1-score</th>
</tr>
</thead>
<tbody>
<tr>
<td>Majority</td>
<td>0.309</td>
<td>0.500</td>
<td>0.377</td>
</tr>
<tr>
<td>LogR</td>
<td>0.615**</td>
<td>0.622**</td>
<td>0.594**</td>
</tr>
</tbody>
</table>

Table 11: Correlation of predicted ‘Relevant’ evidence to ‘Improvement Score’. (N=143, * p < .05, ** p < .01)

<table>
<thead>
<tr>
<th></th>
<th>Add</th>
<th>Delete</th>
<th>Modify</th>
<th>Total</th>
</tr>
</thead>
<tbody>
<tr>
<td>Gold</td>
<td>0.25**</td>
<td>0.02</td>
<td>0.09</td>
<td>0.20*</td>
</tr>
<tr>
<td>Majority</td>
<td>0.17*</td>
<td>-0.03</td>
<td>0.13</td>
<td>0.15</td>
</tr>
<tr>
<td>LogR</td>
<td>0.17*</td>
<td>-0.01</td>
<td>0.03</td>
<td>0.15</td>
</tr>
</tbody>
</table>

Intrinsic evaluation. Table 10 presents the results of the binary classifier predicting ‘Relevant’ evidence. The results show that the logistic regression classifier significantly outperforms the baseline using our features for all metrics.

Extrinsic evaluation. Table 11 shows the Pearson correlation of ‘Relevant’ evidence to ‘Improvement Score’ using ‘Gold’ human labels (repeated from Table 7) versus predicted labels from the majority and logistic regression classifiers. First, the number of ‘Add Relevant’ revisions, whether gold or predicted, significantly correlates to improvement. While it is not surprising that the correlation is lower for LogR than for Gold (upper bound), it is unexpected that LogR and Majority (baseline) are the same. This likely reflects the Table 7 result that adding any type of Evidence, relevant or not, correlates with improvement. In contrast, the predicted models are not yet accurate enough to replicate the statistical significance of the ‘Gold’ correlation between improvement and ‘Total Relevant’ revisions.

7 Discussion

In our corpus, students revised only about half of the sentences from Draft1 to Draft2. Among the revisions, only a small proportion focused on evidence or reasoning, despite feedback targeting these argument elements exclusively. This resonates with writing research (though not in the context of AWE) showing that students often struggle to revise (Faigley and Witte, 1981; MacArthur, 2018), and that novice writers – like our 5th- and 6th-graders – tend to focus on local word- and sentence level problems rather than content or structure (MacArthur et al., 2004; MacArthur, 2018). When novices do revise, their efforts frequently result in no improvement or improvement only in surface features (Patthey-Chavez et al., 2004).

We knew of no revision schemes that assessed the extent to which evidence use and reasoning-related revisions aligned with desirable features of argumentative writing (i.e., showed responsiveness to system feedback to use more relevant evidence, our overall revision dataset is small, we focus on the simplified task of developing a binary classifier to predict whether an Evidence revision is ‘Relevant’ or not. ‘Relevant’ is both the most frequent RER code and relates positively to the improvement score.

The input is a revision sentence pair – the sentence from Draft1 (S1) and its aligned sentence from Draft2 (S2). The pair can have 3 variations: (null, S2) for added sentences, (S1, null) for deleted sentences, and (S1, S2) for modified sentences. Since we are focusing on ‘Relevant’ evidence prediction, and by our definition in Section 4.1 ‘Relevant’ evidence supports the claim, we also consider the given source text (A) in extracting features.

Features. We explore Word2vec as features for our classification task. We extract representations of S1, S2, and A using the pre-trained GloVe word embedding (Pennington et al., 2014). For each word representation (w) we use the vector of dimension 100, \( w = [v_1, \ldots, v_{100}] \). Then the sentence or document vector (d) is calculated as the average of all word vectors \( d = [d_1, \ldots, d_{100}] \), where \( d_i = \text{mean}(v_{i1}, \ldots, v_{in}) \), for n words in the document. Following this method we extract vectors \( d_{S1}, d_{S2}, \) and \( d_A \) for S1, S2, and A respectively. Finally, we take the average of those 3 vectors to represent the feature vector, \( f = [f_1, \ldots, f_{100}] \), where \( f_j = \text{mean}(d_{S1j}, d_{S2j}, d_{Aj}) \).

For machine learning, we use off-the-shelf Logistic Regression (LogR) from the scikit-learn toolkit. We did not perform any parameter tuning or feature selection. In an intrinsic evaluation, we compare whether there are significant differences between the classifier’s performance and a majority baseline in terms of average un-weighted precision, recall and F1, using paired sample t-tests over 10-folds of cross-validation. In an extrinsic evaluation, we repeat the Pearson correlation study in Section 5 for the predicted code, ‘Relevant’ evidence.

---

8We also explored n-gram features from a previous revision classification task (Zhang and Litman, 2015). Our classification algorithm performed better with word2vec features.

9We also explored Support Vector Machines (SVM) but Logistic Regression outperformed SVM in our experiment.
give more specific details, or provide explanations connecting evidence to the claim); hence, we developed the RER scheme. The scheme – along with the reliability we established and the positive correlations we demonstrated between its sentence-level application and a holistic assessment of essay improvement in line with provided feedback – is an important contribution because the codes are keyed to critical features of the argument writing genre. Therefore, it is more useful than existing schemes that focus on general revision purposes (surface vs. content) or operations (addition, deletion, modification) for assessing the quality of students’ revisions.

This assessment capability is important for at least two related reasons. First, an AWE system is arguably only effective if it helps to improve writing in line with any feedback provided. It is easier to attribute other types of revisions or improvements to the general opportunity to revisit the essay than to any inputs the system provides to students. For argument writing (and our AWE system), then, it is necessary, to be able to identify specific revision behaviors related to evidence use and reasoning. With the RER scheme, we were able to distinguish among revision behaviors. On the whole, predictably undesirable revisions (e.g., deleting relevant evidence) were not correlated with the ‘improvement score’.

Second, gaining insight into how students specifically revise evidence use and reasoning can help hone the content of AWE feedback so that it better supports students to make desirable revisions that impact the overall argument quality. From our coding, we learned that students make deletion or modification revisions less frequently; rather they tend to make additions, even if they do not improve the essay. We also learned that repeating existing evidence accounted for about 19 percent of the evidence-use revisions. We could refine our feedback to preempt students from making these undesirable revisions. Or, once automated revision detection is implemented, we could develop a finer-grained set of feedback messages to provide students to guide their second revision (i.e., production of Draft 3).

Finally, our study takes a step towards advancing automated revision detection for AWE by developing a simple machine learning algorithm for classifying relevant evidence. However, it is important to note that the classifier’s input is currently based on the gold (i.e., human) alignments of the essay drafts and the gold revision purpose labels (e.g., Evidence). An actual end-to-end system would have lower performance due to the propagation of errors from both alignment and revision purpose classification. In addition, due to the small size of our current corpus, our classification study was simplified to focus on evidence rather than both evidence and reasoning, and to focus on binary rather than 5-way classification. Although our algorithm is thus limited to predicting only relevant evidence, the classifier nonetheless outperforms the baseline given little training data.

8 Conclusion and Future Work

We developed the RER scheme as a step towards advancing automated revision detection capabilities of students’ argument writing, which is critical to supporting students’ writing development in AWE systems. We demonstrated that reliable manual annotation can be achieved and that the RER scheme correlates in largely expected ways with a holistic assessment of the extent to which revisions address the feedback provided. We conclude that this scheme has promise in guiding the development of an automated revision classification tool.

Although the RER scheme was developed with a specific corpus and writing assignment, we believe some of the categories (e.g., reasoning linked to claim and evidence) can easily be adapted to data we have from other revision tasks. With more data, we also plan to improve the current classification method with state-of-the-art machine learning models, and extend the classification for all categories.
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Abstract

Essay traits are attributes of an essay that can help explain how well written (or badly written) the essay is. Examples of traits include Content, Organization, Language, Sentence Fluency, Word Choice, etc. A lot of research in the last decade has dealt with automatic holistic essay scoring - where a machine rates an essay and gives a score for the essay. However, writers need feedback, especially if they want to improve their writing - which is why trait-scoring is important. In this paper, we show how a deep-learning based system can outperform feature-based machine learning systems, as well as a string kernel system in scoring essay traits.

1 Introduction

An essay is a piece of text that is written in response to a topic, called a prompt. Writing a good essay is a very useful skill. However, evaluating the essay consumes a lot of time and resources. Hence, in 1966, Ellis Page proposed a method of evaluation of essays by computers (Page, 1966). The aim of automatic essay grading (AEG) is to have machines, rather than humans, score the text.

An AEG system is a software that takes an essay as input and returns a score as output. That score could either be an overall score for the essay, or a trait-specific score, based on essay traits like content, organization, style, etc. To the best of our knowledge, most of the systems today use feature engineering and ordinal classification / regression to score essay traits.

From the late 1990s / early 2000s onwards, there were many commercial systems that used automatic essay grading. Shermis and Burstein (2013) cover a number of systems that are used commercially, such as E-Rater (Attali and Burstein, 2006), Intelligent Essay Assessor (Landauer, 2003), Lightside (Mayfield and Rosé, 2013), etc.

In 2012, Kaggle conducted a competition called the Automatic Student Assessment Prize (ASAP), which had 2 parts - the first was essay scoring, and the second was short-answer scoring. The release of the ASAP AEG dataset¹ led to a large number of papers on automatic essay grading using a number of different techniques, from machine learning to deep learning. Section 3 lists the different work in automatic essay grading.

In addition to the Kaggle dataset, another dataset - the International Corpus of Learner’s English (ICLE) - is also used in some trait-specific essay grading papers (Granger et al., 2009). Our work, though, makes use of only the ASAP dataset, and the trait specific scores provided by Mathias and Bhattacharyya (2018a) for that dataset.

The rest of the paper is organized as follows. In Section 2, we give the motivation for our work. In Section 3, we describe related work done for trait-specific automatic essay grading. In Section 4, we describe the Dataset. In Section 5, we describe the experiments, such as the baseline machine learning systems, the string kernel and super word embeddings, the Neural Network system, etc. We report the results and analyze them in Section 6, and conclude our paper and describe future work in Section 7.

2 Motivation

Most of the work dealing with automatic essay grading either deals with providing an overall score to the essay, but often doesn’t provide any more feedback to the essay’s writer (Carlile et al., 2018).

One way to resolve this is by using trait-specific scoring, where we either do feature engineering or construct a neural network, for individual traits.

¹The dataset can be downloaded from https://www.kaggle.com/c/asap-aes/data
Table 1: Properties of the dataset we used in our experiments.

<table>
<thead>
<tr>
<th>Prompt ID</th>
<th>Trait Scores Range</th>
<th>Word Count</th>
<th>No. of Traits</th>
<th>No. of Essays</th>
<th>Essay Type</th>
</tr>
</thead>
<tbody>
<tr>
<td>Prompt 1</td>
<td>1-6</td>
<td>350</td>
<td>5</td>
<td>1783</td>
<td>Argumentative / Persuasive</td>
</tr>
<tr>
<td>Prompt 2</td>
<td>1-6</td>
<td>350</td>
<td>5</td>
<td>1800</td>
<td>Argumentative / Persuasive</td>
</tr>
<tr>
<td>Prompt 3</td>
<td>0-3</td>
<td>100</td>
<td>4</td>
<td>1726</td>
<td>Source-Dependent Response</td>
</tr>
<tr>
<td>Prompt 4</td>
<td>0-3</td>
<td>100</td>
<td>4</td>
<td>1772</td>
<td>Source-Dependent Response</td>
</tr>
<tr>
<td>Prompt 5</td>
<td>0-4</td>
<td>125</td>
<td>4</td>
<td>1805</td>
<td>Source-Dependent Response</td>
</tr>
<tr>
<td>Prompt 6</td>
<td>0-4</td>
<td>150</td>
<td>4</td>
<td>1800</td>
<td>Source-Dependent Response</td>
</tr>
<tr>
<td>Prompt 7</td>
<td>0-6</td>
<td>300</td>
<td>4</td>
<td>1569</td>
<td>Narrative / Descriptive</td>
</tr>
<tr>
<td>Prompt 8</td>
<td>0-12</td>
<td>600</td>
<td>6</td>
<td>723</td>
<td>Narrative / Descriptive</td>
</tr>
</tbody>
</table>

However, coming up with different systems for measuring different traits is often going to be a challenge, especially if someone decides to come up with a new trait to score. Our work involves showing how we can take existing general-purpose systems, and use them to score traits in essays.

In our paper, we demonstrate that a neural network, built for scoring essays holistically, performs reasonably well for scoring essay traits too. We compare it with a task-independent machine learning system using task independent features (Mathias and Bhattacharyya, 2018a), as well as a state-of-the-art string kernel system (Cozma et al., 2018) and report statistically significant results when we use the attention based neural network (Dong et al., 2017).

3 Related Work

In this section, we describe related work in the area of automatic essay grading.

3.1 Holistic Essay Grading

Holistic essay grading is assigning an overall score for an essay. Ever since the release of Kaggle’s Automatic Student Assessment Prize’s (ASAP) Automatic Essay Grading (AEG) dataset in 2012, there has been a lot of work on holistic essay grading. Initial approaches, such as those of Phandi et al. (2015) and Zesch et al. (2015) made use of machine learning techniques in scoring the essays. A number of other works used various deep learning approaches, such as Long Short Term Memory (LSTM) Networks (Taghipour and Ng, 2016; Tay et al., 2018) and Convolutional Neural Networks (CNN) (Dong and Zhang, 2016; Dong et al., 2017). The current State-of-the-Art in holistic essay grading makes use of word embedding clusters, called super word embeddings, and string kernels (Cozma et al., 2018).

3.2 Trait-specific Essay Grading

Over the years, there has been a fair amount of work done in trait-specific essay grading, in essay traits such as organization (Persing et al., 2010; Taghipour, 2017), coherence (Somasundaran et al., 2014), thesis clarity (Persing and Ng, 2013; Ke et al., 2019), prompt adherence (Persing and Ng, 2014), argument strength (Persing and Ng, 2015; Taghipour, 2017; Carlile et al., 2018), stance (Persing and Ng, 2016), style (Mathias and Bhattacharyya, 2018b), and narrative quality (Somasundaran et al., 2018). Most of these works use feature engineering with classifiers to score the essay traits.

All the above mentioned works describe systems for scoring different traits individually. In our paper, we compare three approaches to score essay traits, which are trait agnostic. The first uses a set of task-independent features as described by Zesch et al. (2015) and Mathias and Bhattacharyya (2018a). The second uses a string kernel-base approach as well as super word embeddings as described by Cozma et al. (2018). The third is a deep learning attention based neural network described by Dong et al. (2017). Our work is also, to the best of our knowledge, the first work that uses the same neural network architecture to automatically score essay traits.

4 Dataset

The dataset we use is the ASAP AEG dataset. The original ASAP AEG dataset only has trait scores for prompts 7 & 8. Mathias and Bhattacharyya (2018a) provide the trait scores for the remaining prompts 2. Tables 1 and 2 describe the different essay sets and the traits for each essay set respectively.

2The dataset and scores can be downloaded from http://www.cfilt.iitb.ac.in/~egdata/.
<table>
<thead>
<tr>
<th>Essay Set</th>
<th>List of Essay Traits</th>
</tr>
</thead>
<tbody>
<tr>
<td>Prompt 1</td>
<td>Content, Organization, Word Choice, Sentence Fluency, &amp; Conventions</td>
</tr>
<tr>
<td>Prompt 2</td>
<td>Content, Organization, Word Choice, Sentence Fluency, &amp; Conventions</td>
</tr>
<tr>
<td>Prompt 3</td>
<td>Content, Prompt Adherence, Language, &amp; Narrativity</td>
</tr>
<tr>
<td>Prompt 4</td>
<td>Content, Prompt Adherence, Language, &amp; Narrativity</td>
</tr>
<tr>
<td>Prompt 5</td>
<td>Content, Prompt Adherence, Language, &amp; Narrativity</td>
</tr>
<tr>
<td>Prompt 6</td>
<td>Content, Prompt Adherence, Language, &amp; Narrativity</td>
</tr>
<tr>
<td>Prompt 7</td>
<td>Content, Organization, Style, &amp; Conventions</td>
</tr>
<tr>
<td>Prompt 8</td>
<td>Content, Organization, Voice, Word Choice, Sentence Fluency &amp; Conventions</td>
</tr>
</tbody>
</table>

Table 2: Traits that are present in each prompt in our dataset. The trait scores are taken from the original ASAP dataset, as well as from ASAP++ (Mathias and Bhattacharyya, 2018a).

5 Experiments

We use the following systems for our experiments:

1. **Feature-Engineering System.** This is a machine-learning system described by Mathias and Bhattacharyya (2018a).

2. **String Kernels and Superword Embeddings.** This is a state-of-the-art system on holistic essay grading developed by Cozma et al. (2018) using string kernels and superword embeddings.

3. **Attention-based Neural Network.** This is a system for holistic automatic essay grading described by Dong et al. (2017), that we adapt for trait-specific essay grading.

5.1 Baseline Feature-Engineering System

The baseline system we use is the one described by Mathias and Bhattacharyya (2018a). Their system used a Random Forest classifier to score the essay traits. The features that they used are length based features (word count, sentence count, sentence length, word length), punctuation features (counts of commas, apostrophes, quotations, etc.), syntax features (parse tree depth, number of clauses (denoted by SBAR in the parse tree), etc.), stylistic features (formality, type-token ratio, etc.), cohesion features (discourse connectives, entity grid (Barzilay and Lapata, 2008)), etc.

5.2 String Kernels and Superword Embeddings

Cozma et al. (2018) showed that using string kernels and a bag of super word embeddings drastically improved on the state-of-the-art for essay grading.

5.2.1 String Kernels

A string kernel is a similarity function that operates on a pair of strings $a$ and $b$. The string kernel used is the histogram intersection string kernel ($HISK(a, b)$) that is given by the formula:

$$HISK(a, b) = \sum \min(\#_x(a), \#_x(b)),$$

where $HISK(a, b)$ is the histogram intersection string kernel between two strings $a$ and $b$, and $\#_x(a)$ and $\#_x(b)$ is the number of occurrences of the substring $x$ in the strings $a$ and $b$.

The string kernel is then normalized as follows:

$$\hat{k}(i, j) = \frac{k(i,j)}{\sqrt{k(i,i) \times k(j,j)}},$$

where $\hat{k}(i, j)$ is the normalized value of the string kernel $k(i, j)$ between the strings $i$ and $j$.

5.2.2 Super Word Embeddings

A super word embedding is a word embedding created by making a cluster of word embeddings (Cozma et al., 2018). The clusters are created using the $k$ means algorithm, with $k = 500$. For each essay, we use the count of words in each cluster as features.

5.3 Attention-based Neural Network

Figure 1 describes the architecture of Dong et al. (2017)’s neural network system. An essay is taken as input and the network outputs the grade for a particular trait. The essay is first split into sentences. For each sentence, we get the embeddings from the word embedding layer. The 4000 most frequent words are used as the vocabulary, with all the other words mapped to a special unknown token.

This sequence of words is given as input to a 1-d CNN layer. The output from the CNN layer is pooled using an attention layer, which gets a word-level representation for every sentence in the essay. This is then sent through a sentence-level LSTM
We send the sentence-level representation of the essay through a sentence-level attention pooling layer, to get the representation for the essay. The essay representation is then sent through a Dense layer to score the essay trait. As the scores were converted to the range of $[0, 1]$, we use the sigmoid activation function in the activation layer, minimizing the mean squared error loss. To evaluate the system, we convert the trait scores back to the original score range.

We use the 50 dimension GloVe pre-trained word embeddings (Pennington et al., 2014). We run the experiments over a batch size of 100, for 100 epochs, and set the learning rate as 0.001, and a dropout rate of 0.5. The Word-level CNN layer has a kernel size of 5, with 100 filters. The Sentence-level LSTM layer and modeling layer both have 100 hidden units. We use the RMSProp Optimizer (Dauphin et al., 2015) with a momentum of 0.9.

5.4 Experimental Setup

In this section, we describe different experiments.

5.4.1 Evaluation Metric

We choose to use Cohen’s Kappa with quadratic weights (Cohen, 1968) - i.e. Quadratic Weighted Kappa (QWK) - as the evaluation metric. We use this as the evaluation metric because of the following reasons. Unlike accuracy and F-Score, Kappa takes into account if the classification happened by chance. Secondly, the accuracy and F-score metrics do not consider the fact that classes here are ordered. Thirdly, using weights allows Kappa to consider ordering among the classes. Lastly, by using quadratic weights, we reward matches and punish mismatches more than linear weights. Hence, we use QWK as the evaluation metric, rather than accuracy and F-score.

5.4.2 Evaluation Method

We evaluate the systems using five-fold cross-validation, with 60% training data, 20% development data and 20% testing data for each fold. The folds that we use are the same as those used by Taghipour and Ng (2016).

6 Results and Analysis

Table 3 gives the results of the experiments using the different classification systems. In each cell, we compare the results of each of the 3 systems for a given trait and prompt. The bold value in each cell corresponds to the system giving the best value out of all the 3 systems. Traits which are not applicable to different prompts are marked with a “—”.

We see that the attention-based neural network system is able to outperform both, the baseline system of Mathias and Bhattacharyya (2018a) and the histogram intersection string kernel system of...
Table 3: Results of each of the systems for scoring essay traits, namely Mathias and Bhattacharyya (2018a) (LREC 2018), Cozma et al. (2018) (ACL 2018) and Dong et al. (2017) (CoNLL 2017). — denote that the particular trait is not there for that particular prompt. The different traits are Content (Cont.), Organization (Org.), Word Choice (WC), Sentence Fluency (SF), Conventions (Conv.), Prompt Adherence (PA), Language (Lang.), Narrativity (Narr.), Style and Voice. Mean QWK is the mean QWK predicted for the trait across all essay sets.

Cozma et al. (2018) for all the traits, and across all 8 prompts. We also check if the improvements are statistically significant. We find that the improvements of the neural network system over the baseline system Mathias and Bhattacharyya (2018a) and histogram intersection string kernel system Cozma et al. (2018) to be statistically significant for $p < 0.05$ using the Paired T-Test.

Between the other 2 systems, the String Kernels system performed better than the baseline system in most of the cases. The only prompt in which it did not do so was in Prompt 8 - mainly because of the number of essays being very low and the size of the essay being very high compared to the other prompts.

Among the traits, the easiest to score are the traits of content and prompt adherence (where ever they are applicable) as they yielded the best agreement with the human raters. The hardest of the traits to score was Voice, which yielded the lowest QWK in the only prompt in which it was scored.

7 Conclusion and Future Work

In this paper, we describe a comparison between a feature-engineering system, a string kernel-based system, and an attention-based neural network to score different traits of an essay. We found that the neural network system provided the best results. To the best of our knowledge, this is the first work that describes how neural networks are used, in particular, to score essay traits.

As part of future work, we plan to investigate how to incorporate trait scoring as a means of helping to score essays holistically.
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Abstract

In this paper we present an NLP-based approach for tracking the evolution of written language competence in L2 Spanish learners using a wide range of linguistic features automatically extracted from students’ written productions. Beyond reporting classification results for different scenarios, we explore the connection between the most predictive features and the teaching curriculum, finding that our set of linguistic features often reflects the explicit instruction that students receive during each course.

1 Introduction

In the last few years, research on language acquisition has benefited from the use of Natural Language Processing (NLP) technologies applied to large–scale corpora of authentic texts produced by learners, in both the first and second language context. The empirical evidence acquired from learner corpora, complemented with the increased reliability of linguistic features extracted by computational tools and machine learning approaches, has promoted a better understanding of learners’ language properties and how they change across time and increasing proficiency level (Crossley, 2020). A first line of research has focused on providing automatic ways of operationalizing sophisticated metrics of language development to alleviate the laborious manual computation of these metrics by experts (Sagae et al., 2005; Lu, 2009). A second line of research has taken the more challenging step of implementing completely data-driven approaches, which use a variety of linguistic features extracted from texts to automatically assign a learner’s language production to a given developmental level (Lubetich and Sagae, 2014).

A great amount of work has been carried out in the field of second language acquisition where the study of L2 writings is seen as a proxy of language ability development (Crossley, 2020). In this respect, much related work is devoted to predicting the degree of second language proficiency according to expert–based evaluation (Crossley and McNamara, 2012) or to modelling the evolution of grammatical structures’ competence with respect to predefined grades, such as the Common European Framework of Reference for Languages (CEFRL) (Zilio et al., 2018). Given the difficulty of defining a unique indicator of linguistic complexity in the context of L2 language development, a great variety of features from all linguistic levels have been used as input for supervised classification systems trained on authentic learner data for different L2s. Such is the case e.g. of Hancke and Meurers (2013) and Vajjala and Léo (2014), dealing with L2 German and L2 Estonian, respectively, and of Pilán and Volodina (2018), who also provided a features analysis focused on predictive features extracted from both receptive and productive texts in Swedish L2.

This paper adopts this framework and presents an innovative NLP-based stylometric approach to model writing development in learners of Spanish as a second and Heritage language. Our approach relies on a wide set of linguistically motivated features extracted from students’ essays, which have already been shown relevant for a number of tasks related to modelling the ‘form’ of a text rather than the content. While the majority of previous studies on the evolution of language proficiency in L2 uses cross–sectional data, this study is the first, to our knowledge, using a longitudinal corpus of Spanish L2 essays to model writing development. Interestingly, a similar approach resulted in the successful prediction of the development of writing competence in a L1 acquisition scenario for the Italian language (Richter et al., 2015).

Contributions In this paper: (i) we present, to
the best of our knowledge, the first data–driven study which uses linguistic features from student data to model the evolution of written language competence in Spanish as a Second Language (SSL); (ii) we show that it is possible to automatically predict the relative order of two essays written by the same student at different course levels using a wide spectrum of linguistic features; (iii) we investigate the importance of linguistic features in predicting language growth at different course levels and whether they reflect the explicit instruction that students receive during each course.

2 Motivation and Approach

Studies of L2 writing have focused on linguistic complexity as an indicator of writing development (Lu, 2011; Ortega, 2003). This construct, however, is still ill-defined, as evidenced by the divergent measures of complexity utilized in different studies. Typical measures of complexity have been the length of the T-unit (Hunt, 1965), the number of subordinate clauses in a text, or type to token ratios, among others. Instead of considering the construct as being multidimensional (Norris and Ortega, 2009; Bulté and Housen, 2012) and, thus, encompassing an array of different features, most studies have selected one or two of these measures and used them as single indicators of complexity (Bulté and Housen, 2014). This has prevented the development of much needed research that associates different steps of linguistic and written development with specific sets of characteristics. This situation has also prevented the formation of an in-depth picture of how those specific aspects develop in relation to the grammatical, lexical or stylistic content taught in classes at different language course levels. This second objective of characterizing writing at different proficiency levels may provide useful insights into how writing samples could be used for placement tests or other assessments to determine which language course is best suited to further develop a student’s linguistic skills.

In the concrete case of SSL, the literature indicates that one of the most difficult aspects to master for learners is the language’s complex verbal morphology (Blake and Zyzik, 2016; Salaberry, 1999), given that verbal inflections express a complex cluster of person, number, tense, aspect and mood. Therefore, SSL courses tend to propose a step-by-step introduction to these different aspects of verbal morphology, generally following this order: (1) person and number in the present indicative, (2) past tenses (i.e., imperfect vs. preterite vs. pluperfect), and (3) mood (subjunctive vs. indicative). If this typical instructional sequence had to influence students’ writing, it would be expected that learners show an increase in the variety of inflections that they are able to use over time. Nonetheless, several studies also indicate that a linguistic feature that has been learned in class may be mastered in exercises that focus on explicit knowledge but take additional time to unfold in tasks that require more implicit knowledge, such as free writing (Ellis and Shintani, 2013). This means that a simple classification of students’ proficiency based on the presence or absence of features studied in a particular course may not be accurate, as some students may explicitly know the rules for a specific inflectional distinction but still be unable to use them accurately in writing. Taking lack of use in writing as evidence for lack of explicit knowledge could entail that students be mistakenly invited to enroll in courses where those features that do not show in their writing are unnecessarily explained to them again. A better approach would thus be to know what students are able to do when they are enrolled in different courses and, only then, compare those abilities to see which match, or mismatch, the contents seen in that particular class. By using a large set of linguistic features, it is possible to understand which phenomena change across proficiency levels and whether they are explicitly related to the teaching guidelines.

This study aims at tackling some of the still open methodological issues in the literature on Spanish acquisition by decomposing the problem into two main research questions: (i) verify if it is possible to predict the relative order of two essays written by the same student at different course levels using a wide set of linguistic predictors automatically extracted from Spanish L2 written productions; (ii) understand which typologies of language phenomena contribute more to the identification of writing skills’ evolution and whether such properties reflect the teaching guidelines of the courses.

Following the approach devised in Richter et al. (2015) we addressed the first research question as a classification task: given a pair of essays written by the same student and ordered according to the course level \(d_1, d_2\), we classify whether \(C(d_2) > C(d_1)\), where \(C(d_1)\) and \(C(d_2)\) correspond respectively to the course levels during
<table>
<thead>
<tr>
<th>Course Level</th>
<th>Essays</th>
<th>Tokens</th>
<th>Students</th>
</tr>
</thead>
<tbody>
<tr>
<td>Beginner (SPA 1-3)</td>
<td>2,058</td>
<td>485,435</td>
<td>1,130</td>
</tr>
<tr>
<td>Intermediate (SPA 21-22)</td>
<td>445</td>
<td>120,102</td>
<td>244</td>
</tr>
<tr>
<td>Composition (SPA 23-24)</td>
<td>536</td>
<td>151,197</td>
<td>287</td>
</tr>
<tr>
<td>Heritage (SPA 31-33)</td>
<td>459</td>
<td>130,684</td>
<td>244</td>
</tr>
<tr>
<td><strong>Total</strong></td>
<td>3,498</td>
<td>887,418</td>
<td>1,905†</td>
</tr>
</tbody>
</table>

Table 1: Summary of corpus composition.

<table>
<thead>
<tr>
<th>Terms Enrolled</th>
<th>Students</th>
<th>Essays</th>
<th>Tokens</th>
</tr>
</thead>
<tbody>
<tr>
<td>2</td>
<td>267</td>
<td>984</td>
<td>290,399</td>
</tr>
<tr>
<td>3</td>
<td>111</td>
<td>612</td>
<td>179,306</td>
</tr>
<tr>
<td>4</td>
<td>32</td>
<td>242</td>
<td>74,956</td>
</tr>
<tr>
<td>5</td>
<td>5</td>
<td>48</td>
<td>13,977</td>
</tr>
</tbody>
</table>

Table 2: Longitudinal data summary.

which the student wrote $d_1$ and $d_2$. Specifically, we model the problem as a binary classification task, training a Linear Support Vector Machine (LinearSVM) to predict the relative order of two essays written by the same student using a wide range of linguistic predictors automatically extracted from the POS tagged and dependency parsed essays. We rely on LinearSVM rather than more powerful learning algorithms, such as Neural Language Models, in order to obtain meaningful explanations when the classifier outputs its predictions to anchor the observed patterns of language development to explicit linguistic evidence.

We further extracted and ranked the feature weights assigned by the linear model in order to understand which typology of linguistic features contributes more to the classification task at different course levels. The assumption is that the higher the weight associated with a specific feature, the greater its importance in solving the classification task and, consequently, in modeling the student’s written language evolution.

### 3.1 The COWS-L2H Corpus

We analyzed development of student writing from the Corpus of Written Spanish of L2 and Heritage Speakers, or COWS-L2H (Davidson et al., 2020). This corpus consists of 3,498 short essays written by students enrolled in one of ten lower-division Spanish courses at a single American university. Concretely, these courses are organized as follows: Spanish (SPA) 1, 2, and 3 are the introductory courses, which exposes students to the basic morphosyntax of Spanish; SPA 21 and 22 are the intermediate courses, focused on the development of reading and listening skills with a strong emphasis on lexical development; SPA 23 and 24 are two courses that specifically aim at improving writing skills with an emphasis on academic writing in Spanish; SPA 31, 32, and 33 are the Heritage speakers courses. These courses are grouped into four categories based on student proficiency and experience, as shown in Table 1.

Student compositions in the corpus are written in response to one of four writing prompts, which are changed periodically. During each period (an academic quarter, which consists of ten weeks of instruction) of data collection, students are asked to submit two compositions, approximately one month apart, in response to targeted writing prompts. These composition themes are designed to be relatively broad, to allow for a wide degree of creative liberty and open-ended interpretation by the writer. Prompts are intended to be accessible to writers at all levels of proficiency. Additionally, the use of broad themes invites the use of a variety of verb tenses and vocabulary. The use of specific writing prompts allows us to control for known topic effects on syntactic complexity among L2 learners (Yang et al., 2015).

The essays in the corpus were submitted by 1,370 unique student participants, with 415 student participants having submitted compositions in two or more academic terms (for a maximum of eight writing samples from each student). Thus, the corpus contains both cross-sectional and longitudinal data on the development of student writing in the context of a university language program. The distribution of the essays across the levels is uneven due to the distribution of student enrollment in Spanish courses. Because more students enroll in beginning Spanish courses than in advanced levels, a larger number of essays submitted to the corpus come from these beginner-level courses. The L2 Spanish learners are primarily L1 speakers of English, but due to the diverse student population of the source university, a large number are L1 speakers of other languages such as Mandarin. However, as English is the university’s language of instruction, all students are either L1 or fluent L2 speakers of English. Those students enrolled in the Heritage courses (SPA 31 - 33) are, for the most part, L1 speakers of Spanish, having learned Spanish from
a young age in the home, and L2 speakers of English; these Heritage learners have had little-to-no academic instruction in Spanish.

We focused our study on the longitudinal data in the COWS-L2H corpus. We were thus able to model the chronological development of L2 Spanish writing by monitoring how the writing quality of an individual student’s compositions increase with time. Student participation is summarized in Table 2.

3.2 Linguistic Features

The set of linguistic features considered as predictors of L2 written competence evolution is based on those described in Brunato et al. (2020). It includes a wide range of text properties, from raw text features, to lexical, morpho-syntactic and syntactic properties, which were extracted from different levels of linguistic annotation. For this purpose, the COWS-L2H Corpus was automatically parsed using UDPipe (Straka et al., 2016) trained on the Spanish Universal Dependency Treebank (GSD section), version 2.5. We rely on these features since it has been shown that they have a high predictive power for several tasks aimed at modeling the linguistic form of documents. This is the case for example of the automatic readability assessment task (Dell’Orletta et al., 2011a), of the automatic classification of the textual genre of documents (Cimino et al., 2017), or also of the automatic identification of the L1 of a writer based on his/her language production in a L2 (Cimino et al., 2018). Interestingly, for all mentioned tasks the set of linguistic features plays a very important role in the classification not only of a whole document but also of each single sentence. This is the reason why, as reported in the following sections, we modelled the prediction of the development of writing skills both as document and sentence classification tasks.

Although we used a state–of–the art pipeline, it is well-acknowledged that the accuracy of statistical parsers decreases when tested against texts of a different typology from that used in training (Gildea, 2001). In this respect, learners’ data are particularly challenging for general–purpose text analysis tools since they can exhibit deviation from correct and standard language; for instance, missing or anomalous use of punctuation (especially in 1st grade prompts) already impacts on the coarsest levels of text processing, i.e. sentence splitting, and thus may affect all subsequent levels of annotation. Nevertheless, if we can expect that the predicted value of a given feature might be different from the real one (especially for features extracted from more complex levels of annotation such as syntax), we can also assume that the distributions of errors will be almost similar, at least when parsing texts of the same domain. Note also that the reliability of features checked against automatically annotated data was also empirically shown by Dell’Orletta et al. (2011b), who compared morpho-syntactic and syntactic features extracted from a gold (i.e. manually annotated) and an automatically annotated corpus of the same domain (i.e. biomedical language), showing that results are highly comparable.

As shown in Table 3, the considered features capture linguistic phenomena ranging from the average length of document, sentences and words, to morpho-syntactic information such as parts of speech (POS) distribution and fine–grained features about the inflectional properties of verbs. More complex phenomena are derived from syntactic annotation and model global and local properties of parsed tree structure, with a focus on subtrees of verbal heads, the order of subjects and objects with respect to the verb, the distribution of Universal Dependencies (UD) syntactic relations and features referring to the use of subordination.

Since it is acknowledged that lexical proficiency plays an important role in predicting L2 writing development (Crossley and McNamara, 2012), we also decided to add a small subset of features that model this property in terms of word frequency. Specifically, we considered the average class frequency of all word forms and lemmas in the essays (Words Frequency Class), where the class frequency for each word form/lemma was computed exploiting the Spanish Wikipedia (dump of March 2020) using the following measures: $C_{cw} = \lceil \log_2 \frac{freq(MFW)}{freq(CW)} \rceil$, $C_{cl} = \lceil \log_2 \frac{freq(MFL)}{freq(CL)} \rceil$, where MFW and MFL are the most frequent word form/lemma in the corpus and CW and CL are the considered ones.

A first overview of how and to what extent all these features vary across the documents of the COWS-L2H Corpus is provided in Table 4. Essays written by students in the first course levels are longer in terms of number of sentences but they contain shorter sentences compared with those written in the more advanced courses. As concerns the distribution of POS, essays written in the
Table 3: Linguistic features according to different levels of annotation.

<table>
<thead>
<tr>
<th>Level of Annotation</th>
<th>Linguistic Feature</th>
<th>Label</th>
</tr>
</thead>
<tbody>
<tr>
<td>Raw Text</td>
<td>Sentence Length</td>
<td>tokens_per_sent</td>
</tr>
<tr>
<td></td>
<td>Word Length</td>
<td>char_per_tok</td>
</tr>
<tr>
<td></td>
<td>Document Length</td>
<td>n_sentences</td>
</tr>
<tr>
<td></td>
<td>Type/Token Ratio for words and lemmas</td>
<td>trr_form, trr_lemma</td>
</tr>
<tr>
<td>POS tagging</td>
<td>Distribution of UD and language–specific POS</td>
<td>upos.<em>, xpos.</em></td>
</tr>
<tr>
<td></td>
<td>Lexical density</td>
<td>lexical_density</td>
</tr>
<tr>
<td></td>
<td>Inflectional morphology of lexical verbs and auxiliaries</td>
<td>verbs.<em>_aux.</em></td>
</tr>
<tr>
<td>Dependency Parsing</td>
<td>Depth of the whole syntactic tree</td>
<td>parse_depth</td>
</tr>
<tr>
<td></td>
<td>Average length of dependency links and of the longest link</td>
<td>links_len, max_links_len</td>
</tr>
<tr>
<td></td>
<td>Average length of prepositional chains and distribution by depth</td>
<td>propositional_chain_len, prep_dist.*</td>
</tr>
<tr>
<td></td>
<td>Clause length (n. tokens/verbal heads)</td>
<td>token_per_clause</td>
</tr>
<tr>
<td></td>
<td>Order of subject and object</td>
<td>subj_pre, subj_post, obj_pre, obj_post</td>
</tr>
<tr>
<td></td>
<td>Verb arity and distribution of verbs by arity</td>
<td>verb_edges, verb_edges.*</td>
</tr>
<tr>
<td></td>
<td>Distribution of verbal heads per sentence</td>
<td>verbal_root_sent</td>
</tr>
<tr>
<td></td>
<td>Distribution of verbal roots</td>
<td>verbal_root_perc</td>
</tr>
<tr>
<td></td>
<td>Distribution of dependency relations</td>
<td>dep_dist.*</td>
</tr>
<tr>
<td></td>
<td>Distribution of subordinate and principal clauses</td>
<td>principal_proposition_dist, subord_dist</td>
</tr>
<tr>
<td></td>
<td>Average length of subordination chains and distribution by depth</td>
<td>subord_chain_len, subord.*</td>
</tr>
<tr>
<td></td>
<td>Relative order of subordinate clauses</td>
<td>subord_post, subord_prep</td>
</tr>
</tbody>
</table>

first years show a lower percentage of e.g. adpositions (upos_ADP) and subordinate conjunctions (upos_SCONJ) typically contained in longer and well-articulated sentences, while the use of main content words (e.g. upos_NOUN, upos_VERB) is almost comparable across years. The variation affecting morphosyntactic categories is reflected by the lexical density value, i.e. the ratio between content words over the total number of words, which is slightly higher in beginner essays. If we focus on differences concerning verbal morphology, a linguistic property particularly relevant in the development of Spanish curriculum, we can see how the use of more complex verb forms increases across course levels. Essays of the introductory courses contain a lower percentage of verbs in the past (verbs_tense_Past) and imperfect tenses (verbs_tense_Imp) (out of the total number of verb tenses) as well as a lower percentage of auxiliary verbs (aux.*) typically used in more complex verb forms, such as copulative verbs or periphrastic moods and tenses. Interestingly, features related to verb inflectional morphology have the highest standard deviation, suggesting a quite wide variability among learners. A similar trend towards the acquisition of more complex verb structures can also be inferred by considering features extracted from the syntactic level of annotation: essays of the intermediate courses contain for example sentences with a higher average number of dependents of verbs (verb_edges) and in particular of verbs with a complex argument structures of 4 dependents (verb_edges_4).

As long as Spanish learners start mastering the second language, linguistic properties related to the construction of more complex sentences increase. This is for example the case of the depth of sentence tree (parse_depth) and of the length of syntactic relations (max_links_len) as well as of features concerning the use of subordination.

4 Experiments

We train a LinearSVM that takes as input pairs of essays written by the same students according to all the possible pairs of course levels (e.g. SPA 1 - SPA 2, SPA 2 - SPA 3, etc.). Specifically, we extract for each pair the linguistic features corresponding to the first and second essays and the difference between them. We standardize the input features by scaling each component in the range [0, 1]. To test the actual efficiency of the model, we perform the experiments with a 5-cross validation using different students during the training and testing phases. In order to provide our system with negative samples, we expand our datasets by adding reversed samples.

Since the students were asked to write essays responding to different prompts, we devise two set of experiments, pairing all the essays written by the same students that have: (i) the same prompt; (ii) both same and different prompts. Also, because of the small number of training samples for certain pairs of course levels we also decide to perform the experiments on a sentence-level, extracting the linguistic features for each sentence in the longitudinal subset of the COWS-L2H corpus and pairing them on the basis of the previously defined criteria. In order to obtain reliable results both on the document and sentence configurations, we consider only datasets at different pairs of course levels that contain at least 50 and 20 samples (including negative pairs) respectively. All the classification
experiments are performed using the majority class classifier as baseline and accuracy as the evaluation metric.

4.1 Tracking Writing Skills’ Evolution

Table 5 reports the results obtained at both the document and sentence levels, pairing essays that have the same prompt (Same columns) and both the same and different prompts (All columns). As a general remark, we observe that best results are those obtained with the document-level experiments. This is quite expected, since sentence-level classification is a more complex task that often requires a higher number of features to gain comparable accuracy (Dell’Orelta et al., 2014). If we focus instead on the distinction between Same and All results, we notice that higher scores are mainly achieved considering pairs of essays that also have different prompts. Again, this result is not surprising because adding pairs of essays with different prompts within each dataset increases the number of training samples, thus leading to better scores. Despite this, the results obtained according to the Same and All configurations are quite similar and this allows us to confirm that classification accuracy is not significantly harmed if the two essay’s prompts are the same, thus showing that our system is actually focusing on written language competence evolution properties rather than prompt-dependent characteristics.

More interestingly, we notice that considering all the possible course level pairs at the same time our system is able to achieve quite good results, especially at document level classification (0.68 and 0.70 of accuracy for Same and All configurations respectively), thus showing that it is possible to automatically predict the chronological order of two essays written by the same student by using a wide spectrum of linguistic properties.

In general, our best scores are obtained by considering all the experiments that include essays written by students in the Beginner category (SPA 1, 2 and 3). This is particularly evident for the experiments that compare essays written during SPA 1 as one of the two considered course levels, most likely because the evolution from knowing nothing at all of a specific L2 to knowing enough to start writing actually bigger that the difference between knowing a little and then learning a little more. Additionally, students at this beginning stage of L2 acquisition tend to use markedly fewer words per sentence, and the words they use are shorter; these features are particularly salient for the classifier. Observing instead the results ob-

<table>
<thead>
<tr>
<th>Features</th>
<th>SPA 1</th>
<th>SPA 2</th>
<th>SPA 3</th>
<th>SPA 21</th>
<th>SPA 22</th>
<th>SPA 23</th>
<th>SPA 24</th>
<th>SPA 25</th>
<th>SPA 26</th>
<th>SPA 31</th>
<th>SPA 32</th>
<th>SPA 33</th>
</tr>
</thead>
<tbody>
<tr>
<td>char_per_tok</td>
<td>4.3 ± 0.27</td>
<td>4.4 ± 0.27</td>
<td>4.3 ± 0.26</td>
<td>4.2 ± 0.26</td>
<td>4.3 ± 0.26</td>
<td>4.3 ± 0.25</td>
<td>4.2 ± 0.25</td>
<td>4.4 ± 0.28</td>
<td>4.3 ± 0.29</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>tokens_per_sent</td>
<td>10.7 ± 3.43</td>
<td>13.16 ± 3.52</td>
<td>13.74 ± 3.7</td>
<td>15.71 ± 3.95</td>
<td>16.43 ± 3.59</td>
<td>17.11 ± 3.49</td>
<td>19.01 ± 2.97</td>
<td>19.93 ± 4.16</td>
<td>20.07 ± 3.48</td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

Table 4: A subset of linguistic features extracted for each course level. For each feature it is reported the average value and the standard deviation.

- lexusal_density: 51.5 ± 5.4, 5.3 ± 0.4, 5.3 ± 0.4, 49.0 ± 0.8, 48.0 ± 0.3, 47.0 ± 0.3, 46.0 ± 0.4, 47.0 ± 0.4
- upos_ADJ: 0.07, 0.06, 0.06, 0.05, 0.05, 0.05, 0.05, 0.05, 0.05
- aux_mood_Ind: 0.97, 0.97, 0.97, 0.97, 0.97, 0.97, 0.97, 0.97, 0.97
- subord_chain_len: 1.06, 1.06, 1.06, 1.06, 1.06, 1.06, 1.06, 1.06, 1.06
- verb_edges_4: 0.09, 0.09, 0.09, 0.09, 0.09, 0.09, 0.09, 0.09, 0.09
- lexical_density: 51.5 ± 5.4, 5.3 ± 0.4, 5.3 ± 0.4, 49.0 ± 0.8, 48.0 ± 0.3, 47.0 ± 0.3, 46.0 ± 0.4, 47.0 ± 0.4
Table 5: Classification results in terms of accuracy obtained both at document and sentence levels along with number of samples for each dataset. **Same** and **All** columns report the results obtained by pairing essays that have same prompt and both same and different prompts respectively. Since the labels within each dataset has been balanced, baseline accuracy is 0.50.

tained pairing student essays belonging to the other three course level categories (Intermediate, Composition and Heritage), we notice a considerable drop in classifier performance. For instance, if we compare essays written by students in the Composition category (SPA 23 - SPA 24) we can see that all the classification results are below the majority class baseline classifier. A possible reason might be that these two courses are specifically aimed at improving learners’ writing skills, with an emphasis on academic writing in Spanish, thus involving specific properties, such as discourse-level characteristics, which are possibly not covered by our set of features.

### 4.2 Understanding Linguistic Predictors

Beyond classification results, we were interested in understanding which typologies of linguistic phenomena are more important for solving the classification task and whether such properties correlate to the teaching curriculum. To better explore this second research question, we perform a feature ranking analysis along with the classification experiments, which allows us to establish a ranking of the most important features according to the different classification scenarios. That is, we evaluate the importance of each linguistic property by extracting and ranking the feature weights assigned by the LinearSVM. Table 6 reports the feature rankings obtained with sentence-level classification results, including pairs of essays that have the same prompt (Same configuration). We considered in particular six different course level pairs which are mostly representative of different stages of writing development. The focus on sentence-level results rather than document-level allows capturing more fine-grained linguistic phenomena.

Because the COWS-L2H corpus was collected from a single university with set curriculum, we are able to compare the features utilized by the LinearSVM with the course curriculum. We find that the feature rankings as obtained from the LinearSVM can in many cases be explained by differences in curriculum at each level. For example, from SPA 1 to SPA 2 the most important features used by the model are all related to verbal morphology, particularly morphology of auxiliary verbs. This can be explained by the fact that SPA 1 and 2 are the courses where students are introduced for the first time to the notions of verb tense and person. SPA 1 is focused on managing the idea of person and number in a tense that is not particularly difficult to understand for a speaker of English: the present tense. SPA 2, however, introduces the difficult difference between the three tenses in the past: imperfect, preterite and plus-perfect. This
Pascual y Cabo (2015) report on preposition stranding (which is grammatical in English by ungrammatical "estar", and "ser" are introduced in SPA 2 as part of the Spanish course sequence, this feature is a natural extension of increasing sentence complexity. For example, differences in the distribution of imperfect auxiliary verbs (aux_tense_Imp) may be explained by the use of the pluperfect tense.

Between SPA 1 and SPA 3, the most important discriminating feature is lexical density. While there is no specific focus on lexical density in the course curriculum, this feature is a natural extension of increasing sentence complexity. Davidson et al. (2019) shows that as students progress through the Spanish course sequence, lexical density tends to decrease due to the increased use of function words in more complex sentences. Additionally, one of the final items covered in the SPA 2 curriculum is the use of the prepositions “por” and “para”. Also, at all three beginning levels students are taught to use prepositions in constructing more complex sentence structures. This may explain why preposition usage (upos_AD) is a key discriminating feature between essays written in SPA 1 and SPA2, as well as between SPA 1 and SPA 3. The prominence of this feature indicates that students are learning to more confidently use prepositions as their writing skills develop. The fact that (upos_AD) is not a key discriminating feature between SPA 2 and SPA3 indicates that these changes are occurring primarily at the SPA 2 level, which accords with the course curriculum.

In spite of the still reasonable accuracy in discriminating more advanced levels, making a direct connection between the features used by the SVM and the course curriculum becomes more difficult. At these more advanced levels students have developed an individual writing style which results in a more complex relationship between the curriculum and the syntax used by students. At the SPA 3 - SPA 21 interval, the only three features which vary in a statistically significant way are the distributions of nominal subjects (dep_nsubj), adverbs (upos_ADV), and coordinating conjunctions (dep_CC). While the increased use of adverbs may be seen as a general sign of increased writing complexity, coordinating conjunctions are taught explicitly during SPA 3. Conjunctions are also practiced intensively during both SPA 21 and SPA 22 explaining their importance as a discriminating feature between these levels.

One of the clearest connections between curriculum and the features used by the LinearSVM occurs at the Heritage levels SPA 31 and SPA 32. Heritage learners of Spanish raised in an English-dominant country are known to use “English-like” prepositions in Spanish. For example, Pascual y Cabo and Soler (2015) report on preposition stranding (which is grammatical in English by ungrammatical...
in Spanish) among Heritage speakers of Spanish in the United States. We find that distributional differences in the use of prepositions, represented by the features upos_ADN and dep_case, is the key distinguishing feature between essays written by the same student during SPA 31 and SPA 32. This difference indicates that students are learning to use prepositions in a more “Spanish-like” manner, which is one of the major areas of feedback which instructors provide to Heritage students.

5 Conclusion

We present a first study aimed at modeling the evolution of written language competence in Spanish as a Second and Heritage Language, using data from the COWS-L2H Corpus. We have described a rich set of linguistic features automatically extracted from student writing, and have demonstrated that it is possible to automatically predict the relative order of two essays written by the same student at different course levels using these features, especially when considering students enrolled in beginner-level Spanish courses. Finally, we have shown that the linguistic features most important in predicting essay order often reflect the explicit instruction that students receive during each course.

This work can help instructors and language researchers better understand the specific linguistic factors which contribute to improved writing proficiency. Additionally, the appearance of features in the LinearSVM ranking helps clarify the effect of instruction on writing performance, specifically on effects such as the known delay between students being taught a concept and that concept appearing in the students’ writing. We also believe that this work may contribute to the development of better language assessment and placement tools.

In future work we intend to explore the influence of student L1 on feature rankings, as L1 (and L2) transfer and interference effects may influence the rate at which students acquire specific linguistic features. Additionally we plan to conduct a cross-lingual analysis, investigating how the feature rankings we see in Spanish writing development relate to those seen in the acquisition of other languages.
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Abstract

We consider the problem of automatically suggesting distractors for multiple-choice cloze questions designed for second-language learners. We describe the creation of a dataset including collecting manual annotations for distractor selection. We assess the relationship between the choices of the annotators and features based on distractors and the correct answers, both with and without the surrounding passage context in the cloze questions. Simple features of the distractor and correct answer correlate with the annotations, though we find substantial benefit to additionally using large-scale pretrained models to measure the fit of the distractor in the context. Based on these analyses, we propose and train models to automatically select distractors, and measure the importance of model components quantitatively.

1 Introduction

Multiple-choice cloze questions (MCQs) are widely used in examinations and exercises for language learners (Liang et al., 2018). The quality of MCQs depends not only on the question and choice of blank, but also on the choice of distractors, i.e., incorrect answers. Distractors, which could be phrases or single words, are incorrect answers that distract students from the correct ones.

According to Pho et al. (2014), distractors tend to be syntactically and semantically homogeneous with respect to the correct answers. Distractor selection may be done manually through expert curation or automatically using simple methods based on similarity and dissimilarity to the correct answer (Pino et al., 2008; Alsubait et al., 2014). Intuitively, optimal distractors should be sufficiently similar to the correct answers in order to challenge students, but not so similar as to make the question unanswerable (Yeung et al., 2019). However, past work usually lacks direct supervision for training, making it difficult to develop and evaluate automatic methods. To overcome this challenge, Liang et al. (2018) sample distractors as negative samples for the candidate pool in the training process, and Chen et al. (2015) sample questions and use manual annotation for evaluation.

In this paper, we build two datasets of MCQs for second-language learners with distractor selections annotated manually by human experts. Both datasets consist of instances with a sentence, a blank, the correct answer that fills the blank, and a set of candidate distractors. Each candidate distractor has a label indicating whether a human annotator selected it as a distractor for the instance. The first dataset, which we call MCDSENT, contains solely the sentence without any additional context, and the sentences are written such that they are understandable as standalone sentences. The second dataset, MCDPARA, contains sentences drawn from an existing passage and therefore also supplies the passage context.

To analyze the datasets, we design context-free features of the distractor and the correct answer, including length difference, embedding similarities, frequencies, and frequency rank differences. We also explore context-sensitive features, such as probabilities from large-scale pretrained models like BERT (Devlin et al., 2018). In looking at the annotations, we found that distractors are unchosen when they are either too easy or too hard (i.e., too good of a fit in the context). Consider the examples in Table 1. For the sentence “The large automobile manufacturer has a factory near here.”, “beer” is too easy and “corporation” is too good of a fit, so both are rejected by annotators. We find that the BERT probabilities capture this tendency; that is, there is a nonlinear relationship between the distractor probability under BERT and the likelihood of annotator selection.
We develop and train models for automatic distractor selection that combine simple features with representations from pretrained models like BERT and ELMo (Peters et al., 2018). Our results show that the pretrained models improve performance drastically over the feature-based models, leading to performance rivalry that of humans asked to perform the same task. By analyzing the models, we find that the pretrained models tend to give higher score to grammatically-correct distractors that are similar in terms of morphology and length to the correct answer, while differing sufficiently in semantics so as to avoid unanswerability.

## 2 Datasets

We define an instance as a tuple \( \langle x, c, d, y \rangle \) where \( x \) is the context, a sentence or paragraph containing a blank; \( c \) is the correct answer, the word/phrase that correctly fills the blank; \( d \) is the distractor candidate, the distractor word/phrase being considered to fill the blank; and \( y \) is the label, a true/false value indicating whether a human annotator selected the distractor candidate.\(^1\) We use the term question to refer to a set of instances with the same values for \( x \) and \( c \).

### 2.1 Data Collection

We build two datasets with different lengths of context. The first, which we call MCDS\textsc{ent} ("Multiple Choice Distractors with S\textsc{en}T\textsc{en}ce context"), uses only a single sentence of context. The second, MCD\textsc{para} ("Multiple Choice Distractors with P\textsc{ar}\textsc{a}graph context"), has longer contexts (roughly one paragraph).

<table>
<thead>
<tr>
<th>dataset</th>
<th>context with correct answer</th>
<th>distractor</th>
<th>label</th>
</tr>
</thead>
<tbody>
<tr>
<td>MCDS\textsc{ent}</td>
<td>How many people are planning to attend the party? The large automobile manufacturer has a factory near here. The large automobile manufacturer has a factory near here. The large automobile manufacturer has a factory near here.</td>
<td>contribute</td>
<td>T</td>
</tr>
<tr>
<td></td>
<td>Stem cells are special cells that can divide to produce many different kinds of cells. When they divide, the new cells may be the same type of cell as the original cell....</td>
<td>beer</td>
<td>F</td>
</tr>
<tr>
<td></td>
<td>...These circumstances made it virtually impossible for salmon to mate. Therefore, the number of salmon declined dramatically.</td>
<td>corporation</td>
<td>T</td>
</tr>
<tr>
<td></td>
<td>thousands</td>
<td>apartment</td>
<td>T</td>
</tr>
<tr>
<td>MCD\textsc{para}</td>
<td>Stem cells are special cells that can divide to produce many different kinds of cells. When they divide, the new cells may be the same type of cell as the original cell....</td>
<td>plastic</td>
<td>F</td>
</tr>
</tbody>
</table>

Table 1: Example instances from MCDS\textsc{ent} and MCD\textsc{para}. Contexts are shown and correct answers are bold and underlined. Part of the paragraph contexts are replaced by ellipses.

Our target audience is Japanese business people with TOEIC level 300-800, which translates to pre-intermediate to upper-intermediate level. Therefore, words from two frequency-based word lists, the New General Service List (NGSL; Browne et al., 2013) and the TOEIC Service List (TSL; Browne and Culligan, 2016), were used as a base for selecting words to serve as correct answers in instances. A proprietary procedure was used to create the sentences for both MCDS\textsc{ent} and MCD\textsc{para} tasks, and the paragraphs in MCD\textsc{para} are excerpted from stories written to highlight the target words chosen as correct answers. The sentences are created following the rules below:

- A sentence must have a particular minimum and maximum number of characters.
- The other words in the sentence should be at an equal or easier NGSL frequency level compared with the correct answer.
- The sentence theme should be business-like.

All the MCDS\textsc{ent} and MCD\textsc{para} materials were created in-house by native speakers of English, most of whom hold a degree in Teaching English to Speakers of Other Languages (TESOL).

### 2.2 Distractor Annotation

We now describe the procedure used to propose distractors for each instance and collect annotations regarding their selection. A software tool with a user interface was created to allow annotators to accept or reject distractor candidates. Distractor candidates are sorted automatically for presentation to annotators in order to favor those most likely to be selected. The distractor candidates are drawn from a proprietary dictionary, and those with the same part-of-speech (POS) as the correct answers (if POS data is available) are preferred. Moreover, the candidates that

\(^1\)Each instance contains only a single distractor candidate because this matches our annotation collection scenario. Annotators were shown one distractor candidate at a time. The collection of simultaneous annotations of multiple distractor candidates is left to future work.
have greater similarity to the correct answers are preferred, such as being part of the same word learning section in the language learning course and the same NGSL word frequency bucket. There is also preference for candidates that have not yet been selected as distractors for other questions in the same task type and the same course unit. After the headwords are decided through this procedure, a morphological analyzer is used to generate multiple inflected forms for each headword, which are provided to the annotators for annotation. Both the headwords and inflected forms are available when computing features and for use by our models.

Six annotators were involved in the annotation, all of whom are native speakers of English. Out of the six, four hold a degree in TESOL. Selecting distractors involved two-step human selection. An annotator would approve or reject distractor candidates suggested by the tool, and a different annotator, usually more senior, would review their selections. The annotation guidelines for MCDSENT and MCDPARA follow the same criteria. The annotators are asked to select distractors that are grammatically plausible, semantically implausible, and not obviously wrong based on the context. Annotators also must accept a minimum number of distractors depending on the number of times the correct answer appears in the course. Table 1 shows examples from MCDSENT and MCDPARA along with annotations.

2.3 Annotator Agreement

Some instances in the datasets have multiple annotations, allowing us to assess annotator agreement. We use the term “sample” to refer to a set of instances with the same x, c, and d. Table 2 shows the number of samples with agreement and disagreement for both datasets. Samples with only one annotation dominate the data. Of the samples with multiple annotations, nearly all show agreement.

2.4 Distractor Phrases

While most distractors are words, some are phrases, including 16% in MCDSENT and 13% in MCDPARA. In most cases, the phrases are constructed by a determiner or adverb (“more”, “most”, etc.) and another word, such as “most pleasant” or “more recently”. However, some candidates show other patterns, such as noun phrases “South Pole”, erroneously-inflected forms “come ed” and other phrases (e.g. “Promises Of”, “No one”).

2.5 Dataset Preparation

We randomly divided each dataset into train, development, and test sets. We remind the reader that we define a “question” as a set of instances with the same x and c) and instances, broken down by label (y) and data split.

Table 2: Numbers of samples for which annotators agree or disagree.

<table>
<thead>
<tr>
<th>dataset</th>
<th>type</th>
<th>y</th>
<th>train</th>
<th>dev</th>
<th>test</th>
</tr>
</thead>
<tbody>
<tr>
<td>MCDSENT</td>
<td>questions</td>
<td>-</td>
<td>2,713</td>
<td>200</td>
<td>200</td>
</tr>
<tr>
<td>instances</td>
<td>T</td>
<td>30,737</td>
<td>1,169</td>
<td>1,046</td>
<td></td>
</tr>
<tr>
<td>F</td>
<td>191,908</td>
<td>6,420</td>
<td>6,813</td>
<td></td>
<td></td>
</tr>
<tr>
<td>MCDPARA</td>
<td>questions</td>
<td>-</td>
<td>14,999</td>
<td>1,000</td>
<td>1,000</td>
</tr>
<tr>
<td>instances</td>
<td>T</td>
<td>49,575</td>
<td>597</td>
<td>593</td>
<td></td>
</tr>
<tr>
<td>F</td>
<td>688,804</td>
<td>7,620</td>
<td>8,364</td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

Table 3: Dataset sizes in numbers of questions (a “question” is a set of instances with the same x and c) and instances, broken down by label (y) and data split.

3.1 Features

We now describe our features. The dataset contains both the headwords and inflected forms of both the correct answer c and each distractor candidate d. In defining the features below based on c and d for an instance, we consider separate features for the headword pair and the inflected form pair. For features that require embedding words, we use the 300-dimensional GloVe word embed-
dings (Pennington et al., 2014) pretrained on the 42 billion token Common Crawl corpus. The GloVe embeddings are provided in decreasing order by frequency, and some features below use the line numbers of words in the GloVe embeddings, which correspond to frequency ranks. For words that are not in the GloVe vocabulary, their frequency ranks are \( |N| + 1 \), where \( N \) is the size of the GloVe vocabulary. We use the four features listed below:

- **length difference**: absolute value of length difference (in characters, including whitespace) between \( c \) and \( d \).
- **embedding similarity**: cosine similarity of the embeddings of \( c \) and \( d \). For phrases, we average the embeddings of the words in the phrase.
- **distractor frequency**: negative log frequency rank of \( d \). For phrases, we take the max rank of the words (i.e., the rarest word is chosen).
- **freq. rank difference**: feature capturing frequency difference between \( c \) and \( d \), i.e., \( \log(1 + |r_c - r_d|) \) where \( r_w \) is the frequency rank of \( w \).

### 3.2 Label-Specific Feature Histograms

Figure 1 shows histograms of feature values for each label. Since the data is unbalanced, the histograms are “label-normalized”, i.e., normalized so that the sum of heights for each label is 1. So, we can view each bar as the fraction of that label’s instances with feature values in the given range.

The annotators favor candidates that have approximately the same length as the correct answers (Fig. 1, plot 1), as the true bars are much higher in the first bin (length difference 0 or 1). Selected distractors have moderate embedding similarity to the correct answers (Fig. 1, plot 2). If cosine similarity is very high or very low, then those distractors are much less likely to be selected. Such distractors are presumably too difficult or too easy, respectively.

Selected distractors are moderately frequent (Fig. 1, plot 3). Very frequent and very infrequent distractors are less likely to be selected. Distractors with small frequency rank differences (those on the left of plot 4) are more likely to be chosen (Fig. 1, plot 4). Large frequency differences tend to be found with very rare distractors, some of which may be erroneously-inflected forms.

We also computed Spearman correlations between feature values and labels, mapping the T/F labels to 1/0. Aside from what are shown in the feature histograms, we find that a distractor with a rare headword but more common inflected form is more likely to be selected, at least for MCDS•ENT. The supplementary material contains more detail on these correlations.

### 3.3 Probabilities of Distractors in Context

We use BERT (Devlin et al., 2018) to compute probabilities of distractors and correct answers in the given contexts in MCDS•ENT. We insert a mask symbol in the blank position and compute the probability of the distractor or correct answer at that position. For distractors with multiple tokens, we mask each position in turn and use the average of the probabilities.
correct answers have very high probabilities. The distractor probabilities are more variable and the shapes of the histograms are roughly similar for the true and false labels. Interestingly, however, when the probability is very high or very low, the distractors tend to not be selected. The selected distractors tend to be located at the middle of the probability range. This pattern shows that BERT’s distributions capture (at least partially) the nonlinear relationship between goodness of fit and suitability as distractors.

4 Models

Since the number of distractors selected for each instance is uncertain, our datasets could be naturally treated as a binary classification task for each distractor candidate. We now present models for the task of automatically predicting whether a distractor will be selected by an annotator. We approach the task as defining a predictor that produces a scalar score for a given distractor candidate. This score can be used for ranking distractors for a given question, and can also be turned into a binary classification using a threshold. We define three types of models, described in the subsections below.

4.1 Feature-Based Models

Using the features described in Section 3, we build a simple feed-forward neural network classifier that outputs a scalar score for classification. Only inflected forms of words are used for features without contexts, and all features are concatenated and used as the input of the classifier. For features that use BERT, we compute the log-probability of the distractor and the log of its rank in the distribution. For distractors that consist of multiple subword units, we mask each individually to compute the above features for each subword unit, then use the concatenation of mean, min, and max pooling of the features over the subword units. We refer to this model as $M_{\text{feat}}$.

4.2 ELMo-Based Models

We now describe models that are based on ELMo (Peters et al., 2018) which we denote $M_{\text{ELMo}}$. Since MCDPARA instances contain paragraph context, which usually includes more than one sentence, we denote the model that uses the full context by $M_{\text{ELMo}}(\ell)$. By contrast, $M_{\text{ELMo}}$ uses only a single sentence context for both MCDSENT and MCDPARA. We denote the correct answer by $c$, distractor candidate by $d$, the word sequence before the blank by $w_p$, and the word sequence after the blank by $w_n$, using the notation $\text{rev}(w_n)$ to indicate the reverse of the sequence $w_n$.

We use GloVe (Pennington et al., 2014) to obtain pretrained word embeddings for context words, then use two separate RNNs with gated recurrent units (GRUs; Cho et al., 2014) to output hidden vectors to represent $w_p$ and $w_n$. We reverse $w_n$ before passing it to its GRU, and we use the last hidden states of the GRUs as part of the classifier input. We also use ELMo to obtain contextualized word embeddings for correct answers and distractors in the given context, and concatenate them to the input. An illustration of this model is presented in Figure 3.

A feed-forward network (FFN) with 1 ReLU hidden layer is set on top of these features to get the score for classification:

$$\text{FFN}(z) = \max(0, zW_1 + b_1)W_2 + b_2$$

where $z$ is a row vector representing the inputs shown in Figure 3. We train the model as a binary classifier by using a logistic sigmoid function on
### Table 4: Results of human performance on distractor selection for two human judges labeled A and B.

<table>
<thead>
<tr>
<th>dataset</th>
<th>precision A</th>
<th>precision B</th>
<th>recall A</th>
<th>recall B</th>
<th>F1 A</th>
<th>F1 B</th>
</tr>
</thead>
<tbody>
<tr>
<td>MCDSSENT</td>
<td>62.9</td>
<td>48.5</td>
<td>59.5</td>
<td>43.2</td>
<td>61.1</td>
<td>45.7</td>
</tr>
<tr>
<td>MCDPARA</td>
<td>32.1</td>
<td>25.0</td>
<td>36.0</td>
<td>24.0</td>
<td>34.0</td>
<td>24.5</td>
</tr>
</tbody>
</table>

The output of $FFN(z)$ to compute the probability of the true label. We also experiment with the following variations:

- Concatenate the features from Section 3 with $z$.
- Concatenate the correct answer to the input of the GRUs on both sides (denoted $gru+c$).
- Concatenate the GloVe embeddings of the correct answers and distractors with $z$. We combine this with $gru+c$, denoting the combination all.

#### 4.3 BERT-Based Models

Our final model type uses a structure similar to $M_{ELMo}$ but using BERT in place of ELMo when producing contextualized embeddings, which we denote by $M_{BERT}$ and $M_{BERT}(ℓ)$ given different types of context. We also consider the variation of concatenating the features to the input to the classifier, i.e., the first variation described in Section 4.2.

We omit the $gru+c$ and all variations here because the BERT-based models are more computationally expensive than those that use ELMo.

#### 5 Experiments

We now report the results of experiments with training models to select distractor candidates.

##### 5.1 Evaluation Metrics

We use precision, recall, and F1 score as evaluation metrics. These require choosing a threshold for the score produced by our predictors. We also report the area under the precision-recall curve (AUPR), which is a single-number summary that does not require choosing a threshold.

##### 5.2 Baselines

As the datasets are unbalanced (most distractor candidates are not selected), we report the results of baselines that always return “True” in the “baseline” rows of Tables 5 and 6. MCDSSENT has a higher percentage of true labels than MCDPARA.

#### 5.3 Estimates of Human Performance

We estimated human performance on the distractor selection task by obtaining annotations from NLP researchers who were not involved in the original data collection effort. We performed three rounds among two annotators, training them with some number of questions per round, showing the annotators the results after each round to let them calibrate their assessments, and then testing them using a final set of 30 questions, each of which has at most 10 distractors.

Human performance improved across rounds of training, leading to F1 scores in the range of 45-61% for MCDSSENT and 25-34% for MCDPARA (Table 4). Some instances were very easy to reject, typically those that were erroneous word forms resulting from incorrect morphological inflection or those that were extremely similar in meaning to the correct answer. But distractors that were at neither extreme were very difficult to predict, as there is a certain amount of variability in the annotation of such cases. Nonetheless, we believe that the data has sufficient signal to train models to provide a score indicating suitability of candidates to serve as distractors.

#### 5.4 Modeling and Training Settings

All models have one hidden layer for the feed-forward classifier. The $M_{feat}$ classifier has 50 hidden units, and we train it for at most 30 epochs using Adam (Kingma and Ba, 2014) with learning rate $1e^{-3}$. We stop training if AUPR keeps decreasing for 5 epochs. Although our primary metric of interest is AUPR, we also report optimal-threshold F1 scores on dev and test, tuning the threshold on the given set (so, on the test sets, the F1 scores we report are oracle F1 scores). The threshold is tuned within the range of 0.1 to 0.9 by step size 0.1.

For $M_{ELMo}$ and $M_{ELMo}(ℓ)$, we use ELMo (Original) for the model, and BERT-large-cased to compute the BERT features from Section 3 (only applies to rows with “features = yes” in the tables). We increase the number of classifier hidden units to 1000 and run 20 epochs at most, also using Adam with learning rate $1e^{-3}$. We stop training if AUPR does not improve for 3 epochs.

For $M_{BERT}$ and $M_{BERT}(ℓ)$, we applied the same training settings as $M_{ELMo}$ and $M_{ELMo}(ℓ)$. We com-

---

6 We also tune by F1 score as another set of settings with similar trends, which are included in the supplementary material.

7 https://allennlp.org/elmo
Table 5: Results for MCDSENT. Boldface indicates the best F1/AUPR on dev/test for each model type. We include the threshold tuned on the test set in parentheses when it differs from the threshold tuned on dev.

Table 6: Results for MCDPARA.

5.5 Results

We present our main results for MCDSENT in Table 5 and for MCDPARA in Table 6.

Feature-based models. The feature-based model, shown as $M_{\text{feat}}$ in the upper parts of the tables, is much better than the trivial baseline. Including the BERT features in $M_{\text{feat}}$ improves performance greatly (10 points in AUPR for MCDSENT), showing the value of using the context effectively with a powerful pretrained model. There is not a large difference between using BERT-base and BERT-large when computing these features.

ELMo-based models. Even without features, $M_{\text{ELMo}}$ outperforms $M_{\text{feat}}$ by a wide margin. Adding features to $M_{\text{ELMo}}$ further improves F1 by 2-5% for MCDSENT and 5-6% for MCDPARA. The F1 score for $M_{\text{ELMo}}$ on MCDSENT is close to human performance, and on MCDPARA the F1 score outperforms humans (see Table 4). For
MCDS\textsubscript{ENT}, we also experiment with using the correct answer as input to the context GRUs (gru+c), and additionally concatenating the GloVe embeddings of the correct answers and distractors to the input of the classifier (all). Both changes improve F1 on dev, but on test the results are more mixed.

**BERT-based models.** For $M_{BERT}$, using BERT-base is sufficient to obtain strong results on this task and is also cheaper computationally than BERT-large. Although $M_{BERT}$ with BERT-base has higher AUPR on dev, its test performance is close to $M_{ELMo}$. Adding features improves performance for MCD\textsubscript{PARA} (3-5\% F1), but less than the improvement found for $M_{ELMo}$. While $M_{feat}$ is aided greatly when including BERT features, the features have limited impact on $M_{BERT}$, presumably because it already incorporates BERT in its model.

**Long-context models.** We now discuss results for the models that use the full context in MCD\textsubscript{PARA}, i.e., $M_{ELMo}(\ell)$ and $M_{BERT}(\ell)$. On dev, $M_{ELMo}$ and $M_{BERT}$ outperform $M_{ELMo}(\ell)$ and $M_{BERT}(\ell)$ respectively, which suggests that the extra context for MCD\textsubscript{PARA} is not helpful. However, the test AUPR results are better when using the longer context, suggesting that the extra context may be helpful for generalization. Nonetheless, the overall differences are small, suggesting that either the longer context is not important for this task or that our way of encoding the context is not helpful. The judges in our manual study (Sec. 5.3) rarely found the longer context helpful for the task, pointing toward the former possibility.

### 5.6 Statistical Significance Tests

For better comparison of these models’ performances, a paired bootstrap resampling method is applied (Koehn, 2004). We repeatedly sample with replacement 1000 times from the original test set with sample size equal to the corresponding test set size, and compare the F1 scores of two models. We use the thresholds tuned by the development set for F1 score computations, and assume significance at a $p$ value of 0.05.

- For $M_{ELMo}$, $M_{ELMo}(\ell)$, $M_{BERT}$ and $M_{BERT}(\ell)$, the models with features are significantly better than their feature-less counterparts ($p < 0.01$).
- When both models use features, $M_{ELMo}(\ell)$ is almost the same as $M_{ELMo}$ ($p = 0.477$). However, when both do not use features, $M_{ELMo}(\ell)$ is significantly better ($p < 0.01$).
- When using BERT-base-cased, $M_{BERT}(\ell)$ is better than $M_{BERT}$, but not significantly so ($p = 0.4$ with features and 0.173 without features).
- On MCD\textsubscript{PARA}, switching from BERT-base to BERT-large does not lead to a significant difference for $M_{BERT}$ without features (BERT-large is better with $p = 0.194$) or $M_{BERT}$ with features (BERT-base is better with $p = 0.504$). For MCDS\textsubscript{ENT}, $M_{BERT}$ with BERT-large is better both with and without features ($p < 0.2$).
- On MCD\textsubscript{PARA}, $M_{BERT}(\ell)$ outperforms $M_{ELMo}(\ell)$ without features but not significantly. With features, $M_{ELMo}(\ell)$ is better with $p = 0.052$.
- On MCDS\textsubscript{ENT}, $M_{BERT}$ without features (BERT-large-cased) is better than $M_{ELMo}$ without features, but not significantly so ($p = 0.386$). However, if we add features or use $M_{BERT}$ with BERT-base-cased, $M_{ELMo}$ is significantly better ($p < 0.01$).
- On MCD\textsubscript{PARA}, $M_{ELMo}$ is nearly significantly better than $M_{BERT}$ when both use features ($p = 0.062$). However, dropping the features for both models makes $M_{BERT}$ significantly outperform $M_{ELMo}$ ($p = 0.044$).

### 5.7 Examples

Figure 4 shows an example question from MCDS\textsubscript{ENT}, i.e., “The bank will notify its customers of the new policy”, and two subsets of its distractors. The first subset consists of the top seven distractors using scores from $M_{ELMo}$ with features, and the second contains distractors further down in the ranked list. For each model, we normalize its distractor scores with min-max normalization.

Overall, model rankings are similar across models, with all distractors in the first set ranked higher than those in the second set. The high-ranking but unselected distractors (“spell”, “consult”, and “quit”) are likely to be reasonable distractors for second-language learners, even though they were not selected by annotators.

We could observe the clustering of distractor ranks with similar morphological inflected form in some cases, which may indicate that the model makes use of the grammatical knowledge of pre-trained models.

---

\*Given original data $x$, we use $(x - \text{min}(x))/(\text{max}(x) - \text{min}(x))$ to normalize it.

---

\*\*We only use BERT-base-cased for $M_{BERT}(\ell)$ due to computational considerations.
6 Related Work

Existing approaches to distractor selection use WordNet (Fellbaum, 1998) metrics (Mitkov and Ha, 2003; Chen et al., 2015), word embedding similarities (Jiang and Lee, 2017), thesauruses (Sumita et al., 2005; Smith et al., 2010), and phonetic and morphological similarities (Pino and Eskenazi, 2009). Other approaches consider grammatical correctness, and introduce structural similarities in an ontology (Stasaski and Hearst, 2017), and syntactic similarities (Chen et al., 2006). When using broader context, bigram or n-gram co-occurrence (Susanti et al., 2018; Hill and Simha, 2016), context similarity (Pino et al., 2008), and context sensitive inference (Zesch and Melamud, 2014) have also been applied to distractor selection.

Based on these heuristic features, Liang et al. (2018) assemble these features and apply neural networks, training the model to predict the answers within a lot of candidates. Yeung et al. (2019) further applies BERT for ranking distractors by masking the target word. As we have two manually annotated datasets that have different lengths of contexts, we adopt both word pair features and the context-specific distractor probabilities to build our feature-based models. Moreover, we build both ELMo-based and BERT-based models, combining them with our features and measuring the impact of these choices on performance.

7 Conclusion

We described two datasets with annotations of distractor selection for multiple-choice cloze questions for second-language learners. We designed features and developed models based on pretrained language models. Our results show that the task is challenging for humans and that the strongest models are able to approach or exceed human performance. The rankings of distractors provided by our models appear reasonable and can reduce a great deal of human burden in distractor selection. Future work will use our models to collect additional training data which can then be refined in a second pass by limited human annotation. Other future work can explore the utility of features derived from pretrained question answering models in scoring distractors.
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A Supplemental Material

A.1 Dataset

There are some problematic words in the dataset, such as ‘testing, test’, ‘find s’, ‘find ed’ in MCDSENT/MCDPARA candidate words. There are also some extra spaces (or non-breaking spaces) at the start or end of words. To keep the words the same as what the annotators saw, we only remove leading/trailing white space, and replace non-breaking spaces with ordinary spaces. By comparing the percentages of the circumstances where spaces are included in the string before/after tokenization, we find the percentage of extra spaces presented in Table 7. The vocabulary size after tokenization is presented in Table 8.

<table>
<thead>
<tr>
<th></th>
<th>% headword(c)</th>
<th>c</th>
<th>headword(d)</th>
<th>d</th>
</tr>
</thead>
<tbody>
<tr>
<td>MCDSENT</td>
<td>0</td>
<td>0</td>
<td>0.0168</td>
<td>0.0332</td>
</tr>
<tr>
<td>MCDPARA</td>
<td>0.0160</td>
<td>0.0307</td>
<td>0.0364</td>
<td>0.0622</td>
</tr>
</tbody>
</table>

Table 7: Percentage of extra spaces (excluding those that are in the middle of words), where headword(c) denotes headword of correct answer, and d denotes distractor candidates of inflected forms.

<table>
<thead>
<tr>
<th></th>
<th>headword(c)</th>
<th>c</th>
<th>headword(d)</th>
<th>d</th>
</tr>
</thead>
<tbody>
<tr>
<td>MCDSENT</td>
<td>2571</td>
<td>2731</td>
<td>3514</td>
<td>11423</td>
</tr>
<tr>
<td>MCDPARA</td>
<td>2683</td>
<td>4174</td>
<td>3582</td>
<td>13749</td>
</tr>
</tbody>
</table>

Table 8: Vocabulary sizes.

A.2 Distractor Annotation

The software tool suggested distractor candidates based on the following priority ranking:

1. It is in a proprietary dictionary.
2. It has the same part-of-speech (POS) as the correct answer (if POS data is available) and satisfies 1.
3. It is part of a proprietary learnable word list for the language learning course under consideration, and satisfies 2.
4. It is in the same course as the correct answer and satisfies 3.
5. It is in the same proprietary study material bundle as the correct answer and satisfies 4.
6. It is in the previous or same study material as the correct answer and satisfies 5.
7. It is in the same study material as the correct answer and satisfies 6.
8. It is in the same NGSL frequency word list band as the correct answer and satisfies 7.
9. It is not used as a distractor for another word with the same task type in the same material at the time that the distractor list for quality assurance (QA) is loaded, and satisfies 8.

A.3 Context Position

Sometimes the blank resides at the start or end of the context, counts of which are shown in Table 9. The percentage when there is only one sentence as context in MCDPARA is 0.894%.

<table>
<thead>
<tr>
<th></th>
<th>sent start</th>
<th>sent end</th>
<th>para start</th>
<th>para end</th>
</tr>
</thead>
<tbody>
<tr>
<td>FB1</td>
<td>3.058</td>
<td>0.005</td>
<td>-</td>
<td>-</td>
</tr>
<tr>
<td>FB3</td>
<td>2.640</td>
<td>0.342</td>
<td>18.272</td>
<td>22.165</td>
</tr>
</tbody>
</table>

Table 9: Position of the candidates, where “sent” denotes sentence and “para” denotes paragraph. “para start” mean that the sentence containing the blank is at the beginning of the paragraph.

A.4 Correlations of Features and Annotations

The Spearman correlations for these features are presented in Table 10. The overall correlations are mostly close to zero, so we explore how the relationships vary for different ranges of feature values below. Nonetheless, we can make certain observations about the correlations:

- Length difference has a weak negative correlation with annotations, which implies that the probability of a candidate being selected decreases when the absolute value of word length difference between the candidate and correct answer increases. The same conclusion can be drawn with headword pairs although the correlation is weaker.
- Embedding similarity has a very weak correlation (even perhaps none) with the annotations. However, the correlation for headwords is slightly negative while that for inflected forms is slightly positive, suggesting that annotators tend to select distractors with different lemmas than the correct answer, but similar inflected forms.
- Candidate frequency also has a very weak correlation with annotations (negative for headwords and positive for inflected forms). Since the feature is the negative log frequency rank, a distractor with a rare headword but more common inflected form is more likely to be selected, at least for MCDSENT.
Table 10: Spearman correlations with T/F choices, where “head” denotes headword pairs, and “infl” denotes inflected form pairs.

- Frequency rank difference has a weak negative correlation with annotations, and this trend is more significant with the inflected form pair. This implies that annotators tend to select distractors in the same frequency range as the correct answers.

The correlations are not very large in absolute terms, however we found that there were stronger relationships for particular ranges of these feature values and we explore this in the next section.

A.5 Label-Specific Feature Histograms
Figure 5 shows histograms of the feature values for each label on headword pairs.

A.6 Results Tuned Based on F1
We report our results tuned based on F1 in Table 11 and 12.

A.7 Supplement for Analysis
The example for MCDPARA is as below, and two sets of its distractors are shown in Figure 6.

- MCDPARA: A few years have passed since the Great Tohoku Earthquake occurred. It has been extremely costly to rebuild the damaged areas from scratch, with well over $200 billion dollars provided for reconstruction. However, the availability of these funds has been limited. However, a large portion of the money has been kept away from the victims due to a system which favors construction companies....

<table>
<thead>
<tr>
<th>feature</th>
<th>MCDSENT</th>
<th>ENT</th>
<th>MCDPARA</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>head</td>
<td>infl</td>
<td>head</td>
</tr>
<tr>
<td>length difference</td>
<td>-0.116</td>
<td>-0.171</td>
<td>-0.145</td>
</tr>
<tr>
<td>embedding similarity</td>
<td>-0.018</td>
<td>0.026</td>
<td>-0.014</td>
</tr>
<tr>
<td>candidate frequency</td>
<td>-0.057</td>
<td>0.113</td>
<td>-0.062</td>
</tr>
<tr>
<td>freq. rank difference</td>
<td>-0.048</td>
<td>-0.161</td>
<td>-0.033</td>
</tr>
</tbody>
</table>

Figure 5: Label-normalized feature histograms for MCDSENT (headword pairs).
<table>
<thead>
<tr>
<th>model variant</th>
<th>development set</th>
<th>test set</th>
<th>BERT features</th>
<th>best threshold</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>precision recall F1</td>
<td>recall F1</td>
<td>precision recall F1</td>
<td>recall F1</td>
</tr>
<tr>
<td>baseline</td>
<td>15.4 100 26.7</td>
<td>-</td>
<td>13.3 100 23.5</td>
<td>-</td>
</tr>
<tr>
<td><strong>M_{foot}</strong></td>
<td>33.3 64.8 44.0</td>
<td>35.1</td>
<td>23.2 59.1 33.3</td>
<td>25.0</td>
</tr>
<tr>
<td></td>
<td>42.1 67.0 51.7</td>
<td>45.4</td>
<td>31.5 57.4 40.7</td>
<td>32.3</td>
</tr>
<tr>
<td></td>
<td>41.3 67.1 51.1</td>
<td>46.7</td>
<td>32.4 56.6 41.2</td>
<td>33.9</td>
</tr>
<tr>
<td>none</td>
<td>49.0 79.1 60.5</td>
<td>58.5</td>
<td>46.5 75.7 57.6</td>
<td>53.9</td>
</tr>
<tr>
<td><strong>M_{ELMo}</strong></td>
<td>49.7 77.6 60.6</td>
<td>54.1</td>
<td>46.1 73.3 56.7</td>
<td>53.5</td>
</tr>
<tr>
<td></td>
<td>52.9 75.8 62.3</td>
<td>60.4</td>
<td>48.0 75.9 58.8</td>
<td>57.6</td>
</tr>
<tr>
<td>all</td>
<td>51.0 84.0 63.4</td>
<td>63.1</td>
<td>47.7 81.4 60.1</td>
<td>60.6</td>
</tr>
<tr>
<td>none</td>
<td>51.9 84.0 64.0</td>
<td>63.4</td>
<td>48.0 81.4 60.2</td>
<td>60.6</td>
</tr>
<tr>
<td><strong>M_{BERT}</strong></td>
<td>48.8 85.5 62.1</td>
<td>56.6</td>
<td>43.8 82.8 57.3</td>
<td>51.5</td>
</tr>
<tr>
<td></td>
<td>49.6 80.8 61.5</td>
<td>59.1</td>
<td>45.2 79.7 57.7</td>
<td>54.9</td>
</tr>
<tr>
<td></td>
<td>51.5 84.2 63.9</td>
<td>61.7</td>
<td>46.0 78.6 58.0</td>
<td>55.0</td>
</tr>
<tr>
<td>all</td>
<td>53.5 80.8 64.7</td>
<td>63.4</td>
<td>50.8 75.5 60.8</td>
<td>59.6</td>
</tr>
</tbody>
</table>

**Table 11:** Results for MCDSENT tuned based on F1.

<table>
<thead>
<tr>
<th>model variant</th>
<th>development set</th>
<th>test set</th>
<th>BERT features</th>
<th>best threshold</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>precision recall F1</td>
<td>recall F1</td>
<td>precision recall F1</td>
<td>recall F1</td>
</tr>
<tr>
<td>baseline</td>
<td>7.3 100 13.5</td>
<td>-</td>
<td>6.6 100 12.4</td>
<td>-</td>
</tr>
<tr>
<td><strong>M_{foot}</strong></td>
<td>17.1 53.1 25.9</td>
<td>15.9</td>
<td>15.6 51.3 23.9</td>
<td>15.0</td>
</tr>
<tr>
<td></td>
<td>19.5 63.0 29.8</td>
<td>20.4</td>
<td>17.6 61.0 22.3</td>
<td><strong>18.6</strong></td>
</tr>
<tr>
<td></td>
<td>20.4 63.1 30.8</td>
<td><strong>22.3</strong></td>
<td>16.7 62.7</td>
<td>18.6</td>
</tr>
<tr>
<td><strong>M_{ELMo}</strong></td>
<td>35.2 55.4 43.1</td>
<td>37.0</td>
<td>31.2 54.6 39.8</td>
<td>33.9</td>
</tr>
<tr>
<td></td>
<td>40.2 61.3</td>
<td><strong>48.5</strong> 43.8</td>
<td>34.1 59.4</td>
<td><strong>43.3</strong> 35.2</td>
</tr>
<tr>
<td>all</td>
<td>28.7 72.9 41.2</td>
<td>33.8</td>
<td>25.7 71.3 37.7</td>
<td>30.3</td>
</tr>
<tr>
<td></td>
<td>36.2 67.3 47.1</td>
<td>40.8</td>
<td>31.0 65.6 42.1</td>
<td><strong>37.3</strong></td>
</tr>
<tr>
<td><strong>M_{ELMo}(ℓ)</strong></td>
<td>35.8 64.2 46.0</td>
<td>39.3</td>
<td>28.9 64.3 39.9</td>
<td>34.5</td>
</tr>
<tr>
<td></td>
<td>35.2 62.1 45.0</td>
<td>38.3</td>
<td>26.9 60.5 37.3</td>
<td>29.3</td>
</tr>
<tr>
<td></td>
<td>44.3 55.4 49.3</td>
<td><strong>47.3</strong></td>
<td>34.6 56.2 42.8</td>
<td>36.7</td>
</tr>
<tr>
<td>all</td>
<td>37.8 63.3 47.4</td>
<td>44.0</td>
<td>32.7 66.1</td>
<td><strong>43.7</strong> 38.1</td>
</tr>
<tr>
<td><strong>M_{BERT}</strong></td>
<td>34.0 64.3 44.5</td>
<td>36.7</td>
<td>29.6 62.1 40.1</td>
<td>32.1</td>
</tr>
<tr>
<td></td>
<td>43.3 57.5</td>
<td><strong>49.4</strong> 45.4</td>
<td>33.3 60.9 43.1</td>
<td>35.8</td>
</tr>
<tr>
<td><strong>M_{BERT}(ℓ)</strong></td>
<td>34.0 64.3 44.5</td>
<td>36.7</td>
<td>29.6 62.1 40.1</td>
<td>32.1</td>
</tr>
<tr>
<td></td>
<td>43.3 57.5</td>
<td><strong>49.4</strong> 45.4</td>
<td>33.3 60.9 43.1</td>
<td>35.8</td>
</tr>
</tbody>
</table>

**Table 12:** Results for MCDPARA tuned based on F1.

Figure 6: Ranks for distractor candidates of MCDPARA question “However, the availability of these funds has been limited.” along with annotations.
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Abstract

In undergraduate theses, a good methodology section should describe the series of steps that were followed in performing the research. To assist students in this task, we develop machine-learning models and an app that uses them to provide feedback while students write. We construct an annotated corpus that identifies sentences representing methodological steps and labels when a methodology contains a logical sequence of such steps. We train machine-learning models based on language modeling and lexical features that can identify sentences representing methodological steps with 0.939 f-measure, and identify methodology sections containing a logical sequence of steps with an accuracy of 87%. We incorporate these models into a Microsoft Office Add-in, and show that students who improved their methodologies according to the model feedback received better grades on their methodologies.

1 Introduction

In the Mexican higher education system, most undergraduate students write a thesis (tesis de licenciatura) before graduation. The academic advisor and the student are typically both involved. Throughout the process, the advisor spends time reviewing the draft that the student is building and gradually offering suggestions. This process becomes a cycle until the document meets established standards and/or institutional guidelines. This cycle is often slow due to the required changes in the structure of the thesis. One of the key components of such a thesis is a methodology section, which contains the steps and procedures used to develop the research. A methodology is supposed to provide a step-by-step explanation of the aspects necessary to understand and replicate the research including the techniques and procedures employed, the type of research, the population studied, the data sample, the collection instruments, the data selection process, the validation instrument, and the statistical analysis process (Allen, 1976).

Natural language processing techniques have the potential to assist students in writing such methodologies, as several aspects of good methodologies are visible from lexical and orthographic features of the text. A good methodology should have phrases or sentences that represent a series of steps, which may be written in a numbered list or in prose with sequential connectives like next. Steps in a methodology section should have a predicate that represents the action of that step, like analyze or design. And the list of steps should be in a logical order, e.g., an explore step should typically appear before (not after) an implement step. Good methodology sections should of course have much more beyond these simple features, but any methodology section that is missing these basic components is clearly in need of revision.

We thus focus on designing machine-learning models to detect and evaluate the quality of such steps in a Spanish-language student-written methodology section, and on incorporating such models into an interactive application that gives students feedback on their writing. Our contributions are the following:

- We annotate a small corpus of methodology sections drawn from Spanish information technology theses for the presence of steps and their logical order.
- We design a model to detect sentences that represent methodological steps, incorporating language model and verb taxonomy features, achieving 0.939 f-measure.
• We design a model to identify when a methodology has a logical sequence of steps, incorporating language model and content word features, achieving an accuracy of 87%.
• We incorporate the models into an Add-In for Microsoft Word, and measure how the application’s feedback improves student writing.

2 Background

There is a long history of natural language processing research on interactive systems that assist student writing. Essay scoring has been a popular topic, with techniques ranging from syntactic and discourse analysis (Burstein and Chodorow, 1999), to list-wise learning-to-rank (Chen and He, 2013), to recurrent neural networks (Taghipour and Ng, 2016). Yet the goal of such work is very different from ours, as we aim not to assign an overall score, but rather to provide detailed feedback on aspects of a good methodology that are present or absent from the draft.

Intelligent tutoring systems have been developed for a wide range of topics, including mechanical systems (Di Eugenio et al., 2002), qualitative physics (Litman and Silliman, 2004), learning a new language (Wang and Seneff, 2007), and introductory computer science (Fossati, 2008). As we focus on assisting students in writing thesis methodology sections, the most relevant prior work focuses on analysis of essays. ETS Criterion (Attali, 2004) uses features like n-gram frequency and syntactic analysis to provide feedback for grammatical errors, discourse structure, and undesirable stylistic features. The SAT system (Andersen et al., 2013) combines lexical and grammatical properties with a perceptron learner to provide detailed sentence-by-sentence feedback about possible lexical and grammatical errors. Revision Assistant (Woods et al., 2017) uses logistic regression over lexical and grammatical features to provide feedback on how individual sentences influence rubric-specific formative scores. All of these systems aim at general types of feedback, not the specific feedback needed for methodology sections.

Other related work touches on issues of logical organization. Barzilay and Lapata (2008) propose training sentence ordering models to differentiate between the original order of a well-written text and a permuted sentence order. Cui et al. (2018) continue in this paradigm, training an encoder-decoder network to read a series of sentences and reorder them for better coherence. Our goal is not to reorder a student’s sentences, but to provide more detailed feedback on whether the right structures (e.g., steps) are present in the methodology. More relevant work is Persing et al. (2010), which combines lexical heuristics with sequence alignment models to score the organization of an essay. However, they provide only an overall score, and do not integrate this into any intelligent tutoring system.

A final major difference between our work and prior work is that all the work above focused on the English language, while we provide feedback for Spanish-language theses.

3 Data

A collection was created using the ColTyPi\textsuperscript{1} site. This site includes Spanish-language theses within the Information Technologies subject area. The graduate level is composed of Doctoral and Master theses. The Undergraduate level is composed of Bachelor and Advanced College-level Technician (TSU) theses. All theses and research proposals in the collection have been reviewed at some point by a review committee.

3.1 Guidelines

A four-page guide was provided to the annotators with the instructions for labeling and a brief description of the elements to identify. Annotators marked each sentence (or text segment) that represented a step in a series of steps. For each step, annotators marked the main predicate (typically a verb). Finally, annotators judged whether or not the steps of the methodology represented a logical sequence. The guide included three examples for the annotators, the first one detailed a methodology that accomplished a series of steps and a logical sequence, the second example only met a series of steps, and the third example didn’t show any feature. The annotators did not have access to the academic corresponding to each methodology. Figure 1 shows an annotated example.

3.2 Annotation

From ColTyPi, 160 methodologies were downloaded, 40 at the PhD level, 60 at the Master level, 40 at the Bachelor level, and 20 at the TSU level. Two professors in the computer area with experience in reviewing graduate and undergraduate theses annotated the methodologies.

\textsuperscript{1}We used, \url{http://coltypi.org/}
To develop the proposed work, a set of steps was followed to ensure each of the objectives presented. Below are the tasks involved in this research:

1. Bibliographic compilation and detailed analysis of existing disambiguation approaches.
2. Characterize language families and their relationship with the Spanish language.
3. Select the language to be used as the target language in parallel texts.
4. Compare and apply various alignment tools at the word level on the chosen corpus.
5. Analyze monolingual and bilingual dictionaries available.
6. Design an algorithm for the acquisition of labels of senses extracted from the resulting alignment.

Figure 1: Part of a Spanish methodology tagged by the annotators (Spanish original above, English translation below). The series of steps is shaded in gray, the verbs identified are in italics, and the annotators marked this methodology as “Yes” for the presence of logical sequence.

Student theses, were recruited as annotators. Both annotators tagged 160 methodology sections, and inter-annotator agreement was measured. For the two information extraction tasks, identifying steps and identifying predicates, inter-annotator agreement was measured with F-score following Hripcsak and Rothschild (2005). For logical sequence, which is a binary per-methodology judgment, inter-annotator agreement was measured with Cohen’s Kappa (Landis and Koch, 1977). The annotators achieved 0.90 F-score on identifying steps, 0.89 F-score on identifying predicates, and 0.46 Kappa (moderate agreement) on judging logical sequence. Identifying the logical sequence was a complicated task for the annotators since the objective was that a whole methodology evidenced a logical sequence concerning the verbs used. For instance, in the first steps of the methodology, the student should use verbs like “identify” or “explore” and verbs like “implement” or “install” at the end of the methodology.

The annotated data was divided up for experiments. Only annotations that both annotators agreed on were considered. For the methodological step extraction task, we selected 300 sentences annotated as representing a step, and 100 sentences annotated as not representing a step, with the sentences selected to cover both graduate and undergraduate levels. For the logical sequence detection task, we selected 50 complete methodologies annotated as having a logical sequence and 50 annotated as not having a logical sequence.

4 Model: step identification

The model for identifying which sentences represent steps (StepID) is a logistic regression\(^2\) that takes a sentence as input, and predicts whether that sentence is a methodology step or not. The model considers the five types of features described in the following sections.

4.1 Language model features

To measure how well the words in a Methodology match the typical sequence of words in a good Methodology, we turn to language modeling techniques. We expected to capture facts like that the presence of verbs “Select”, “Analyze” or “Compare” at the beginning of sentences is probably describing a series of steps. We preprocessed all sentences by extracting lemmas using FreeLing.\(^3\) Afterwards, two language models were built, the first (TM) with tokens (words, numbers, punctuation marks) and the second (GM) with grammatical classes. These language models were built only on the sentences labeled as positive, i.e., on sentences that should be examples of good token/grammatical

\(^2\)We used the implementation in Weka 3.6.13, https://www.cs.waikato.ac.nz/ml/weka/
\(^3\)FreeLing4.1, http://nlp.lsi.upc.edu/freeling/
class sequences. We used the SRILM toolkit with 4-grams and Kneser-Ney smoothing. To generate these features for the 300 positive sentences on which the language models were trained, we used 10-fold cross-validation, so as not to overestimate the language model probabilities. The 100 negative sentences were also processed separately, again with a 10-fold cross-validation. Perplexity values from the language models were used as features. This component contributed 2 features to the StepID classifier.

4.2 Sentence location features

A methodology can begin immediately with sequence of steps, or there may be a brief introduction before the steps appear. Thus, location within the methodology may be a predictive feature. We identified whether the sentence under consideration is in the first third, second third, or final third of the methodology. This component contributed 3 features to the StepID classifier.

4.3 Verb taxonomy features

This component captures the type of the verbs used in the series of steps. We use a taxonomy based on the cyclical nature of engineering education (CNEE; Fernandez-Sanchez et al., 2012), structured in four successive levels. Categories of verbs include Knowledge and Comprehension, Application and Analysis, System Design, Engineering Creation. In addition, we added a category to identify verbs related to the writing process, as part of the steps to conclude the thesis.

We considered three ways of identifying such verb categories in sentences.

CNEE+Stem Each verb in the sentence is stemmed, and compared against the 54 verbs of the CNEE taxonomy.

CNEE+FastText The 54 verbs in the CNEE taxonomy are expanded to 540 verbs by taking the 10 most similar words according to pretrained word vectors from FastText (Bojanowski et al., 2016). Each verb in the sentence is compared against these 540 verbs.

CNEE+Manual An expert annotator manually labeled each verb with an appropriate one of the five categories from the CNEE taxonomy.

For CNEE+Stem and CNEE+FastText, only the first verb category found is included as a feature. This component contributed 5 features to the StepID classifier.

4.4 Sequencing element features

The online writing lab at Purdue University identifies a category of words designed “to show sequence” that includes words like first, second, next, then, after. We coupled the words from this category with a simple pattern to identify bullet points or numbered items to produce a rule that identifies whether such sequencing elements are present in the text. This component contributed 1 feature to the StepID classifier.

5 Model: logical sequence detection

The model for detecting logical sequence (LogicSeq) is a multilayer perceptron, with a single hidden layer of size two plus the number of features (Weka’s a layer specifier), that takes an entire methodology as input, and predicts whether it contains a logical sequence of steps or not. The model considers the features described in the following section.

5.1 Language model features

We again incorporate language models to measure how sequences of terms are used in well-written methodologies. This component includes the same GM and TM features as Section 4.1, except trained on the 100 positive and negative methodologies, rather than on individual sentences. We also include a third language model that considers only the nouns and verbs (NV) of the sentences of the methodology. Each token is followed by its part of speech in the language model input. The goal is to focus on just the words most likely to express methodological steps – characterize, select, compare, analyze, design, etc. – without restricting the analysis to a specific lexicon of words.

We considered bigrams and/or 4-grams for the GM, TM, and NV features. This component contributed either 3 features to the LogicSeq classifier, or 6 features when both bigrams and 4-grams were used.

\[^5\]In preliminary experiments, we also tried using the TheanoLM toolkit, but performance was lower than SRILM.
\[^6\]https://fasttext.cc/
\[^7\]In preliminary experiments, we also tried using all verb categories, but this did not improve performance.
\[^8\]https://owl.purdue.edu/
Table 1: 10-fold cross-validation performance on the “is this a methodological step?” classification task.

<table>
<thead>
<tr>
<th>GM bigram</th>
<th>TM bigram</th>
<th>NV bigram</th>
<th>GM 4-gram</th>
<th>TM 4-gram</th>
<th>NV 4-gram</th>
<th>Accuracy</th>
</tr>
</thead>
<tbody>
<tr>
<td>✓</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>76%</td>
</tr>
<tr>
<td>✓</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>72%</td>
</tr>
<tr>
<td>✓</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>63%</td>
</tr>
<tr>
<td>✓</td>
<td>✓</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>77%</td>
</tr>
<tr>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td></td>
<td></td>
<td></td>
<td>79%</td>
</tr>
<tr>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td></td>
<td></td>
<td>87%</td>
</tr>
</tbody>
</table>

Table 2: 10-fold cross-validation performance on the “is there a logical sequence?” classification task.

Figure 2: System architecture for TURET. *StepID used all features; LogicSeq used only LM features. **StepID used logistic regression; LogicSeq used neural networks.

6 StepID and LogicSeq results

Both classifiers were evaluated using 10-fold cross-validation on their respective parts of our annotated corpus.

Table 1 shows the performance of the step identification model in terms of precision, recall, and F-score for detecting steps. Including all proposed features proposed yields 0.918 when stemming is used to find verbs and 0.939 when FastText is used instead of stemming. Using the human-annotated verb features yields 0.966, suggesting that performance could be further improved with a better lexicon mapping technique.

Table 2 shows the performance of the logical sequence detection model. The best model used both bigrams and 4-grams of all three language-model features, and achieved an accuracy of 87%.

We thus find that despite our modest-sized data sets, accurate models based on language-model features can be trained to detect methodological steps in a thesis and identify whether those steps appear in a logical order. In the next section, we move from the intrinsic evaluation of our models on the annotated dataset to an extrinsic evaluation in a user study.

7 Pilot test

We designed and performed a pilot test to assess the impact of using an application focused on the two models created, StepID and LogicSeq. The goal is to evaluate these models in an environment where students interact with the models while writing. Our main research question is: What elements incorporated in the developed methods will have a positive impact on the student’s final document?

7.1 User interface

We first developed an Office add-in that could apply the StepID and LogicSeq models to a document while students were writing it. We chose to implement the app as an Office add-in as it allowed students to work in a writing environment they were already very familiar with: Microsoft Word. The software developed, Tutor Revisor de Tesis...
(TURET), was embedded in the Microsoft Word processor through a component developed in the Azure platform for Office Add-ins. As part of this development, we had to re-implement the StepID and LogicSeq algorithms using Scikit-learn, but reused the same language model features created with the SRILM toolkit. Figure 2 shows the architecture of the system. In the first stage the preprocessing was done sentence by sentence to compute eleven features established in the StepID method. For the LogicSeq method the entire methodology was processed to extract six features.

Figure 3 shows an example methodology open in Microsoft Word with TURET enabled. The methodology written by the student is shown on the left side. After clicking, sentences that are identified as being part of a series of steps are marked, and the student is also sent binary feedback indicating whether the methodology shows a series of steps and/or a logical sequence. Notice that the methodology shows seven steps, but the method only detects 3 of them as valid. This is most likely because words like implementation and connect are not generally appropriate at the beginning of a methodology. Thus, this example shows an absence of a logical sequence. The system correctly predicts this, as shown in through the No in the feedback frame.

7.2 Experimental design

The pilot test was conducted with two groups of 20 (for a total of 40) undergraduate computer science students. Each student received an introduction explaining how to use the TURET application. Then the student was provided with a problem statement related to a computer science project and was asked to write a methodology that provides a solution. Students were encouraged to try to achieve positive feedback from the system on two aspects: that the methodology had a logical sequence and that there was evidence of a series of steps. Students had access to the application for 1 month and were expected to use TURET at least twice (i.e., on a first draft and a final draft) but could freely use the application more frequently if desired.

We also included a control group of 20 undergraduate computer science students who did not use TURET, but still used Microsoft Word to write a methodology in response to the same problem statements.

To validate the quality of the documents generated by both the TURET students and the control students, a teacher experienced in grading undergraduate theses evaluated both the first and the final draft. Each methodology received a rating on a scale of 1 to 10, where 10 is the best. The teacher was not informed about the use of the TURET application; they graded the methodologies as they would. Of the total number of students who started the pilot test, only 35 completed the entire process.

7.3 Statistical analysis

A multiple regression analysis was made on the results obtained from the evaluation of the method-
ologies, with the teacher’s grade of the final draft as the dependent variable and the following factors measured on their final draft:

**N-Steps** A non-negative integer representing the number of sentences of each methodology that the StepId model recognized as methodological steps.

**Steps?** A binary value, with a value of 1 when the StepId model recognized at least one sentence as a methodological step, or a value of 0 if there was no such sentence.

**Logical Sequence?** A binary value, with a value of 1 when the LogicSeq model recognized the methodology as having a logical sequence, and a value of 0 otherwise.

Table 3 shows that when predicting the grade assigned to a student’s final draft, the LogicSeq model’s prediction is a statistically significant predictor: drafts judged to have a logical sequence were on average score 1.2237 higher than the other drafts.

We also explored a multiple regression designed to test how much changes in a student’s writing predicted changes in their grade. Instead of considering only the final draft, as above, we consider the difference between the initial and the final for all factors as well as the dependent variable. We thus re-define the factors as follows.

**N-Steps** An integer representing the increase in number of sentences recognized as methodological steps by the StepId model when moving from the draft to the final document.

**Steps?** An integer, with a value of 1 when the StepId model found no steps in the draft but found one in the final, a value of 0 when the number of steps identified by StepId was unchanged between draft and final, and a value of -1 when the StepId model found at least one step in the draft but none in the final.

**Logical Sequence?** An integer, with a value of 1 when the LogicSeq model found a logical sequence in the draft but found one in the final, or a value of 0 when there was no change in the prediction of the LogicSeq model between draft and final, and a value of -1 when the LogicSeq model found a logical sequence in the draft but none in the final.

Table 4 shows that when predicting how much a student’s grade will improve from draft to final, the change in the number of steps identified by StepId is a statistically significant predictor. Students that went from having no steps to having one or more steps on average scored 1.0103 better than students with no change. Interestingly, having many steps was not necessarily a good thing: for each additional step, students on average lost 0.3066 from their score. This suggests that students who added too many more steps to their drafts were penalized for doing so.

Finally, we compared the TURET group of students against the control group of students. On the 20 problem statements that were common to the TURET and control groups, the TURET students on average scored 7.85, while the control students scored 6.8. The difference is significant (*p* = 0.041139) according to a t-test for two independent means (two tailed).

### 7.4 Satisfaction survey

To assess the opinion of the experimental group on using the TURET Office Add-in, a satisfaction survey based on the Technology Acceptance Model (Davis et al., 1989) was conducted. Students were asked about the usefulness, ease of use, adaptability and, their intention to use the system. For example, the “usefulness” questions were: Does the system improve your methodology? Did the system improve the performance of your learning? In general, do you think that the system was an advantage for your learning to write arguments? As another example, the “ease of use” questions were: Was learning to use the system easy for you? Was the process...
Measure | Score  
---|---  
Usefulness  | 4.54  
Ease of use  | 4.85  
Adaptability  | 4.67  
Intention to use  | 4.50  

Table 5: Satisfaction survey results TAM

of using the system clear and understandable?. In
general, do you think the system was easy to use?

Student answers were based on a five-point Likert scale ranging from 1 (“Strongly disagree”) to 5 (“Strongly agree”), and the scores across each category of question were averaged. Table 5 shows that students rated the application above 4 points (“Agree”) for all aspects. The highest score was 4.85 on ease of use, which we attribute to the use of a Microsoft Word Add-in, which takes advantage of students’ already existing familiarity with Microsoft Word.

We also collected free-form comments from the students. Their biggest complaint was that TURET works only in the online version of Microsoft Office (since it must communicate with a server), and they would have liked to use it in offline mode.

8 Discussion

We have demonstrated that with a small amount of training data, several carefully engineered features, and standard supervised classification algorithms, we can construct models that can reliably (0.939 F) detect the presence of steps in student-written Spanish methodology sections, and reliably (87% accuracy) determine whether those steps are presented in a logical order. We have also shown that incorporating these models into an Office Add-in for Microsoft Word resulted in a system that students found useful and easy to use, and that the detections of the models were predictive of teacher-assigned essay grades.

There are some limitations to our study. First, because of the success of our simple models, we did not investigate more complex recent models like BERT (Devlin et al., 2019). Such models might yield improved predictive performance but at a significant additional computational cost. Second, the amount of data that we annotated was small, as it required a high level of expertise in the reviewing of Spanish-language methodology sections. (We relied on Spanish-speaking professors in computer science.) It would be good to expand the size of the dataset, but we take the high levels of performance of the models, and the fact that they make useful predictions on the unseen student-generated methodologies of the pilot test, as an indication that the dataset is already useful in its current size. Finally, the pilot study was a controlled experiment, where specific problem statements were given as prompts. It would be interesting to measure the utility of the application for students writing their own theses.

In the future, we would like to explore integrating other types of writing feedback into the TURET Office Add-in, since students found its feedback about methodology steps both intuitive and helpful. Though we focused on methodology sections in this article, our vision is a set of models that can provide useful feedback for all sections of a Spanish-language student thesis.
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Abstract

Multilingual corpora are difficult to compile and a classroom setting adds pedagogy to the mix of factors which make this data so rich and problematic to classify. In this paper, we set out methodological considerations of using automated speech recognition to build a corpus of teacher speech in an Indonesian language classroom. Our preliminary results (64% word error rate) suggest these tools have the potential to speed data collection in this context. We provide practical examples of our data structure, details of our piloted computer-assisted processes, and fine-grained error analysis. Our study is informed and directed by genuine research questions and discussion in both the education and computational linguistics fields. We highlight some of the benefits and risks of using these emerging technologies to analyze the complex work of language teachers and in education more generally.

1 Introduction

Using quantitative methods to understand language learning and teaching is difficult work as limitations in the recording, transcribing, and analyzing of data continue to constrain the size of datasets. It is not surprising then, that quantitative studies looking at second language acquisition have been critiqued for their low statistical power (Plonsky, 2013). Usage-based analyses of teacher corpora are an important next stage in understanding language acquisition (Ellis, 2017). Given the magnitude of worldwide investment in L2 teaching and learning, drawing on developments in automated methods of compiling this kind of speech data is timely.

Consequently, we sought to address the following main research question in this paper: How can automated speech recognition (ASR) be adapted for this use? More specifically, i) How well do these speech-to-text tools perform on this type of data? and ii) How do these tools and datasets relate to the overall purpose of opening a window into the practice of language teachers? Such an endeavor requires careful consideration of how ASR models are built, and what the underlying training data and desired output of such models might be. In this paper we use the term ASR model to refer to statistical models used to map speech sequences and sounds to respective text sequences (Jurafsky and Martin, 2009, pp. 38, 286, 287).

Our study is drawn from a project investigating the teaching of Indonesian. Data was collected from a tertiary Indonesian language program at an Australian university. A single teacher’s speech was recorded throughout one semester of a second-year language program. In investigating Indonesian language teaching, ideally various instances of linguistic features and non-standard Indonesian would be annotated to allow for analyzing various topics, including, for instance, the comprehensibility of teachers’ speech, movement between the L2 and assumed first language (L1), representations of regional Indonesian languages, and non-standard varieties and loanwords. Yet, the tools tend to restrict the data structures for annotating the audio. As an example from the conclusions of this paper, the classification of data as belonging to the L2 (Indonesian) or the L1 (English) quickly emerged as a very significant issue.

The paper is organized as follows: We begin by presenting an overview of related work in transcription and ASR before describing our methodological approach, with subsections on bilingual and classroom teacher data. This is followed by a more detailed description of our materials and methods to train and evaluate ASR models. Finally, we present experimental results of our machine transcription, discuss them, and conclude the study.


2 Background

Transcription is a complex task traditionally seen by linguists from the perspective of linguistic theory and documentation of complex language structures and phenomena. Linguists and their research teams become extremely familiar with their data during the process of transcribing, and their publications usually make reference to data-specific guidelines developed for their transcription teams (BNC-Consortium, 2007). Often these are adapted from generic guidelines or rules for annotating language which aim to record the “most basic transcription information: the words and who they were spoken by, the division of the stream of speech into turns and intonation units, the truncation of intonation units and words, intonation contours, medium and long pauses, laughter, and uncertain hearings or indecipherable words” (Du Bois et al., 1993). Most teams use sophisticated software tools, which provide a method for rich interlinear annotation of speech data by humans. These annotations allow linguists to record more than ‘just’ the words used in human communication, but obviously cannot represent all characteristics of the audio data.

Acknowledging the time constraints and subjectivity or bias that enter the transcription process as transcription guidelines are developed is important. The purpose of these guidelines — namely, to create uniformity of practice from individual, and teams of transcribers — may not be achievable (Hovy and Lavid, 2010). In fact, experiments looking at the subjectivity of transcription led Lapadat and Lindsay (1998) to conclude that “the choices researchers make about transcription enact the theories they hold and constrain the interpretations they draw from their educational practice”. Moreover, a transcription survey carried out by the Centre of Excellence for the Dynamics of Language, Transcription Acceleration Project (CoEDL TAP) team documented a significant variety in the way linguists go about transcribing their data. The survey also found that each minute of data takes, on average, 39 minutes for a linguist to transcribe, creating the well-known ‘transcription bottleneck’ (Durantin, 2017).

Advances in ASR and other natural language processing (NLP) bring researchers closer to overcoming this bottleneck, but many open challenges remain (Hirschberg and Manning, 2015). ASR tools can help by providing a first-pass hypothesis of audio for languages with large datasets to train the underlying models (Google, 2019; Nuance, 2019). However, financial and ethical restrictions may prevent a study from using these off-the-shelf systems and cloud computing services. Existing solutions may also have insufficient coverage of the domain-specific language used by speakers or not support a given L2.

Recognizing the potential benefit that integrating ASR tools into a linguist’s workflow could have, the CoEDL TAP team has been building Elpis (Foley et al., 2018), an accessible interface for researchers to use the powerful but complex Kaldi ASR toolkit. According to Gaida et al. (2014) “Compared to the other recognizers, the outstanding performance of Kaldi can be seen as a revolution in open-source [ASR] technology”. This project constitutes an early use of the Elpis pipeline to prepare training data, ready for Kaldi to build ASR models, which can then be used to “infer” a hypothesis for un-transcribed audio.

The interdisciplinary work involved in this project shines a spotlight on the limitations on the type of data used by ASR systems; human transcribers often face difficult decisions as to what should and what should not be recorded in the training data. Since bias and error may multiply in ASR models and create unreliable and undesirable outcomes, sharing the best practices and having transparent processes for creating training and evaluation data and protocols is of utmost importance (Hovy and Lavid, 2010). ASR trained on carefully compiled data can then be scientifically tested and variations to the training data analysed for their impact (Baur et al., 2018).

3 Methodological Approach

Our methodological considerations addressed the following: which ASR tool to use, how to prepare training data for this tool, and how to best manage the bias of the training data inherent in all transcription processes. Kaldi’s orthographic transcription

---

3E.g., Google’s Cloud Speech-to-Text and Nuance’s ASR Self-Service support 120 languages and 86 languages/dialects, respectively (last accessed on 4 December 2019).

4E.g., purchasing a license for all participating teachers and obtaining each participant’s informed consent for their speech data to be saved on a cloud owned by a private corporation, possibly using them to develop their ASR and other commercial products, may be infeasible or questionable.

5Last accessed on 4 December 2019.

6See our examples below for illustration.

---
capabilities and Elpis’ processing and output of time-aligned ELAN files were a good fit with the broader research goals in lexical analysis, including dispersion analysis.

In general, we took a pragmatic approach to managing the loss of data from audio recordings, viewing information such as rising intonation7 as something that was unnecessary to our lexical focus and which could be added later if the data were used for different research purposes. We were able to minimize some loss using a tier structure in the ELAN training data and this allowed us to maintain syntax relationships and other information used by Kaldi in the data.

Entwined in the issue of data loss, was the management of subjectivity in transcription. Indonesian and English native speakers, linguists, and an Indonesian language teacher worked together to transcribe our training data and we used extended discussions of specific samples to develop our transcription guidelines, including some discussions with our teacher participant. Meanwhile the tier structure allowed consideration of the teacher’s behavior from an alternative framework discussed below; that is, translanguaging.

3.1 Transcription Decisions with Bilingual Data

Turell and Moyer (2009) argue that “transcription is already a first step in interpretation and analysis” and add that the complexity of the task inevitably increases when more than one language is at play: as the number of lexical items, morphemes, pragmatic strategies, and countless other linguistic possibilities increase, a transcriber must consider multiple possible ‘first step’ interpretations of their data.

In our data, the teacher used Australian English and Indonesian, the target language. Target languages are often understood as abstract and definable entities (Pennycook, 2016) used by imagined communities of native speakers (Norton, 2001). This is problematic as it hides the complexity and variation of natural languages, especially for Indonesian which exists in a highly diverse linguistic ecosystem; in Indonesian, complex concepts of social relationships play out in its variation across different speaking situations (Djenar, 2006, 2008; Morgan, 2011; Djenar and Ewing, 2015). Indonesian teachers, consciously or not, participate in and negotiate the politics of ethnic diversity and variation in urban and rural Indonesia (Goebel, 2010, 2014). Furthermore, Indonesian could be considered diglossic, with two varieties of the language in use in everyday situations (Sneddon, 2003).

In our case study interview, the teacher explicitly acknowledged the diglossic nature of Indonesian and expressed the desire and intention to include Colloquial Jakartan Indonesian (CJI) in lessons as a speaking and listening target for students, while also stating that the written resources given to students focused more on the standardized or high variety of Indonesian. The teacher’s intentions were consistent with the training data, which contained numerous CJI lexical items8 and standard Indonesian. While not encountered in our small training dataset, our transcribers considered multiple English varieties due to the diverse English speaking experience of our teacher participant.

In addition to diglossic Indonesian and one variety of English, the teacher also used language consistent with the Community of Practice (CofP) framework, which, according to Wenger (1998, p. 76), involves a) mutual engagement, b) a joint negotiated enterprise, and c) a shared repertoire of negotiable resources accumulated over time. The teacher used language, or a repertoire, developed by the class through their interaction as a CofP. For example, the word ‘reading’ (Figure 1) was repurposed by the teacher participant to refer to a program-specific activity, assessment, and skill-set that does not match with a general understanding/defintion of this word in Australian English; it has become shorthand, or jargon, for something like a ‘reading task’.

Thus far in this paper, we have relied on a presumption that it is desirable and theoretically sound to categorize teacher’s speech into different languages. Such categorization rests on theorizing that languages are discrete entities and that teachers and students ‘code-switch’ — or alternate —

---

7 which linguists often transcribe through special characters

8 e.g., according to Sneddon (2006), ‘gitu’, ‘dong’, ‘nggak’ are from CJI
“between two languages or dialects of the same language within the same conversation” (Boztepe, 2003). Recent discussions of an alternative framework — translanguaging (Garcia and Wei, 2014) — propose that multilinguals employ only one, expanded repertoire of linguistic features. This repertoire may contain two or more languages which are officially and externally recognized as distinct systems, but according to translanguaging theory, the distinction between the systems is not internally valid.

By using several ELAN tiers to create parallel structures for storing data (Figure 2), we balanced technological requirements without taking a particular stance in relation to translanguaging nor the internal mechanisms of bilinguals. The uppermost ‘Everything’ tier included all orthographical annotations for the data. The next two tiers contained data, which according to various phonological, syntactical, and morphological factors were separated by our transcription team into Indonesian and English according to a code-switch paradigm. Finally, we also created a tier labeled ‘Mixed’ to contain annotations, which were difficult to separate.

While some researchers battle with technologies to represent very different orthographies9, we worked with two languages that are both written in the Roman alphabet. This presented some challenges of its own. Some words, for example, ‘status’ (status) and ‘level’ (level), were spelled identically in both languages; meanwhile, names could have been represented in a number of different ways. Our decisions to use a certain orthography in training data impacted statistical relationships between words and phonemes in the ASR models.

Decisions about orthography and tier allocations were very difficult and we made them only after extensive discussion in our transcription team. In some cases, within word changes between the typical Indonesian phonology and English phonology occurred. For example, in one segment, the teacher produced the first vowel of ‘status’ as [e] (as in ‘bait’), an English phoneme, but finished the word with the Indonesian /u/ (similar to ‘book’). Even with a common set of characters used for bilingual data, the decisions taken developing training data had to be clearly documented and their impact considered in the ASR evaluation.

3.2 Toward Interpreting Teacher Speech

The complex bilingual transcription process outlined above was further complicated by the transcriber’s interpretation of the educational setting. Given the conceivable criticism of a given teachers’ professional practice made possible through the creation of corpora, we carefully considered the impacts of this scrutiny while developing our transcription guidelines and sought to minimize unfair or inaccurate treatment of teacher data. We also wish to proclaim the limitations of corpus data in this setting.

Although a full description and examination of these issues is beyond the scope of this paper, we identified some pertinent methodological implications of our own data structure. First, the task of analyzing the teacher’s speech is likely to be over-simplified into binary L1 versus L2 catego-

9(e.g., Halai (2007) for Urdu and English)
10They were also annotated in all tiers when they occurred alone.
11See Section 4 below.
rization of teacher’s speech. The aforementioned methodological difficulties of teasing apart speech data and the questionable validity of delimiting languages raised by the translanguaging framework were central to our transcription guidelines. We also note that pauses in the teacher’s language and other easily overlooked phenomena might skew the time counted towards a given language (Figure 3). We assessed that L2 was vulnerable to this skewing as the teacher extended pauses between words unfamiliar to the students, thus expanding the time counted as L2 speech. Conversely, cutting the L2 use apart when a teacher paused removed between-word-time from a cumulative L2 count and artificially shortened the time spent in the language.

Second, the goal of modifying sociolinguistic norms which brings people to language classrooms precipitated a level of variance and unpredictability unusual in other speech contexts as students learn and progress in their acquisition. We viewed variation in teacher speech from a pedagogically ‘generous’ perspective; for example, unusual linguistic forms were interpreted in line with research on language simplification (Saito and Poeteren, 2012; O Dela Rosa and Arguelles, 2016) or identity work with students (Norton and Toohey, 2011). However, a transcriber might note that in the Australian second language teaching setting, teachers often have less than ‘native’ proficiency in either the L2 or classroom L1. A proficiency-focused transcriber could be particularly sensitive to the teacher’s productions of loanwords. Thus, a transcriber’s own perception of proficiency and speech errors, as well as their knowledge of, and stance on, pedagogical approaches are implicated in the interpretation of teacher speech.

With so many possible interpretations, asking the teacher to comment on or transcribe their own data might seem useful. However, the intent of a teacher in using specific linguistic features is likely to be highly complex, as well as difficult to ascertain as this work is often the result of internally reasoned, impromptu responses to student feedback (Borko et al., 1990). With these features put together over thousands, possibly millions of teaching decisions each lesson, we were cautious in our asking our teacher participant to recall or explain what they were doing in retrospect. We noted that any disparity in teacher intention and the recorded data, or inability to recall the purpose of specific interactions, language choices and other behaviors may create an air of scrutiny which could skew resulting interpretation (Gangneux and Docherty, 2018).

Ensuring that teachers, their work, and their decisions are not misrepresented or misunderstood was important to us. We emphasized and are urging caution in the use of corpora to assess teacher practice until methodological questions have received prolonged and rigorous attention across a wide-range of datasets, including at the minimum different L1 and L2, teachers, pedagogical styles, and teaching situations.

4 Materials and Methods

The audio data was recorded in a second year tertiary Indonesian language program at an Australian university (Ethics Approval No. 2017/889 of the Australian National University Human Research Committee for the Speech Recognition; Building Datasets from Indonesian Language Classrooms and Resources protocol). The teacher, who was recorded over the course of one semester, grew up using Indonesian in school and public places, and a regional language at home. A semester of over 32 hours of class was recorded. Excluded classes in which formal assessments took place, an introductory class, and some lesson segments where technical problems resulted in loss of data. They were kept in reserve for future experiments and analysis.

The teacher wore a head-mounted microphone and wireless bodypack linked to a ZOOM recorder set to record 44.1 kHz, 36-bit WAV format audio. Because students were not the target of the study, the microphone settings were optimized to exclude their voices. Three lessons of approximately 50 minutes were chosen for transcription as training and test data for the ASR. The lessons were selected to contain a range of content, instructional styles, and activities. The remaining audio recordings were held out from training and testing.

---

12 E.g., the Indonesian loanword ‘kelas’ (class) might be interpreted as English should it not meet a transcriber’s personal threshold for an Indonesian production.

13 Excluded classes in which formal assessments took place, an introductory class, and some lesson segments where technical problems resulted in loss of data.

14 They were kept in reserve for future experiments and analysis.
<table>
<thead>
<tr>
<th>Model</th>
<th>Training tier</th>
<th>Tokens in training</th>
<th>Languages</th>
<th>n-gram</th>
<th>WER&lt;sup&gt;b&lt;/sup&gt;</th>
<th>WER full set&lt;sup&gt;c&lt;/sup&gt;</th>
<th>Correct Long text spans</th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td>Bilingual_1G</td>
<td>Everything tier</td>
<td>6194</td>
<td>English, Indonesian, Mixed</td>
<td>1</td>
<td>77% (56/73)</td>
<td>117% (117/100)</td>
<td>38/100</td>
<td>4</td>
</tr>
<tr>
<td>Bilingual_3G</td>
<td>Everything tier</td>
<td>6194</td>
<td>English, Indonesian, Mixed</td>
<td>3</td>
<td>89% (65/73)</td>
<td>133% (133/100)</td>
<td>34/100</td>
<td>3</td>
</tr>
<tr>
<td>Indonesian_3G</td>
<td>Indonesian tier</td>
<td>3377</td>
<td>Indonesian</td>
<td>3</td>
<td>64% (23/36)</td>
<td>134% (134/100)</td>
<td>22/100&lt;sup&gt;d&lt;/sup&gt;</td>
<td>4</td>
</tr>
</tbody>
</table>

<sup>a</sup> See Figure 2 for tier structure  
<sup>b</sup> Results when testing only with words found in training data  
<sup>c</sup> Results including training words and testing words not found in training data  
<sup>d</sup> In the full test set  
<sup>e</sup> Indonesian and non-language specific words in the test set

Table 1: Word Error Rates (WER) from 3 ASR Models

PRAAT auto-segmentation with settings at the minimum pitch of 70 Hz, silence threshold of -50 Db, and minimum silent interval of 0.25 was used to segment the data. Segments were then manually edited to remove remnant student voices and extreme modality sounds<sup>15</sup> to avoid confusing the Kaldi acoustic training. Care was taken to find the boundaries between speech sounds and discriminate between the languages used, with challenging sections examined in PRAAT by the transcription team. Transcription was completed in ELAN and initially all teacher speech was transcribed on one tier before being expanded onto other tiers (see Figure 2).

To use the Kaldi toolkit, a lexicon with each word’s phonemic representation was required. Due to the bilingual dataset in this study, we built a lexicon with consistent grapheme-to-phoneme (G2P) mapping across two orthographies. Our lexicon was built by adding missing English words to the Carnegie Mellon University (CMU) Pronunciation Dictionary. Although the pronunciations of this dictionary are based on American English, it was the best available match with our teacher participant. We then merged this lexicon with an Indonesian lexicon, which was built using Elpis functionalities.<sup>16</sup> The tools used the regular G2P mapping in Indonesian to generate a pronunciation dictionary based on the orthographical representation of each word.

We trained three models (Table 1) on two lessons selected from the semester of teaching. We then used the three models to automatically transcribe a 100-word<sup>17</sup> test subset of data from a third lesson. We used the word error rate (WER)<sup>18</sup> as the primary evaluation measure in this analysis.

The two bilingual models, which were trained on all parts of the audio recordings, are referred to as bilingual models for ease of reference. However, it should be noted that there was nothing binary in these models:<sup>19</sup> Bilingual_1G and Bilingual_3G were each a single model, where 1G and 3G refer to n-grams.<sup>20</sup> We chose the unigram and trigram models to assess the importance of word sequences.

5 Preliminary Results from Automated Speech Recognition and Their Analysis

The WER of three models was from 64% to 89% (Table 1). This was large compared with those reported by major commercial ASR transcription services; however, this comparison requires interrogation.

The WER of the large commercial services is typically related monolingual tasks, usually on English data, and outside the classroom context. In a monolingual Spanish classroom environment, an impressively small WER of 10% was reported using a tailored, commercial ASR system with test data of two 50-minute university lectures and one 50-minute seminar with 10–16 year-old students (Iglesias et al., 2016). In contrast, for monolin-
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<sup>15</sup>e.g. laughter, outbreaths, unintelligible whispers  
<sup>16</sup>incl. the Indonesianised names  
<sup>17</sup>duration of approx. 1 minute  
<sup>18</sup>i.e., the number of deleted, inserted, and substituted words, divided by the total number of words  
<sup>19</sup>No differentiation was made by the Kaldi toolkit between languages  
<sup>20</sup>i.e., a sequence of n words
gual US English-speaking teachers’ speech, a WER from 44% to 100% was reported for five ASR systems, which were free of cost to use and required no additional supervised learning to train the ASR model (Nathaniel et al., 2015).

In our results, we analyzed teacher speech phenomena, such as emphasized articulation. For example, an instance of ‘sma’, an acronym for a senior high school produced as the Indonesian names of the letters, [es em ah] was hyper-articulated. Our Bilingual_3G and Indonesian_3G models produced reasonable approximations: ‘ah sma aha’ and ‘hasan aha’, respectively. Given the variation this sort of phenomena introduced into lexical items, teacher speech characteristics seem likely to have impacted our ASR performance.

ASR performance degrades in multilingual settings, but a range of techniques for reducing WER are available (see Yilmaz et al. (2016); Nakayama et al. (2018); van der Westhuizen and Niesler (2019); Yue et al. (2019)). Many of these studies note their shortage of training data and some report success in using training data from high resource languages to work with low resource languages. For example, Biswas et al. (2018) experimented with a new South African soap opera corpus in which five languages were present and found that the incorporation of monolingual, out-of-domain training data reduced their WER. Working with the same corpus, Biswas et al. (2019) first trained bilingual systems and a unified five-lingual system, and then experimented with adding convolutional neural network layers to these models. Overall they achieved WERs ranging from 43% to 64% for paired languages and from 26% to 78% for single languages.

While performance between different language pairs might not be suitable for comparison due to the interplay of language typologies interacting in distinctive ways, WERs from codeswitch bilingual data were more similar to our WER, especially given our small amount of training data. Yeong and Tan (2014) studied Indonesian, Iban, and Malay codeswitching in written work, however, to the best of our knowledge, our work was the first work on spoken Indonesian–English data.

WER rates were useful in relating our results with the overall progress being made in ASR, but given our goal to expedite human transcription, for us, it was more fruitful to analyze the number and length of correctly recognized text spans in the ASR-based transcription. We theorized that these tools could begin to change workflow or decrease cognitive load for human transcribers by generating a draft transcript for revision.

The two 4-word and one 3-word correct text spans produced by our Bilingual_1G model would probably be the most useful in speeding transcription (Table 1). However, the preliminary results produced by the Indonesian_3G model were comparable to the two bilingual models. This was impressive given that nearly 50% of the test data was in English. Supposing a research interest in only the Indonesian spoken by the teacher, or the use of an English language model for the other data, the Indonesian model could reasonably be assessed as scoring 22 correct words from the 51 Indonesian words in the test data.

Proceeding to a more detailed study of the performance of the models, we undertook an error analysis to elucidate the type of errors occurring. We analyzed them as segments, from multiple perspectives (Figure 4). There was a high incidence of resyllabification,21 in the machine transcription, as words were split, concatenated with the preceding or succeeding word(s), a middle consonant was omitted, and/or an initial consonant was omitted. For example, ‘perguruan’ in the reference transcript and ‘per keren’ by ASR accumulated three errors: resyllabification and two counts of substitution.22 Another example is, ‘it’ in the reference transcript produced as ‘old’ in the ASR output. This error was coded for a vowel change and consonant change.23

Given the small test set, using this error analysis, we made the tentative note that the Bilingual_3G model seemed slightly less likely to make errors of insertion and deletion, indicating that the errors were perhaps less ‘disruptive’ than the errors in the other models. Thus, despite the model’s worse overall performance, it might improve rapidly with more training data.24

6 Discussion

As our principal result, we concluded that Kaldi, in conjunction with the Elpis interface, can expedite the transcription of teacher corpora. The time taken to transcribe speech can be extreme; in our project,
Figure 4: Segment analysis showing the frequency of error types at the phonemic level

Transcribers spent months familiarizing themselves with the participants’ speech and setting up extensive transcription guidelines. Our final 51 minutes of test data took approximately 1,024 minutes to transcribe. However, the use of Kaldi and Elpis was also time-consuming and required significant training and expertise. The continued development of Elpis may make the tool more viable for ASR-assisted transcription in research.

Our detailed discussion of methodological issues arising during human transcription of training data cannot prescribe a solution for all language teacher corpora; as Helm and Dooly (2017, p. 170) say of their own methodology paper examining the transcription of online language classroom data, their methods necessarily reflect “the research questions and the situated context of the study”. However, we do hope to provide a baseline of discussion for those developing training datasets with this kind of complex speech. Similarly to Helm and Dooly (2017, p. 181), we hope to “highlight how we can try to be reflexive and critical in our research practices, increasing the transparency and accountability of our work and opening it up for discussion with others”. This is especially pertinent as we develop machine learning-based technologies, which often lack transparency and trustworthiness (Pynadath et al., 2018).

Beyond the goals of this study, our findings contribute to expanding bodies of research into the use of ASR with small datasets (Gonzalez et al., 2018), in educational and classroom settings, as well as ASR of multilingual data. Our results gave some indication that while developing an initial (small) training dataset, using a simpler unigram model with less lexical information is better. Of course, ASR could be enhanced with a larger training dataset and supplementary text corpora from teaching resources.

Data loss was inevitable when we converted enacted classroom interactional phenomena into the linear, rather two-dimensional written format of orthographic transcription. This loss of complexity causes us to raise a cautionary flag; datasets produced through these methods can be used to support teacher reflection on their practice, but should never be taken as the entirety of a teacher’s work and metrics derived from them should be viewed with a careful understanding of how much they reduce the complexity of the phenomena they record. Losing the context of data is not an “obscure problem apparent to a few philosophers focused on cy-

\[\text{Data loss was inevitable when we converted enacted classroom interactional phenomena into the linear, rather two-dimensional written format of orthographic transcription. This loss of complexity causes us to raise a cautionary flag; datasets produced through these methods can be used to support teacher reflection on their practice, but should never be taken as the entirety of a teacher’s work and metrics derived from them should be viewed with a careful understanding of how much they reduce the complexity of the phenomena they record. Losing the context of data is not an “obscure problem apparent to a few philosophers focused on cy-}
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\[^{25}\text{i.e., 17 hours}\]

\[^{26}\text{i.e., the turnaround of about 1:20}\]
In this paper, we highlight the importance of decisions about ‘what data to lose’ when transcribing, making tactical decisions that are justified by research questions (Gangneux and Docherty, 2018), and how transcription bias can be multiplied in unknown ways by computational processes.

Investments are necessary to convert the tools we used to a useable workflow for practicing teachers. Elpis is likely to make significant headway in this area, but the complex nature of transcribing bilingual teaching data requires specialized skills. Training teachers to do this work seems a useful area of technological investment in languages education. It could incorporate established uses of teacher corpora for teacher training and professional development with new goals of elucidating the language input teachers provide in the classroom. Teachers who transcribe a small training dataset of their own speech may gain deep insight into their own language use. Using ASR to accelerate transcription could lead to teachers having the capacity to build larger datasets, analyze their own teaching, and thereby progress their practice. Given the workload issues often associated with teaching, asking teachers to transcribe their own lessons may be unrealistic in the initial development of this tool but could be more appropriate in teacher training settings where it could be included as part of their studies. Engaging with concerns in education about the use of teaching technologies as performance management tools (Page, 2017; Tolofari, 2005), this tool in teachers’ hands could advance action research and protect teachers from it being used as a supervision/performance management tool.

7 Conclusion

Having trained and applied ASR in the form of Kaldi and Elpis to a dataset of carefully prepared Indonesian language teaching data, it is clear that the applicability of these technologies is limited with such a small set of training data. Yet, further investigation and development toward the goal of expedited transcription is warranted because of the virtuous cycle of ASR-assisted human-workflow.

The limitations and risks of these technologies must be considered if we hope to use them to gain real insight into the practice of language teachers. However, it is crucial that education is not excluded from technological advances. Empirical information about teacher practice for teachers, curriculum writers, educational researchers, and policy makers could be used to inform and advance the education sector the same way as these computational advancements are already routinely used in industry and other sectors.
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Appendices

A Code Versions

This study used custom scripts for data preparation, along with the Elpis and Kaldi software projects to train and apply ASR models.

Elpis is a wrapper for the Kaldi speech recognition toolkit. At the time of the study, Kaldi was at version 5.5.

The version of Elpis used was v0.3 of the kaldi_helpers code. The current version of Elpis can be accessed at github.com/CoEDL/elpis. DOI: 10.5281/zenodo.3833887

We have released the data preparation scripts under Apache License Version 2.0. These scripts handled the generation of pronunciation lexicons required by Kaldi, and the preparation of audio files for inferencing. The scripts can be downloaded by following the respective DOIs. Version 0.1 of kaldi-helpers-pron-lexicon was used to identify and make pronunciations for English and Indonesian words. DOI: 10.5281/zenodo.3835586. A script, released as kaldi-helpers-segment-infer v0.1, was written to segment long audio into shorter segments as required by Elpis v0.3. DOI: 10.5281/zenodo.3834016
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Abstract

With the widespread adoption of the Next Generation Science Standards (NGSS), science teachers and online learning environments face the challenge of evaluating students’ integration of different dimensions of science learning. Recent advances in representation learning in natural language processing have proven effective across many natural language processing tasks, but a rigorous evaluation of the relative merits of these methods for scoring complex constructed response formative assessments has not previously been carried out. We present a detailed empirical investigation of feature-based, recurrent neural network, and pre-trained transformer models on scoring content in real-world formative assessment data. We demonstrate that recent neural methods can rival or exceed the performance of feature-based methods. We also provide evidence that different classes of neural models take advantage of different learning cues, and pre-trained transformer models may be more robust to spurious, dataset-specific learning cues, better reflecting scoring rubrics.

1 Introduction

The Next Generation Science Standards (NGSS) call for the integration of three dimensions of science learning: disciplinary core ideas (DCIs), cross-cutting concepts (CCCs), and science and engineering practices (SEPs) (NGSS Lead States, 2013). Science teachers can promote knowledge integration of these dimensions using constructed response (CR) formative assessments to help their students build on productive ideas, fill in knowledge gaps, and reconcile conflicting ideas. However, the time burden associated with reading and scoring student responses to CR assessment items often leads to delays in evaluating student ideas. Such delays potentially make subsequent instructional interventions less impactful on student learning. Effective automated methods to score student responses to NGSS-aligned CR assessment items hold the potential to allow teachers to provide instruction that addresses students’ developing understandings in a more efficient and timely manner and can increase the amount of time teachers have to focus on classroom instruction and provide targeted student support.

In this study, we describe a set of CR formative assessment items that call for students to express and integrate ideas across multiple dimensions of the NGSS. We collected student responses to each item in multiple middle school science classrooms and trained models to automatically score the content of responses with respect to a set of rubrics. This study explores the effectiveness of three classes of models for content scoring of science explanations with complex rubrics: feature-based models, recurrent neural networks, and pre-trained transformer networks. Specifically, we investigate the following questions:

1. What is the relative effectiveness of automated content scoring models from different model classes on scoring science explanations for both (a) holistic knowledge integration and (b) NGSS dimensions?

2. Do highly accurate model classes capture similar or different aspects of scoring rubrics?

2 Methods

2.1 Background

We focus on constructed response (CR) items for formative assessments during science units for middle school students accessed via an online classroom system (Gerard and Linn, 2016; Linn et al., 2014). In past research, items that assessed NGSS performance expectations (PEs) were scored with a single knowledge integration (KI) rubric (Liu
et al., 2016). KI involves a process of building on and strengthening science understanding by incorporating new ideas and sorting out alternative perspectives using evidence. The KI rubric used to score student short essays rewards students for linking evidence to claims and for adding multiple evidence-claim links to their explanations (Linn and Eylon, 2011). In this study, we develop items that solicit student reasoning about two or more NGSS dimensions of DCIs, CCCs, and SEPs. We score each item for KI and NGSS “subscores” relating to the DCIs, CCCs, and practices.

3 Scoring item and rubric design

In this section we describe the design of the CR items that comprise the datasets for the content scoring models. The CR items formatively assess student understanding of multiple NGSS dimensions, namely, using SEPs while demonstrating integrated understanding of DCIs and CCCs.

We designed formative assessment items and associated rubrics for four units currently used in the online classroom system: Musical Instruments (MI), Photosynthesis and Cellular Respiration (PS), Solar Ovens (SO), and Thermodynamics Challenge (TC).

Musical Instruments and the Physics of Sound Waves (MI). The Musical Instruments unit engages students in testing and refining their ideas about the properties of sound waves (wavelength, frequency, amplitude, and pitch) and guides them in applying what they learn to design and build their own instrument, a water xylophone. The CR item we designed aligns with the NGSS PE MS-PS4-2 PE and assesses students’ understanding of the relationship of pitch and frequency (DCI) and the characteristics of a sound wave when transmitted through different materials (CCC). Students are prompted to distinguish how the pitch of the sound made by tapping a full glass of water compares to the pitch made by tapping an empty glass. In their answer, they are asked to explain why they think the pitch of the sound waves generated by striking the two glasses will be the same or different.

Photosynthesis and Cellular Respiration (PS). This unit engages students in exploring the processes of photosynthesis and cellular respiration by interacting with dynamic models at the molecular level. We designed a CR item that aligns with NGSS performance expectation MS-LS1-6 that asks students to express an integrated explanation of how photosynthesis supports the survival of both plants and animals. This item explicitly solicits students’ ideas related to the CCC of matter cycling (i.e. change) and energy flow (i.e. movement): “Write an energy story below to explain your ideas about how animals get and use energy from the sun to survive. Be sure to explain how energy and matter move AND how energy and matter change.” Successful responses demonstrate proficiency in the SEP of constructing a scientific argument and reflect the synthesis of the DCIs and CCCs.

Solar Ovens (SO). The Solar Ovens unit asks students to collect evidence to agree or disagree with a claim made by a fictional peer about the functioning of a solar oven. Students work with an interactive model where they explore how different variables such as the size and capacity of a solar oven affect the transformation of energy from the sun. We designed a CR item that addresses NGSS PE MS-PS3-3 and assesses students for both the CCC of energy transfer and transformation and the SEP of analyzing and interpreting data. After working with the interactive model, students respond to the CR item with the prompt: “Explain why David’s claim is correct or incorrect using the evidence you collected from the model. Be sure to discuss how the movement of energy causes one solar oven to heat up faster than the other.”

Thermodynamics Challenge (TC). The Thermodynamics Challenge unit asks students to determine the best material for insulating a cold beverage using an online experimentation model. We designed a CR item that aligns with the NGSS PE MS-PS3-3 and assesses student performance proficiency with the targeted DCIs in the PE, understanding of the SEP of planning and carrying out an investigation, and the integration of both of these to construct a coherent and valid explanation. The CR item prompts students to explain the rationale behind their experiment plans with the model, using both key conceptual ideas as well as their understanding of experimentation as a scientific practice: “Explain WHY the experiments you [plan to test] are the most important ones for giving you evidence to write your report. Be sure to use your knowledge of insulators, conductors, and heat energy transfer to discuss the tests you chose as well as the ones you didn’t choose.”

We designed three scoring rubrics for each item corresponding to two “subscores” representing the degree to which the written responses expressed...
PE-specific ideas, concepts, and practices and one KI score that represents how the responses integrated these elements.

**NGSS subscore rubrics.** To evaluate the written responses for the presence of the DCIs, CCCs, and SEPs, we designed subscore rubrics for two of the three dimensions (Table 1). Specifically, we synthesized the ideas, concepts, and practices described in the “evidence statement” documents of each targeted performance expectation to develop the evaluation criteria. We assigned each response a score on a scale of 1 to 3, corresponding to the absence, partial presence, or complete presence of the ideas, concepts, or practices.

**KI score rubrics.** The ideas targeted by the KI scoring rubrics aligned with subsets of the ideas described in the evidence statements. For example, the KI scoring rubrics for the Photosynthesis item evaluated written responses for the presence and linkage of five science ideas related to energy and matter transformation during photosynthesis. KI rubrics used a scale of 1 to 5.

### 3.1 Data collection

Participants were middle school students from 11 schools. Students engaged in the science units and contributed written responses to the CR items as part of pre- and post-tests. Across schools, 44% of students received free or reduced price lunch and 77% were non-white.

All items were scored by two researchers using the item-specific subscore and KI and rubrics described above. To ensure coding consistency, both researchers coded at least 10% of the items individually and resolved any disagreements through discussion. After the inter-rater reliability reached greater than 0.90, all of the remaining items were coded by one researcher (cf. the procedure in Liu et al. (2016))\(^1\).

Table 2 displays the dataset sizes and mean words per response for the KI scores and NGSS subscores, and Figure 1 depicts the respective score distributions. Among the holistic KI scores, the highest score of 5 had relatively fewer responses than other score levels. By examining the shape of the distributions of scores across the NGSS subscores, we can see that students’ expression of different aspects of NGSS performance expectations differed across items. For the Musical Instruments and Photosynthesis items, students expressed the disciplinary core ideas less than the cross-cutting concepts. For both the Solar Ovens and Thermodynamics Challenge items, students often did not explicitly articulate science concepts. The Thermodynamics Challenge item was particularly challenging, as many students did not express the targeted science or experimentation concepts.

### 3.2 Content scoring models

Content scoring models were built for each item and score type (knowledge integration and two NGSS dimensions). Models for each score type were trained independently on data for each item. In this way, the three models for an item formed different “perspectives” on the content of each response. Human-scored training data for the NGSS dimension models comprised either a subset of or overlapped with the training data for the KI models.

The models were trained to predict an ordinal score from each response’s text, without access to expert-authored model responses or data augmentation. This type of “instance-based” model (cf. Horbach and Zesch (2019)) is effective when model responses are not available and can score responses of any length without additional modeling.

---

\(^1\)Datasets are not publicly available because of the IRB-approved consent procedure for participants (minors) in this research.

---

<table>
<thead>
<tr>
<th>Item</th>
<th>PE</th>
<th>DCI</th>
<th>CCC</th>
<th>SEP</th>
</tr>
</thead>
<tbody>
<tr>
<td>Musical Instruments</td>
<td>MS-PS4-2</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Photosynthesis</td>
<td>MS-LS1-6</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Solar Ovens</td>
<td>MS-PS3-3</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Thermodynamics</td>
<td>MS-PS3-3</td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

Table 1: NGSS performance expectations (PE) and targeted components: disciplinary core idea (DCI), cross-cutting concept (CCC), and science and engineering practices (SEP) targeted by each item.

<table>
<thead>
<tr>
<th>Item</th>
<th>Type</th>
<th>Responses</th>
<th>Mean words per response</th>
</tr>
</thead>
<tbody>
<tr>
<td>MI</td>
<td>KI</td>
<td>1306</td>
<td>25.40</td>
</tr>
<tr>
<td>PS</td>
<td>KI</td>
<td>1411</td>
<td>54.57</td>
</tr>
<tr>
<td>SO</td>
<td>KI</td>
<td>1740</td>
<td>31.87</td>
</tr>
<tr>
<td>TC</td>
<td>KI</td>
<td>994</td>
<td>31.73</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Item</th>
<th>Type</th>
<th>Responses</th>
<th>Mean words per response</th>
</tr>
</thead>
<tbody>
<tr>
<td>MI</td>
<td>CCC</td>
<td>1306</td>
<td>25.40</td>
</tr>
<tr>
<td>PS</td>
<td>CCC</td>
<td>553</td>
<td>70.40</td>
</tr>
<tr>
<td>SO</td>
<td>SEP: eng</td>
<td>605</td>
<td>32.62</td>
</tr>
<tr>
<td>TC</td>
<td>SEP: exp</td>
<td>583</td>
<td>31.43</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Item</th>
<th>Type</th>
<th>Responses</th>
<th>Mean words per response</th>
</tr>
</thead>
<tbody>
<tr>
<td>MI</td>
<td>DCI</td>
<td>1306</td>
<td>25.40</td>
</tr>
<tr>
<td>PS</td>
<td>DCI</td>
<td>553</td>
<td>70.40</td>
</tr>
<tr>
<td>SO</td>
<td>CCC: sci</td>
<td>605</td>
<td>32.62</td>
</tr>
<tr>
<td>TC</td>
<td>DCI: sci</td>
<td>583</td>
<td>31.43</td>
</tr>
</tbody>
</table>

Table 2: Descriptive statistics for each item’s dataset.
complexity. As we focus on content scoring, the models do not consider grammatical or usage errors that do not relate to the content of each response.

The feature-based model is a nonlinear support vector regression (SVR) model. The model is trained on a feature set of binarized word \( n \)-grams with \( n \) in \{1, 2\}.

The RNN model uses a simple architecture with pre-trained word embeddings and pooling of hidden states. Pre-trained word embeddings are processed by a bidirectional GRU encoder. The hidden states of the GRU are aggregated by a max pooling mechanism (Shen et al., 2018). The output of the encoder is aggregated in a fully-connected feedforward layer with sigmoid activation that computes a scalar output for the predicted score. Despite its simplicity, this architecture has achieved state-of-the-art performance on benchmark content scoring datasets (Riordan et al., 2019).

For the pre-trained transformer model, we used a standard instance of the BERT model (Devlin et al., 2019). BERT is a bidirectional transformer model trained on the tasks of masked token prediction and next sentence prediction across very large corpora (BooksCorpus and English Wikipedia). During training, a special token `[CLS]` is added to the beginning of each input sequence. To make predictions, the learned representation for this token is processed by an additional layer with nonlinear activation, outputting a score prediction. The model was 'fine-tuned' by training the additional layer’s weights on each item’s dataset.

### 3.3 Data preparation, model training, and hyperparameter optimization

**SVR model.** The SVR models used an RBF kernel. Hyperparameters \( C \) and \( \gamma \) were tuned on the validation sets and were optimized by root mean squared error.

**RNN model.** Word tokens were embedded with GloVe 100 dimension vectors (Pennington et al., 2014) and fine-tuned during training. Word tokens that were not found in the embeddings vocabulary were mapped to a randomly initialized UNK embedding. On conversion to tensors, responses were padded to the same length in a batch; these padding tokens are masked out during model training. Prior to training, responses were scaled to \([0, 1]\) to form the input to the networks. The scaled scores were converted back to their original range for evaluation.

The GRUs were 1 layer with a hidden state of size 250. The RNN models were trained with a mean squared error loss. For this investigation, the RNN was optimized with RMSProp with \( \rho = 0.9 \), learning rate 0.001, batch size 32, and gradient clipping (10.0). We used an exponential moving average of the model’s weights for training (decay rate = 0.999) (Adhikari et al., 2019). In the tuning phase, models were trained for 50 epochs.

**Pretrained transformer model.** We used the bert-base-uncased pre-trained model (Wolf et al., 2019) and the Adam optimizer. On the Photosynthesis dataset, due to memory requirements, training required a batch size of 8; all other datasets were trained with a batch size 16. The learning rate was tuned individually for each dataset with a grid of \( \{2e-5, 3e-5, 5e-5\} \). Matching the RNN model, an exponential moving average over the model’s weights was employed during training. Hyperparameters were tuned for 20 epochs.

For all experiments, we trained models with 10-fold cross validation with train/validation/test splits, evaluating on pooled (concatenated) predictions across folds. We split the data into 80% train, 10% validation, and 10% test. For hyperparameter tuning, we trained on each train split and evaluated performance on the validation split, retaining...
the predictions from the best performance across epochs and the epoch on which that performance was observed. We pooled the predictions from all folds on the validation sets, evaluated performance, and selected the best-performing configuration of hyperparameters. For final model training, we trained models on combined train and validation splits, again with 10-fold cross-validation, to the median best epoch across folds from the hyperparameter tuning phase. Final performance was evaluated on the pooled predictions from the test splits. This training and evaluation procedure improves the stability of estimates of performance during both the tuning and final testing phases and makes use of more data for training and evaluating the final models, providing better estimates of model performance.

3.4 Evaluation metrics

To evaluate the agreement of human scores and machine scores, we report Pearson’s correlation, quadratic weighted kappa (QWK), and mean squared error (MSE). QWK is a measure of agreement that ranges between 0 and 1 and is motivated by accounting for chance agreement (Fleiss and Cohen, 1973). Correlation and MSE are computed over real-valued model predictions, while QWK is computed over rounded predictions.

Table 3: Human-machine agreement for Knowledge Integration (KI) score models. QWK = quadratic-weighted kappa, MSE = mean squared error. SVR = support vector regression, RNN = recurrent neural network, PT = pre-trained Transformer. Sig. = significance by bootstrap replicability analysis; see main text for details.

<table>
<thead>
<tr>
<th>Item</th>
<th>Model</th>
<th>Corr</th>
<th>QWK</th>
<th>MSE</th>
<th>Sig.</th>
</tr>
</thead>
<tbody>
<tr>
<td>MI</td>
<td>SVR</td>
<td>0.7804</td>
<td>0.7045</td>
<td>0.3298</td>
<td></td>
</tr>
<tr>
<td></td>
<td>RNN</td>
<td>0.7989</td>
<td>0.7642</td>
<td>0.3058</td>
<td></td>
</tr>
<tr>
<td></td>
<td>PT</td>
<td>0.8134</td>
<td>0.7733</td>
<td>0.2956</td>
<td></td>
</tr>
<tr>
<td>PS</td>
<td>SVR</td>
<td>0.8215</td>
<td>0.7550</td>
<td>0.2285</td>
<td></td>
</tr>
<tr>
<td></td>
<td>RNN</td>
<td>0.8459</td>
<td>0.8246</td>
<td>0.1997</td>
<td>S.R</td>
</tr>
<tr>
<td>SO</td>
<td>RNN</td>
<td>0.7612</td>
<td>0.7116</td>
<td>0.2619</td>
<td></td>
</tr>
<tr>
<td></td>
<td>PT</td>
<td>0.7691</td>
<td>0.7127</td>
<td>0.2608</td>
<td>S.R</td>
</tr>
<tr>
<td>TC</td>
<td>RNN</td>
<td>0.7106</td>
<td>0.6732</td>
<td>0.4465</td>
<td></td>
</tr>
<tr>
<td></td>
<td>PT</td>
<td>0.7286</td>
<td>0.6791</td>
<td>0.4266</td>
<td>S</td>
</tr>
</tbody>
</table>

Table 4: Human-machine agreement for NGSS subscore models. Sig. = significance by bootstrap replicability analysis; see main text.

<table>
<thead>
<tr>
<th>Item Sub-score</th>
<th>Model</th>
<th>Corr</th>
<th>QWK</th>
<th>MSE</th>
<th>Sig.</th>
</tr>
</thead>
<tbody>
<tr>
<td>MI CCC</td>
<td>SVR</td>
<td>.7008</td>
<td>.6314</td>
<td>.3185</td>
<td></td>
</tr>
<tr>
<td></td>
<td>RNN</td>
<td>.7685</td>
<td>.7322</td>
<td>.2561</td>
<td>S</td>
</tr>
<tr>
<td></td>
<td>PT</td>
<td>.7730</td>
<td>.7542</td>
<td>.2557</td>
<td>S</td>
</tr>
<tr>
<td>MI DCI</td>
<td>SVR</td>
<td>.7505</td>
<td>.7110</td>
<td>.1261</td>
<td></td>
</tr>
<tr>
<td></td>
<td>RNN</td>
<td>.7908</td>
<td>.7392</td>
<td>.1088</td>
<td></td>
</tr>
<tr>
<td></td>
<td>PT</td>
<td>.8020</td>
<td>.7970</td>
<td>.0953</td>
<td>S</td>
</tr>
<tr>
<td>PS CCC</td>
<td>SVR</td>
<td>.7379</td>
<td>.7187</td>
<td>.2772</td>
<td></td>
</tr>
<tr>
<td></td>
<td>RNN</td>
<td>.7188</td>
<td>.6607</td>
<td>.2997</td>
<td>S</td>
</tr>
<tr>
<td></td>
<td>PT</td>
<td>.8044</td>
<td>.7701</td>
<td>.1826</td>
<td></td>
</tr>
<tr>
<td>SO eng</td>
<td>SVR</td>
<td>.6937</td>
<td>.5915</td>
<td>.2684</td>
<td></td>
</tr>
<tr>
<td></td>
<td>RNN</td>
<td>.7484</td>
<td>.7112</td>
<td>.2503</td>
<td></td>
</tr>
<tr>
<td></td>
<td>PT</td>
<td>.7662</td>
<td>.7263</td>
<td>.2428</td>
<td>S</td>
</tr>
<tr>
<td>SO sci</td>
<td>SVR</td>
<td>.5789</td>
<td>.4770</td>
<td>.1744</td>
<td></td>
</tr>
<tr>
<td></td>
<td>RNN</td>
<td>.6872</td>
<td>.5408</td>
<td>.1623</td>
<td></td>
</tr>
<tr>
<td></td>
<td>PT</td>
<td>.6480</td>
<td>.6038</td>
<td>.1834</td>
<td></td>
</tr>
<tr>
<td>TC exp</td>
<td>SVR</td>
<td>.5323</td>
<td>.4705</td>
<td>.1926</td>
<td></td>
</tr>
<tr>
<td></td>
<td>RNN</td>
<td>.5916</td>
<td>.4675</td>
<td>.1724</td>
<td></td>
</tr>
<tr>
<td></td>
<td>PT</td>
<td>.6067</td>
<td>.5445</td>
<td>.1661</td>
<td></td>
</tr>
<tr>
<td>TC sci</td>
<td>SVR</td>
<td>.5038</td>
<td>.4000</td>
<td>.2262</td>
<td></td>
</tr>
<tr>
<td></td>
<td>RNN</td>
<td>.5090</td>
<td>.3897</td>
<td>.1835</td>
<td>S</td>
</tr>
<tr>
<td></td>
<td>PT</td>
<td>.5303</td>
<td>.4182</td>
<td>.1779</td>
<td>S</td>
</tr>
</tbody>
</table>

4 Results

4.1 Human-machine agreement

The models for the KI scores showed mostly good agreement with human scores (Table 3). QWK for the Musical Instruments, Photosynthesis, and Solar Ovens items was substantially higher than the standard 0.7 recommended for human-machine agreement in real-word automated scoring applications (Williamson et al., 2012).

For NGSS subscore models (Table 4), those with more balanced score distributions (cf. Figure 1) showed good human-machine agreement, while the models trained on the most skewed data distributions showed lower levels of human-machine agreement. Specifically, Solar Ovens-Science and the Thermodynamics Challenge subscore models were trained on data where about 80% of responses had the lowest score. Each of these models’ agreement with the human-scored data was relatively low and significantly below the 0.7 QWK threshold.

Across both KI score models and NGSS subscore models, the pre-trained transformer models showed higher human-machine agreement than both the SVR and RNN models in almost all cases. On the KI score datasets, the performance improve-
ment from the PT models was relatively modest, except for the Photosynthesis dataset, where a larger improvement was observed. On the NGSS sub-score datasets, the improvement from the PT models was often larger. This may be the result of stronger representations from the pretrained models compensating from the smaller training dataset sizes. At the same time, RNN models also performed well on data-impoverished datasets such as Photosynthesis-CCC and Solar Ovens-science.

The cross-validation training and evaluation procedure employed here poses a challenge to statistically estimating the strengths of the differences between methods since the folds are not independent. Here we employ replicability analysis for multiple comparisons (Reichart et al., 2018; Dror et al., 2017). We use bootstrap-based significance testing on each fold for the final model on each dataset and then perform _K-Bonferroni_ replicability analysis. We define significance as rejecting the null hypothesis of no difference for at least half of the folds. The results of these hypothesis tests are shown in Tables 3 and 4. For example, _S_ indicates the model in that row (PT) performed significantly better than the _S_ VR model (similarly for the RNN models). Although this hypothesis testing framework is conservative, the results support the conclusion that the pre-trained transformer models’ performance was strong.

## 5 Error analysis

In this section, we explore the differences in the two neural models (RNN and PT) in more detail by looking at patterns of errors. We focus on instance-level saliency maps – gradient-based methods that identify the importance of tokens to the model by examining the gradient of the loss. For each dataset, we sample 100 responses and generate saliency maps for each. We use the _simple gradient_ method (Simonyan et al., 2014) via AllenNLP (Wallace et al., 2019). The item developers manually analyzed the generated saliency maps for each response and model.

We analyzed two sets of cases:

1. One neural model accurately predicted the human score while the other did not. How do the error patterns in these cases illustrate how the models each learned differently from the training data?

2. Both models incorrectly predicted the human score, and moreover predicted the same incorrect score. Do the models make the wrong prediction for the same or different reasons?

In the following, due to space constraints, we focus on error analysis for the scoring model for the Musical Instruments knowledge integration dataset.

_**One correct, one incorrect**.* Cases where one model accurately predicted the human score while the other did not illuminated several differences in the two neural models.

The RNN model tended to ignore or de-emphasize some keywords, while overemphasizing high frequency and function words. For example, Figure 2a shows a simple example where the RNN fails to emphasize the keyword _pitch_. The BERT model accurately registers this word as salient, and predicts the correct score. Similarly, in Figure 2b, the RNN misses the keyphrase _full glass_ while the BERT model catches it. In Figure 2c, the RNN spuriously treats the function words _when_ and _you_ as salient and over-predicts the score.

For its part, the BERT model may de-emphasize many high frequency words but at the same time may regard discourse markers as salient. An example is in Figure 3a, where the BERT model emphasizes _because since_, and this may in part help the model reach the correct prediction.

If the BERT model is able to better learn important keywords (while ignoring more function words), it may sometimes “overlearn” the importance of those tokens, leading to over-prediction of scores. There are several examples where the model uses the word piece `##brate` to overpredict a score (Figure 3b).

_Both incorrect with the same prediction._ In many cases, the models made the same incorrect predictions for different reasons. An example is Figure 3c, where the RNN emphasizes _deeper_ and _dense_ while the BERT model focuses on _because_ and _cup_. Overall, the same differences in the models identified above held for these cases of making the same incorrect prediction.

In general, although there was some variability across models, both models correctly identified the keywords necessary for scoring responses correctly, leading to good human-machine agreement. The RNN model may be more sensitive to tokens that are good indicators of the score in the training data (either high or low) but not in language in general, such as high frequency and function words, while
The tap of a full glass is more low pitched and an empty glass is more high pitched because there is no bell.

When you tap on a full glass, the pitch stays the same as if you were tapping on an empty glass because you are still tapping on a glass that is going to make a high pitched sound no matter if it is full or not.

The one that is full will vibrate less so it will be higher than the one that is empty.

The cup with water has a deeper sound because its changing through the dense water but the cup with no water stays the same because the sound wave does n’t have to go through anything or change anything.

Figure 2: Error analysis: RNN model trends. In each example, the RNN model’s saliency map appears on top.

Figure 3: Error analysis: Pre-trained transformer model trends. In each example, the pre-trained transformer model’s saliency map appears on the bottom.
BERT’s pre-training regime may equip it to reduce any reliance on such tokens.

Notably, however, while the models usually made good use of keyword evidence to arrive at correct scores, when the models made inaccurate predictions, it was often because the response had the right vocabulary but the wrong science. For example, in the Musical Instruments item, a response might contain pitch, lower, density, and vibrations, but the response might attribute the lower pitch to the empty glass. At least two issues were observed in cases of model mis-prediction: (1) students used anaphoric it to refer to key concepts (e.g., full glass or empty glass), but the models do not incorporate anaphora resolution capabilities; (2) models fail to associate the right keywords with the right concepts, in the way that human raters did.

6 Related work

The task of automated content scoring has recently gained more attention (Kumar et al., 2017; Riordan et al., 2017; Burrows et al., 2015; Shermis, 2015). Our work is similar to Mizumoto et al. (2019), who developed a multi-task neural model for assigning an overall holistic score as well as content-based analytic subscores. We leave a multi-task formulation of our application setting for future work.

Sung et al. (2019) demonstrated state-of-the-art performance for similarity-based content scoring on the SemEval benchmark dataset (Dzikovska et al., 2016). In this work, we use pre-trained transformer models for instance-based content scoring (cf. Horbach and Zesch (2019)). That is, we use whole responses as training data and fine-tune pre-trained representations for response tokens on the content score prediction task.

Recently, methods have been introduced to incorporate “saliency” directly into the model training process (Ghaeini et al., 2019). The current work focuses on interpreting the predictions of models trained without additional annotations (for an overview of interpretability in NLP, see Belinkov and Glass (2019)). Exploring the contribution of augmented datasets and training algorithms is future work. To our knowledge, our work is the first to explore the relevance of the saliency in the predictions of neural methods for the content scoring task.

7 Conclusion

We described a set of constructed response items for middle-school science curricula that simultaneously assess students on expression of NGSS Disciplinary Core Ideas (DCIs), Cross-Cutting Concepts (CCCs), and Science and Engineering Practices (SEPs), and the integrative linkages between each, as part of engaging in scientific explanations and argumentation. We demonstrated that human and automated scoring of such CRs for the NGSS dimensions (via independent subscores) and the integration of knowledge (via Knowledge Integration scores) is feasible. We demonstrated that automated scoring can be developed with promising accuracy.

Comparing feature-based, RNN, and pre-trained transformer models on these datasets, we observed that the pre-trained transformer models obtained higher rates of human-machine agreement on most holistic KI score and NGSS subscore datasets. While the RNN models were often competitive with the pre-trained transformer models, an analysis of the different kinds of errors made by each model type indicated that the pre-trained transformer models may be more robust to strong dataset-specific, but spurious, cues to score prediction.

Results showed that, in the formative setting targeted by the online science learning environment used in this study, students often scored at the lowest levels of all three rubrics, which increased skewness in the datasets and likely contributed to reduced model accuracy. Future research will explore more robust methods for learning scoring models from less data in formative settings, especially from highly skewed score distributions, while continuing to provide accurate scoring.

Our findings demonstrate the ability to both develop and automatically score NGSS-aligned CR assessment items. With further refinement, we can provide teachers with both the instructional and technological assistance they need to effectively and efficiently support their students to demonstrate the multidimensional science learning called for by the NGSS.
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Abstract

We present a computational exploration of argument critique writing by young students. Middle school students were asked to criticize an argument presented in the prompt, focusing on identifying and explaining the reasoning flaws. This task resembles an established college-level argument critique task. Lexical and discourse features that utilize detailed domain knowledge to identify critiques exist for the college task but do not perform well on the young students data. Instead, transformer-based architecture (e.g., BERT) fine-tuned on a large corpus of critique essays from the college task performs much better (over 20% improvement in F1 score). Analysis of the performance of various configurations of the system suggests that while children’s writing does not exhibit the standard discourse structure of an argumentative essay, it does share basic local sequential structures with the more mature writers.

1 Introduction

Argument and logic are essential in academic writing as they enhance the critical thinking capacities of students. Argumentation requires systematic reasoning and the skill of using relevant examples to craft a support for one’s point of view (Walton, 1996). In recent times, the surge in AI-informed scoring systems has made it possible to assess writing skills using automated systems. Recent research suggests the possibility of argumentation-aware automated essay scoring systems (Stab and Gurevych, 2017b).

Most of the current work on computational analysis of argumentative writing in educational context focuses on automatically identifying the argument structures (e.g., argument components and their relations) in the essays (Stab and Gurevych, 2017a; Persing and Ng, 2016; Nguyen and Litman, 2016) and by predicting essay scores from features derived from the structures (e.g., the number of claims and premises and the number of supported claims) (Ghosh et al., 2016). Related research has also addressed the problem of scoring a particular dimension of essay quality, such as relevance to the prompt (Persing and Ng, 2014), opinions and their targets (Farra et al., 2015), argument strength (Persing and Ng, 2015), among others.

While argument mining literature has addressed the educational context, it has so far mainly focused on analyzing college-level writing. For instance, Nguyen and Litman (2018) investigated argument structures in TOEFL11 corpus (Blanchard et al., 2013); Beigman Klebanov et al. (2017) and Persing and Ng (2015) analyzed writing of university students; Stab and Gurevych (2017b) used data from “essayforum.com”, where college entrance examination is the largest forum. Computational analysis of arguments in young students’ writing has not yet been done, to the best of our knowledge. Writing quality in essays by young writers has been addressed (Deane, 2014; Attali and Powers, 2008; Attali and Burstein, 2006), but identification of arguments was not part of these studies.

In this paper, we present a novel learning-and-assessment context where middle school students were asked to criticize an argument presented in the prompt, focusing on identifying and explaining the reasoning flaws. Using a relatively small pilot data collected for this task, our aim here is to automatically identify good argument critiques in the young students’ writing, with the twin goals of (a) exploring the characteristics of young students’ writing for this task, and (b) in view of potential scoring and feedback applications. We start with describing and exemplifying the data, as well as the argument critique annotation we performed on it (section 2). Experiments and results are pre-
Dear Editor,

Advertising aimed at children under 12 should be allowed for several reasons.

First, one family in my neighbourhood sits down and watches TV together almost every evening. The whole family learns a lot, which shows that advertising for children is always a good thing because it brings families together.

Second, research shows that children can’t remember commercials well anyway, so they can’t be doing kids any harm.

Finally, the arguments against advertising aren’t very effective. Some countries banned ads because kids thought the ads were funny. But that’s not a good reason. Think about it: the advertising industry spends billions of dollars a year on ads for children. They wouldn’t spend all the money if the ads weren’t doing some good. Let’s not hurt children by stopping a good thing.

If anyone doesn’t like children’s ads, the advertisers should just try to make them more interesting. The ads are allowed to be shown on TV, so they shouldn’t be banned.

Table 1: The prompt of the argument critique task.

sentenced in section 3, followed by a discussion in section 4.

2 Dataset and Annotation

The data used in this study was collected as part of a pilot of a scenario-based assessment of argumentation skills with about 900 middle school students (Song et al., 2017).1 Students engaged in a sequence of steps in which they researched and reflected on whether advertising to children under the age of twelve should be banned. The test consists of four tasks; we use the responses to Task 3 in which students are asked to review a letter to the editor and evaluate problems in the letter’s reasoning or use of evidence (see Table 1).

Students were expected to produce a written critique of the arguments, demonstrating their ability to identify and explain problems in the reasoning or use of evidence. For example, the first excerpt below shows a well-articulated critique of the hasty generalization problem in the prompt:

(1) Just because it brings one family together to learn does not mean that it will bring all families together to learn.

(2) The first one about the family in your neighborhood is more like an opinion, not actual information from the article.

(3) Their claims are badly written [sic] and have no good arguments. They need to support their claims with SOLID evidence and only claim arguments that can be undecisive [sic].

However, many students had difficulty explaining the reasoning flaws clearly. In the second excerpt, the student thought that an argument from the family in the neighborhood is not strong, but did not demonstrate an understanding of a weak generalization in his explanation. Other common problems included students summarizing the prompt without criticizing, or providing a generic critique that does not adhere to the particulars of the prompt (excerpt (3)).

The goal of the argument critique annotation (described next) was to identify where in a response good critiques are made, such as the one in the first excerpt.

Annotation of Critiques: We identified 11 valid critiques of the arguments in the letter. These critiques included: (1) overgeneralizing from a single example; (2) example irrelevant to the argument; (3) example misrepresenting what actually happened; (4) misrepresenting the goal of making advertisements; (5) misunderstanding the problem; (6) neglecting potential side effects of allowing advertising aimed at children; (7) making a wrong argument from sign; (8) argument contradicting authoritative evidence; (9) argument contradicting one’s own experience; (10) making a circular argument; (11) making contradictory claims. All sentences containing any material belonging to a valid critique were marked and henceforth denoted as Arg; the rest are denoted as NoArg. Three annotators were employed to annotate the sentences to mark them as Arg/NoArg. We computed $\kappa$ between each pair of annotators based on the annotation of 50 essays. Inter-annotator agreement for this sentence-level Arg/NoArg classification for each pair of annotators was 0.714, 0.714, and 0.811, respectively resulting in an average $\kappa$ of 0.746.

Descriptive statistics: We split the data into training (585 response critiques) and test (252 response critiques). The training partition has 2,220 sentences (515 Arg; 1,705 NoArg; average number of words per sentence is 11 (std = 8.03)); test contains 973 sentences.

---

1The data was collected under the ETS CBAL (Cognitively Based Assessment of, for, and as Learning) Initiative.
3 Experiments and Results

3.1 Baseline

In this writing task, young students were asked to analyze the given prompt, focusing on identifying and explaining its reasoning flaws. This task is similar to a well-established task for college students previously discussed in the literature (Beigman Klebanov et al., 2017). Compared to the college task, the prompt for children appears to have more obvious reasoning errors. The tasks also differ in the types of responses they elicit. While the college task elicits a full essay-length response, the current critique task elicits a shorter, less formal response.

As our baseline, we evaluate the features that were reported as being effective for identifying argument critiques in the context of the college task. Beigman Klebanov et al. (2017) described a logistic regression classifier with two types of features:

- features capturing discourse **structure**, since it was found that argument critiques tended to occupy certain consistent discourse roles that are common in argumentative essays (such as the **SUPPORT**, rather than **THESIS** or **BACKGROUND** roles), as well as have a tendency to participate in roles that receive a lot of elaboration, such as a **SUPPORT** sentence following or preceding another **SUPPORT** sentence, or a **CONCLUSION** sentence followed by another sentence in the same role.

- features capturing **content**, based on hybrid word and POS ngrams (see Beigman Klebanov et al. (2017) for more detail).

Table 2 shows the results, with each of the two subsets of features separately and together. Clearly, the classifier performs quite poorly for detecting **Arg** sentences in children’s data. Secondly, it seems that whatever performance is achieved is due to the content features, while the structural features fail to detect **Arg**. Thus, the well-organized nature of the mature writing, where essays have identifiable discourse elements such as **THESIS**, **MAIN CLAIM**, **SUPPORT**, **CONCLUSION** (Burstein et al., 2003), does not seem to carry over to young students’ less formal writing.

3.2 Our system

As the training dataset is relatively small, we leverage pre-trained language models that are shown to be effective in various NLP applications. Particularly, we focus on BERT (Devlin et al., 2018), a bi-directional transformer (Vaswani et al., 2017) based architecture that has produced excellent performance on argumentation tasks such as argument component and relation identification (Chakrabarty et al., 2019) and argument clustering (Reimers et al., 2019). The BERT model is initially trained over a 3.3 billion word English corpus on two tasks: (1) given a sentence containing multiple masked words predict the identity of a particular masked word, and (2) given two sentences, predict whether they are adjacent. The BERT model exploits a multi-head attention operation to compute context-sensitive representations for each token in a sentence. During its training, a special token “[CLS]” is added to the beginning of each training utterance. During evaluation, the learned representation for this “[CLS]” token is processed by an additional layer with nonlinear activation. A standard pre-trained BERT model can be used for transfer learning when the model is “fine-tuned” during training, i.e., on the classification data of **Arg** and **NoArg** sentences (i.e., training partition) or by first fine-tuning the BERT language-model itself on a large unsupervised corpus from a partially relevant domain, such as a corpus of writings from advanced students and then again fine-tuned on the classification data. In both the cases, BERT makes predictions via the “[CLS]” token.

**Fine-tuning on classification data**: We first fine-tune a pre-trained BERT model (the “bert-base-uncased” version) with the training data. During training the class weights are proportional to the numbers of **Arg** and **NoArg** instances. Unless stated otherwise we kept the following parameters throughout in the experiments: we utilize a batch size of 16 instances, learning_rate of 3e-5, warmup_proportion 0.1, and the Adam optimizer.

Table 2: Performance of baseline features. “Structure” corresponds to the dr_pn feature set, “Content” corresponds to the I-3gr ppos feature set, both from Beigman Klebanov et al. (2017).
Hyperparameters were tuned for only five epochs. This experiment is denoted as BERT$_{bl}$ in Table 3. We observe that the F1 score for Arg is 56%, resulting in a 12% absolute improvement in F1 score over the structure+content features (Table 2). This confirms that BERT is able to perform well even after fine-tuning with a relatively small training corpus with default parameters.

In the next step, we re-utilize the same pre-trained BERT model while transforming the training instances to paired sentence instances, where the first sentence is the candidate Arg or NoArg sentence and the second sentence of the pair is the immediate next sentence in the essay. For instance, for the first example in section 2, “Just because … to learn”, now the instance also contains the subsequent sentence:

<Just because … to learn.>,<Second, children can’t remember commercials anyway, so they can’t be doing any harm,” says the letter.>

A special token “FINAL_SENTENCE” is used when the candidate Arg or NoArg sentence is the last sentence in the essay. This modification of the data representation might help the BERT model for two reasons. First, pairing of the candidate sentence and the next one will encourage the model to more directly utilize the next sentence prediction task. Secondly, since multi-sentence same-discourse-role elaboration was found to be common in Beigman Klebanov et al. (2017) data, BERT may exploit such sequential structures if they at all exist in our data. This is model BERT$_{pair}$ in Table 3. With the paired-sentences transformation of the instances the F1 improves to 61.2%, a boost of 5% over BERT$_{bl}$.

**Fine-tuning with a large essay corpus:** It has been shown in related research (Chakrabarty et al., 2019) that transfer learning by fine-tuning on a domain-specific corpus using a supervised learning objective can boost performance. We used a large proprietary corpus of college-level argument critique essays similar to those analyzed by Beigman Klebanov et al. (2017). This corpus consists of 351,363 unannotated essays, where an average essay contains 16 sentences, resulting in a corpus of 5.64 million sentences. We fine-tune the pre-trained BERT language model on this large corpus for five epochs and then again fine-tune it with the training partition (BERT$_{bl+lm}$). Likewise, BERT$_{pair+lm}$ represents the model after pre-trained BERT language model is fine-tuned with the large corpus and then again fine-tuned with the paired instances of training. We observe that fine-tuning the language model improves F1 to 62.3% whereas BERT$_{pair+lm}$ results in the highest F1 of 65.8%, around 5% higher than BERT$_{pair}$ and over 20% higher than the feature-based model.

### 4 Discussion

The difference in F1 between BERT$_{bl}$, BERT$_{bl+lm}$, and BERT$_{pair+lm}$ is almost exclusively in recall – they have comparable precision at about 0.6, with recall of 0.52, 0.64, and 0.74, respectively. Partitioning out 10% of the training data for a development set, we found that BERT$_{bl+lm}$ detected 13 more Arg sentences than BERT$_{bl}$ in the development data. These fell into two sequential patterns: (a) the sentence is followed by another that further develops the critique (7 cases) – see excerpts (4) and (5) below; (b) the sentence is the final sentence in the response (6 cases); excerpt (6).

(4) They weren’t made to be appealing to adults. They only need kids to want the product, and beg their parents for it.

(5) Finally, is spending billions of dollars on something that has no point a good thing? There are many arguments that all this money is just going to waste, and it could be used on more important things.

(6) I say this because in an article I found out that children do remember advertisements that they have seen before.

Our interpretation of this finding is that BERT$_{bl+lm}$ captured organizational elements in
children’s writing that are similar to adult patterns. Beigman Klebanov et al. (2017) found that adult writers often reiterate a previously stated critique in an extended CONCLUSION and spread critiques across consecutive SUPPORT sentences. Thus, even though alignment of critiques with “standard” discourse elements such as CONCLUSION and SUPPORT is not recognizable in children’s writing (as witnessed by the failure of the structural features to detect critiques), some basic local sequential patterns do exist, and they are sufficiently similar to the ones in adult writing that a system with its language model tuned on adult critique writing can capitalize on this knowledge.

Interestingly, BERT$_{pairs}$ learned similar sequential patterns – indeed 7 of the 13 sentences gained by BERT$_{bl+lm}$ over BERT$_{bl}$ are also recalled by BERT$_{pairs}$. This further reinforces the conclusion that young writers exhibit certain local sequential patterns of discourse organization that they share with mature argument critique writers.

5 Conclusion and Future Work

We present a computational exploration of argument critiques written by middle school children. A feature set designed for college-level critique writing has poor recall of critiques when trained on children’s data; a pre-trained BERT model fine-tuned on children’s data does better by 18%. When BERT’s language model is additionally fine-tuned on a large corpus of college critique essays, recall improves by further 20%, suggesting the existence of some similarity between young and mature writers. Performance analysis suggests that BERT capitalized on certain sequential patterns in critique writing; a larger study examining patterns of argumentation in children’s data is needed to confirm the hypothesis. In future, we plan to fine-tune our models on auxiliary dataset, such as the convincing argument dataset from Habernal and Gurevych (2016).
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Abstract

Most natural language processing research now recommends large Transformer-based models with fine-tuning for supervised classification tasks; older strategies like bag-of-words features and linear models have fallen out of favor. Here we investigate whether, in automated essay scoring (AES) research, deep neural models are an appropriate technological choice. We find that fine-tuning BERT produces similar performance to classical models at significant additional cost. We argue that while state-of-the-art strategies do match existing best results, they come with opportunity costs in computational resources. We conclude with a review of promising areas for research on student essays where the unique characteristics of Transformers may provide benefits over classical methods to justify the costs.

1 Introduction

Automated essay scoring (AES) mimics the judgment of educators evaluating the quality of student writing. Originally used for summative purposes in standardized testing and the GRE (Chen et al., 2016), these systems are now frequently found in classrooms (Wilson and Roscoe, 2019), typically enabled by training data scored on reliable rubrics to give consistent and clear goals for writers (Reddy and Andrade, 2010).

More broadly, the natural language processing (NLP) research community in recent years has been dominated by deep neural network research, in particular, the Transformer architecture popularized by BERT (Devlin et al., 2019). These models use large volumes of existing text data to pre-train multilayer neural networks with context-sensitive meaning of, and relations between, words. The models, which often consist of over 100 million parameters, are then fine-tuned to a specific new labeled dataset and used for classification, generation, or structured prediction.

Research in AES, though, has tended to prioritize simpler models, usually multivariate regression using a small set of justifiable variables chosen by psychometricians (Attali and Burstein, 2004). This produces models that retain direct mappings between variables and recognizable characteristics of writing, like coherence or lexical sophistication (Yannakoudakis and Briscoe, 2012; Vajjala, 2018). In psychometrics more generally, this focus on features as valid “constructs” leans on a rigorous and well-defined set of principles (Attali, 2013). This approach is at odds with Transformer-based research, and so our core question for this work is: for AES specifically, is a move to deep neural models worth the cost?

The chief technical contribution of this work is to measure results for BERT when fine-tuned for AES. In section 3 we describe an experimental setup with multiple levels of technical difficulty from bag-of-words models to fine-tuned Transformers, and in section 5 we show that the approaches perform similarly. In AES, human inter-rater reliability creates a ceiling for scoring model accuracy. While Transformers match state-of-the-art accuracy, they do so with significant tradeoffs; we show that this includes a slowdown in training time of up to 100x. Our data shows that these Transformer models improve on N-gram baselines by no more than 5%. Given this result, in section 6 we describe areas of contemporary research on Transformers that show both promising early results and a potential alignment to educational pedagogy beyond reliable scoring.

2 Background

In AES, student essays are scored either on a single holistic scale, or analytically following a rubric that breaks out subscores based on “traits.” These scores are almost always integer-valued, and almost universally have fewer than 10 possible score points, though some research has used scales with
as many as 60 points (Shermis, 2014). In most contexts, students respond to “prompts,” a specific writing activity with predefined content. Work in natural language processing and speech evaluation has used advanced features like discourse coherence (Wang et al., 2013) and argument extraction (Nguyen and Litman, 2018); for proficient writers in professional settings, automated scaffolds like grammatical error detection and correction also exist (Ng et al., 2014).

Natural language processing has historically used n-gram bag-of-words features to predict labels for documents. These were the standard representation of text data for decades and are still in widespread use (Jurafsky and Martin, 2014). In the last decade, the field moved to word embeddings, where words are represented not as a single feature but as dense vectors learned from large unsupervised corpora. While early approaches to dense representations using latent semantic analysis have been a major part of the literature on AES (Foltz et al., 2000; Miller, 2003), these were corpus-specific representations. In contrast, recent work is general-purpose, resulting in off-the-shelf representations like GloVe (Pennington et al., 2014). This allows similar words to have approximately similar representations, effectively managing lexical sparsity.

But the greatest recent innovation has been contextual word embeddings, based on deep neural networks and in particular, Transformers. Rather than encoding a word’s semantics as a static vector, these models adjust the representation of words based on their context in new documents. With multiple layers and sophisticated attention mechanisms (Bahdanau et al., 2015), these newer models have outperformed the state-of-the-art on numerous tasks, and are currently the most accurate models on a very wide range of tasks (Vaswani et al., 2017; Dai et al., 2019). The most popular architecture, BERT, produces a 768-dimensional final embedding based on a network with over 100 million total parameters in 12 layers; pre-trained models are available for open source use (Devlin et al., 2019).

For document classification, BERT is “fine-tuned” by adding a final layer at the end of the Transformer architecture, with one output neuron per class label. When learning from a new set of labeled training data, BERT evaluates the training set multiple times (each pass is called an epoch). A loss function, propagating backward to the network, allows the model to learn relationships between the class labels in the new data and the contextual meaning of the words in the text. A learning rate determines the amount of change to a model’s parameters. Extensive results have shown that careful control of the learning rate in a curriculum can produce an effective fine-tuning process (Smith, 2018). While remarkably effective, our community is only just beginning to identify exactly what is learned in this process; research in “BERT-ology” is ongoing (Kovaleva et al., 2019; Jawahar et al., 2019; Tenney et al., 2019).

These neural models are just starting to be used in machine learning for AES, especially as an intermediate representation for automated essay feedback (Fiacco et al., 2019; Nadeem et al., 2019). End-to-end neural AES models are in their infancy and have only seen exploratory studies like Rodriguez et al. (2019); to our knowledge, no commercial vendor yet uses Transformers as the representation for high-stakes automated scoring.

3 NLP for Automated Essay Scoring

To date, there are no best practices on fine-tuning Transformers for AES; in this section we present options. We begin with a classical baseline of traditional bag-of-words approaches and non-contextual word embeddings, used with Naïve Bayes and logistic regression classifiers, respectively. We then describe three curriculum learning options for fine-tuning BERT using AES data based on broader best practices. We end with two approaches based on BERT but without fine-tuning, with reduced hardware requirements.

3.1 Bag-of-Words Representations

The simplest features for document classification tasks, “bag-of-words,” extracts surface N-grams of length 1-2 with “one-hot” binary values indicating presence or absence in a document. In prior AES results, this representation is surprisingly effective, and can be improved with simple extensions: N-grams based on part-of-speech tags (of length 2-3) to capture syntax independent of content, and character-level N-grams of length 3-4, to provide robustness to misspellings (Woods et al., 2017; Riordan et al., 2019). This high-dimensional representation typically has a cutoff threshold where rare tokens are excluded: in our implementation, we exclude N-grams without at
least 5 occurrences in training data. Even after this reduction, this is a sparse feature space with thousands of dimensions. For learning with bag-of-words, we use a Naïve Bayes classifier with Laplace smoothing from Scikit-learn (Pedregosa et al., 2011), with part-of-speech tagging from SpaCy (Honnibal and Montani, 2017).

### 3.2 Word Embeddings

A more modern representation of text uses word-level embeddings. This produces a vector, typically of up to 300 dimensions, representing each word in a document. In our implementation, we represent each document as the term-frequency-weighted mean of word-level embedding vectors from GloVe (Pennington et al., 2014). Unlike one-hot bag-of-words features, embeddings have dense real-valued features and Naïve Bayes models are inappropriate; we instead train a logistic regression classifier with the LibLinear solver (Fan et al., 2008) and L2 regularization from Scikit-learn.

### 3.3 Fine-Tuning BERT

Moving to neural models, we fine-tune an uncased BERT model using the Fast.ai library. This library’s visibility to first-time users of deep learning and accessible online learning materials\(^1\) mean their default choices are the most accessible route for practitioners.

Fast.ai recommends use of cyclical learning rate curricula for fine-tuning. In this policy, an upper and lower bound on learning rates are established. \(l_{\text{r max}}\) is a hyperparameter defining the maximum learning rate in one epoch of learning. In cyclical learning, the learning rate for fine-tuning begins at the lower bound, rises to the upper bound, then descends back to the lower bound. A high learning rate midway through training acts as regularization, allowing the model to avoid overfitting and avoiding local optima. Lower learning rates at the beginning and end of cycles allow for optimization within a local optimum, giving the model an opportunity to discover fine-grained new information again. In our work, we set \(l_{\text{r max}} = 0.00001\). A lower bound is then derived from the upper bound, \(l_{\text{r min}} = 0.04 \times l_{\text{r max}}\); this again is default behavior in the Fast.ai library.

We assess three different curricula for cyclical learning rates, visualized in Figure 1. In the default approach, a maximum learning rate is set and cycles are repeated until reaching a threshold; for a halting criterion, we measure validation set accuracy. Because of noise in deep learning training, halting at any decrease can lead to premature stops; it is preferable to allow some occasional, small drop in performance. In our implementation we halt when accuracy on a validation set, measured in quadratic weighted kappa, decreases by over 0.01. In the second, “two-rate” approach (Smith, 2018), we follow this algorithm, but when we would halt, we instead backtrack by one epoch to a saved version of the network and restart training with a learning rate of \(1 \times 10^{-6}\) (one order of magnitude smaller). Finally, in the “1-cycle” policy, training is condensed into a single rise-and-fall pattern, spread over \(N\) epochs. Defining the exact training time \(N\) is a hyperparameter tuned on validation data. Finally, while BERT is optimized for sentence encoding, it is able to process documents up to 512 words long. In our data, we truncate a small number of essays longer than this maximum, mostly in ASAP dataset #2.

### 3.4 Feature Extraction from BERT

Fine-tuning is computationally expensive and can only run on GPU-enabled devices. Many prac-

---

\(^1\)https://course.fast.ai/
tioners in low-resource settings may not have access to appropriate cloud computing environments for these techniques. Previous work has described a compromise approach for using Transformer models without fine-tuning. In Peters et al. (2019), the authors describe a new pipeline. Document texts are processed with an untuned BERT model; the final activations from network on the [CLS] token are then used directly as contextual word embeddings. This 768-dimensional feature vector represents the full document, and is used as inputs for a linear classifier. In the education context, a similar approach was described in Nadeem et al. (2019) as a baseline for evaluation of language-learner essays. This process allows us to use the world knowledge embedded in BERT without requiring fine-tuning of the model itself, and without need for GPUs at training or prediction time. For our work, we train a logistic regression classifier as described in Section 3.2.

3.5 DistilBERT
Recent work has highlighted the extreme carbon costs of full Transformer fine-tuning (Strubell et al., 2019) and the desire for Transformer-based prediction on-device without access to cloud compute. In response to these concerns, Sanh et al. (2019) introduce DistilBERT, which they argue is equivalent to BERT in most practical aspects while reducing parameter size by 40% to 66 million, and decreasing model inference time by 60%. This is accomplished using a distillation method (Hinton et al., 2015) in which a new, smaller “student” network is trained to reproduce the behavior of a pretrained “teacher” network. Once the smaller model is pretrained, interacting with it for the purposes of fine-tuning is identical to interacting with BERT directly. DistilBERT is intended for use cases where compute resources are a constraint, sacrificing a small amount of accuracy for a drastic shrinking of network size. Because of this intended use case, we only present results for DistilBERT with the “1-cycle” learning rate policy, which is drastically faster to fine-tune.

4 Experiments
To test the overall impact of fine-tuning in the AES domain, we use five datasets from the ASAP competition, jointly hosted by the Hewlett Foundation and Kaggle.com (Shermis, 2014). This set of essay prompts was the subject of intense public attention and scrutiny in 2012 and its public release has shaped the discourse on AES ever since. For our experiments, we use the original, deanonymized data from Shermis and Hamner (2012); an anonymized version of these datasets is available online2. In all cases, human inter-rater reliability (IRR) is an approximate upper bound on performance, but reliability above human IRR is possible, as all models are trained on resolved scores that represent two scores plus a resolution process for disagreements between annotators.

We focus our analysis on the five datasets that most closely resemble standard AES rubrics, discarding three datasets - prompts #1, 7, and 8 - with a scale of 10 or more possible points. Results on these datasets are not representative of overall performance and can skew reported results due to rubric idiosyncrasies, making comparison to other published work impossible (see for example (Alikaniotis et al., 2016), which groups 60-point and 4-point rubrics into a single dataset and therefore produced correlations that cannot be aligned to results from any other published work). Prompts 2-6 are scored on smaller rubric scales with 4-6 points, and are thus generalizable to more AES contexts. Note that nevertheless, each dataset has its own idiosyncrasies; for instance, essays in dataset #5 were written by younger students in 7th and 8th grade, while dataset #4 contains writing from high school seniors; datasets #3 and 4 were responses to specific texts while others were open-ended; and scores in dataset #2 was actually scored on two separate traits, the second of which is often discarded in followup work (as it is here). Our work here does not specifically isolate effects of these differences that would lead to discrepancies in performance or in modeling behavior.

4.1 Metrics and Baselines
For measuring reliability of automated assessments, we use a variant of Cohen’s κ, with quadratic weights for “near-miss” predictions on an ordinal scale (QWK). This metric is standard in the AES community (Williamson et al., 2012). High-stakes testing organizations differ on exact cutoffs for acceptable performance, but threshold values between 0.6 and 0.8 QWK are typically used as a floor for testing purposes; human reliability below this threshold is generally not fit for summative student assessment.

2https://www.kaggle.com/c/asap-aes
In addition to measuring reliability, we also measure training and prediction time, in seconds. As this work seeks to evaluate the practical trade-offs of the move to deep neural methods, this is an important secondary metric. For all experiments, training was performed on Google Colab Pro cloud servers with 32 GB of RAM and an NVidia Tesla P100 GPGPU.

We compare the results of BERT against several previously published benchmarks and results.

- **Human IRR** as initially reported in the Hewlett Foundation study (Shermis, 2014).
- **Industry best performance**, as reported by eight commercial vendors and one open-source research team in the initial release of the ASAP study. (Shermis, 2014).
- **An early deep learning approach** using a combination CNN+LSTM architecture that outperformed most reported results at that time (Taghipour and Ng, 2016).
- **Two recent results using traditional non-neural models**: Woods et al. (2017), which uses $n$-gram features in an ordinal logistic regression, and Cozma et al. (2018), which uses a mix of string kernels and word2vec embeddings in a support vector regression.
- **Rodriguez et al. (2019)**, the one previously-published work that attempts AES with a variety of pretrained neural models, including BERT and the similar XLNet (Yang et al., 2019), with numerous alternate configurations and training methods. We report their result with a baseline BERT fine-tuning process, as well as their best-tuned model after extensive optimization.

### 4.2 Experimental Setup
Following past publications, we train a separate model on each dataset, and evaluate all dataset-specific models using 5-fold cross-validation. Each of the five datasets contains approximately 1,800 essays, resulting in folds of 360 essays each. Additionally, for measuring loss when fine-tuning BERT, we hold out an additional 20% of each training fold as a validation set, meaning that each fold has approximately 1,150 essays used for training and 300 essays used for validation. We report mean QWK across the five folds. For measurement of training and prediction time, we report the sum of training time across all five folds and all datasets. For slow-running feature extraction, like $N$-gram part-of-speech features and word embedding-based features, we tag each sentence in the dataset only once and cache the results, rather than re-tagging each sentence on each fold. Finally, for models where distinguishing extraction from training time is meaningful, we present those times separately.

### 5 Results

#### 5.1 Accuracy Evaluation
Our primary results are presented in Table 1. We find, broadly, that all approaches to machine learning replicate human-level IRR as measured by QWK. Nearly eight years after the publication of the original study, no published results have exceeded vendor performance on three of the five prompt datasets; in all cases, a naive $N$-gram approach underperforms the state-of-the-art in industry and academia by 0.03-0.06 QWK.

Of particular note is the low performance of GloVe embeddings relative to either neural or $N$-gram representations. This is surprising: while word embeddings are less popular now than deep neural methods, they still perform well on a wide range of tasks (Baroni et al., 2014). Few publications have noted this negative result for GloVe in the AES domain; only Dong et al. (2017) uses GloVe as the primary representation of ASAP texts in an LSTM model, reporting lower QWK results than any baseline we presented here. One simple explanation for this may be that individual keywords matter a great deal for model performance. It is well established that vocabulary-based approaches are effective in AES tasks (Higgins et al., 2014) and the lack of access to specific word-based features may hinder semantic vector representation. Indeed, only one competitive recent paper on AES uses non-contextual word vectors: Cozma et al. (2018). In this implementation, they do use word2vec, but rather than use word embeddings directly they first cluster words into a set of 500 “embedding clusters.” Words that appear in texts are then counted in the feature vector as the centroid of that cluster - in effect, creating a 500-dimensional bag-of-words model.

Our results would suggest that fine-tuning with BERT also reaches approximately the same level
Table 1: Performance on each of ASAP datasets 2-6, in QWK. The final row shows the gap in QWK between the best neural model and the N-gram baseline.

<table>
<thead>
<tr>
<th>Model</th>
<th>2</th>
<th>3</th>
<th>4</th>
<th>5</th>
<th>6</th>
</tr>
</thead>
<tbody>
<tr>
<td>Human IRR</td>
<td>.80</td>
<td>.77</td>
<td>.85</td>
<td>.74</td>
<td>.74</td>
</tr>
<tr>
<td>Hewlett</td>
<td>.74</td>
<td>.75</td>
<td>.82</td>
<td>.83</td>
<td>.78</td>
</tr>
<tr>
<td>Taghipour</td>
<td>.69</td>
<td>.69</td>
<td>.81</td>
<td>.81</td>
<td>.82</td>
</tr>
<tr>
<td>Woods</td>
<td>.71</td>
<td>.71</td>
<td>.81</td>
<td>.82</td>
<td>.83</td>
</tr>
<tr>
<td>Cozma</td>
<td>.73</td>
<td>.68</td>
<td>.83</td>
<td>.83</td>
<td>.83</td>
</tr>
<tr>
<td>Rodriguez (BERT)</td>
<td>.68</td>
<td>.72</td>
<td>.80</td>
<td>.81</td>
<td>.81</td>
</tr>
<tr>
<td>Rodriguez (best)</td>
<td>.70</td>
<td>.72</td>
<td>.82</td>
<td>.82</td>
<td>.82</td>
</tr>
<tr>
<td>N-Grams</td>
<td>.71</td>
<td>.71</td>
<td>.78</td>
<td>.80</td>
<td>.79</td>
</tr>
<tr>
<td>Embeddings</td>
<td>.42</td>
<td>.41</td>
<td>.60</td>
<td>.49</td>
<td>.36</td>
</tr>
<tr>
<td>BERT-CLR</td>
<td>.66</td>
<td>.70</td>
<td>.80</td>
<td>.80</td>
<td>.79</td>
</tr>
<tr>
<td>BERT-1CYC</td>
<td>.64</td>
<td>.71</td>
<td>.82</td>
<td>.81</td>
<td>.79</td>
</tr>
<tr>
<td>BERT Features</td>
<td>.61</td>
<td>.59</td>
<td>.75</td>
<td>.75</td>
<td>.74</td>
</tr>
<tr>
<td>DistilBERT</td>
<td>.65</td>
<td>.70</td>
<td>.82</td>
<td>.81</td>
<td>.79</td>
</tr>
<tr>
<td>N-Gram Gap</td>
<td>-.05</td>
<td>.00</td>
<td>.04</td>
<td>.01</td>
<td>.00</td>
</tr>
</tbody>
</table>

Table 2: Cumulative experiment runtime, in seconds, of feature extraction (F), model training (T), and predicting on test sets (P), for ASAP datasets 2-6 with 5-fold cross-validation. Models with 1-cycle fine-tuning are measured at 5 epochs.

<table>
<thead>
<tr>
<th>Model</th>
<th>F</th>
<th>T</th>
<th>P</th>
<th>Total</th>
</tr>
</thead>
<tbody>
<tr>
<td>Embeddings</td>
<td>93</td>
<td>6</td>
<td>1</td>
<td>100</td>
</tr>
<tr>
<td>N-Grams</td>
<td>82</td>
<td>27</td>
<td>2</td>
<td>111</td>
</tr>
<tr>
<td>BERT Features</td>
<td>213</td>
<td>10</td>
<td>1</td>
<td>224</td>
</tr>
<tr>
<td>DistilBERT</td>
<td>1,972</td>
<td>108</td>
<td>1</td>
<td>2,080</td>
</tr>
<tr>
<td>BERT-1CYC</td>
<td>2,956</td>
<td>192</td>
<td>2</td>
<td>3,148</td>
</tr>
<tr>
<td>BERT-CLR</td>
<td>11,309</td>
<td>210</td>
<td>2</td>
<td>11,519</td>
</tr>
</tbody>
</table>

of performance as other methods, slightly underperforming previous published results. This is likely an underestimate, due to the complexity of hyperparameter optimization and curriculum learning for Transformers. Rodriguez et al. (2019) demonstrate that it is, in fact, possible to improve the performance of neural models to more closely approach (but not exceed) the state-of-the-art using neural models. Sophisticated approaches like gradual unfreezing, discriminative fine-tuning, or greater parameterization through newer deep learning models in their work consistently produces improvements of 0.01-0.02 QWK compared to the default BERT implementation. But this result emphasizes our concern: we do not claim our results are the best that could be achieved with BERT fine-tuning. We are, in fact, confident that they can be improved through optimization. What the results demonstrate instead is that the ceiling of results for AES tasks lessens the value of that intensive optimization effort.

5.2 Runtime Evaluation

Our secondary evaluation of models is based on training time and resource usage; those results are reported in Table 2. Here, we see that deep learning approaches on GPU-enabled cloud compute produce an approximately 30-100 fold increase in end-to-end training time compared to a naive approach. In fact, this understates the gap, as approximately 75% of feature extraction and model training time in the naive approach is due to part-of-speech tagging rather than learning. Using BERT features as inputs to a linear classifier is an interesting compromise option, producing slightly lower performance on these datasets but with only a 2x slowdown at training time, all in feature extraction, and potentially retaining some of the semantic knowledge of the full BERT model. Further investigation should test whether additional features for intermediate layers, as explored in Peters et al. (2019), is merited for AES.

We can look at this gap in training runtime more closely in Figure 2. Essays in the prompt 2 dataset are longer persuasive essays and are on average 378 words long, while datasets 3-6 correspond to shorter, source-based content knowledge prompts and are on average 98-152 words long. The need for truncation in dataset #2 for BERT, but not for other approaches, may explain the underperformance of the model in that dataset. Additionally, differences across datasets highlight two key differences for fine-tuning a BERT model:

- Training time increases linearly with number of epochs and with average document length. As seen in Figure 2, this leads to a longer training for the longer essays of dataset 2, nearly as long as the other datasets combined.
- Performance converges on human inter-rater reliability more quickly for short content-based prompts, and performance begins to decrease due to overfitting in as few as 4 epochs. By comparison, in the longer, persuasive arguments of dataset 2, very small performance gains on held-out data continued even at the end of our experiments.

Figure 2 also presents results for DistilBERT. Our work verifies prior published claims of speed
improvements both in fine-tuning and at prediction time, relative to the baseline BERT model: training time was reduced by 33% and prediction time was reduced by 44%. This still represents at least a 20x increase in runtime relative to N-gram baselines both for training and prediction.

6 Discussion
For scoring essays with reliably scored, prompt-specific training sets, both classical and neural approaches produce similar reliability, at approximately identical levels to human inter-rater reliability. There is a substantial increase in technical overhead required to implement Transformers and fine-tune them to reach this performance, with minimal gain compared to baselines. The policy lesson for NLP researchers is that using deep learning for scoring alone is unlikely to be justifiable, given the slowdowns at both training and inference time, and the additional hardware requirements. For scoring, at least, Transformer architectures are a hammer in search of a nail.

But it’s hardly the case that automated writing evaluation is limited to scoring. In this section we cover major open topics for technical researchers in AES to explore, focusing on areas where neural models have proven strengths above baselines in other domains. We prioritize three major areas: domain transfer, style, and fairness. In each we cite specific past work that indicates a plausible path forward for research.

6.1 Domain Transfer
A major challenge in AES is the inability of prompt-specific models to generalize to new essay topics (Attali et al., 2010; Lee, 2016). Collection of new prompt-specific training sets, with reliable scores, continues to be one of the major stumbling blocks to expansion of AES systems in curricula (Woods et al., 2017). Relatively few researchers have made progress on generic essay scoring: Phandi et al. (2015) introduces a Bayesian regression approach that extracts N-gram features then capitalizes on correlated features across prompts. Jin et al. (2018) shows promising prompt-independent results using an LSTM architecture with surface and part-of-speech N-gram inputs, underperforming prompt-specific models by relatively small margins across all ASAP datasets. But in implementations, much of the work of practitioners is based on workarounds for prompt-specific models; Wilson et al. (2019), for instance, describes psychometric techniques for measuring generic writing ability across a small sample of known prompts.

While Transformers are sensitive to the data they were pretrained on, they are well-suited to transfer tasks in mostly unseen domains, as evidenced by part-of-speech tagging for historical texts (Han and Eisenstein, 2019), sentiment classification on out-of-domain reviews (Myagmar et al., 2019), and question answering in new contexts (Houlsby et al., 2019). This last result is promising for content-based short essay prompts, in particular. Our field’s open challenge in scoring is to train AES models that can meaningfully evaluate short response texts for correctness based on world knowledge and domain transfer, rather than memorizing the vocabulary of correct, in-domain answers. Promising early results show that relevant world knowledge is already embedded in BERT’s pretrained model (Petroni et al., 2019). This means that BERT opens up a potentially tractable path to success that was simply not possible with N-gram models.

6.2 Style and Voice
Skepticism toward AES in the classroom comes from rhetoric and composition scholars, who ex-
press concerns about its role in writing pedagogy (NCTE, 2013; Warner, 2018). Indeed, the relatively “solved” nature of summative scoring that we highlight here is of particular concern to these experts, noting the high correlation between scores and features like word count (Perelman, 2014).

Modern classroom use of AES beyond high-stakes scoring, like Project Essay Grade (Wilson and Roscoe, 2019) or Turnitin Revision Assistant (Mayfield and Butler, 2018), makes claims of supporting student agency and growth; here, adapting to writer individuality is a major current gap. Dixon-Román et al. (2019) raises a host of questions about these topics specifically in the context of AES, asking how algorithmic intervention can produce strong writers rather than merely good essays: “revision, as adjudicated by the platform, is [...] a re-direction toward the predetermined shape of the ideal written form [...] a puzzle-doer recursively consulting the image on the puzzle-box, not that of author returning to their words to make them more lucid, descriptive, or forceful.”

This critique is valid: research on machine translation, for instance, has shown that writer style is not preserved across languages (Rabinovich et al., 2017). There is uncharted territory for AES to adapt to individual writer styles and give feedback based on individual writing rather than prompt-specific exemplars. Natural language understanding researchers now argue that “…style is formed by a complex combination of different stylistic factors” (Kang and Hovy, 2019); Style-specific natural language generation has shown promise in other domains (Hu et al., 2017; Prabhumoye et al., 2018) and has been extended not just to individual preferences but also to overlapping identities based on attitudes like sentiment and personal attributes like gender (Subramanian et al.). Early work suggests that style-specific models do see major improvements when shifting to high-dimensionality Transformer architectures (Keskar et al., 2019). This topic bridges an important gap: for research, assessment has shown that “authorial voice” has measurable outcomes on writing impact (Matsuda and Tardy, 2007), while individual expression is central to decades of pedagogy (Elbow, 1987). Moving the field toward individual expression and away from prompt-specific datasets may be a path to lending legitimacy to AES, and Transformers may be the technical leap necessary to make these tasks work.

6.3 Fairness

Years ago, researchers suggested that demographic bias is worth checking in AES systems (Williamson et al., 2012). But years later, the field has primarily reported fairness experiments on simulated data, and shared toolkits for measuring bias, rather than results on real-world AES implementations or high-stakes data (Madnani et al., 2017; Loukina et al., 2019).

Prompted by social scientists (Noble, 2018), NLP researchers have seen a renaissance of fairness research based on the flaws in default implementations of Transformers (Bolukbasi et al., 2016; Zhao et al., 2017, 2018). These works typically seek to reduce the amplification of bias in pretrained models, starting with easy-to-measure proof that demographic bias can be “removed” from word embedding spaces. But iterating on inputs to algorithmic classifiers – precisely the intended use case of formative feedback for writers! – can reduce the efficacy of “de-biasing” (Liu et al., 2018; Dwork and Ilvento, 2019). More recent research has shown that bias may simply be masked by these approaches, rather than resolved (Gonen and Goldberg, 2019).

What these questions offer, though, is a well-spring of new and innovative technical research. Developers of learning analytics software, including AES, are currently encouraged to focus on scalable experimental evidence of efficacy for learning outcomes (Saxberg, 2017), rather than focus on specific racial or gender bias, or other equity outcomes that are more difficult to achieve through engineering. But Transformer architectures are nuanced enough to capture immense world knowledge, producing a rapid increase in explainability in NLP (Rogers et al., 2020).

Meanwhile, in the field of learning analytics, a burgeoning new field of fairness studies are learning how to investigate these issues in algorithmic educational systems (Mayfield et al., 2019; Holstein and Doroudi, 2019). Outside of technology applications but in writing assessment more broadly, fairness is also a rich topic with a history of literature to learn from (Poe and Elliot, 2019). Researchers at the intersection of both these fields have an enormous open opportunity to better understand AES in the context fairness, using the latest tools not just to build reliable scoring but to advance social change.
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Abstract

In this paper, we present a simple and efficient GEC sequence tagger using a Transformer encoder. Our system is pre-trained on synthetic data and then fine-tuned in two stages: first on errorful corpora, and second on a combination of errorful and error-free parallel corpora. We design custom token-level transformations to map input tokens to target corrections. Our best single-model/ensemble GEC tagger achieves an $F_{0.5}$ of 65.3/66.5 on CoNLL-2014 (test) and $F_{0.5}$ of 72.4/73.6 on BEA-2019 (test). Its inference speed is up to 10 times as fast as a Transformer-based seq2seq GEC system. The code and trained models are publicly available\textsuperscript{1}.

1 Introduction

Neural Machine Translation (NMT)-based approaches (Sennrich et al., 2016a) have become the preferred method for the task of Grammatical Error Correction (GEC)\textsuperscript{2}. In this formulation, errorful sentences correspond to the source language, and error-free sentences correspond to the target language. Recently, Transformer-based (Vaswani et al., 2017) sequence-to-sequence (seq2seq) models have achieved state-of-the-art performance on standard GEC benchmarks (Bryant et al., 2019). Now the focus of research has shifted more towards generating synthetic data for pretraining the Transformer-NMT-based GEC systems (Grundkiewicz et al., 2019; Kiyono et al., 2019). NMT-based GEC systems suffer from several issues which make them inconvenient for real world deployment: (i) slow inference speed, (ii) demand for large amounts of training data and (iii) interpretability and explainability; they require additional functionality to explain corrections, e.g., grammatical error type classification (Bryant et al., 2017).

In this paper, we deal with the aforementioned issues by simplifying the task from sequence generation to sequence tagging. Our GEC sequence tagging system consists of three training stages: pretraining on synthetic data, fine-tuning on an errorful parallel corpus, and finally, fine-tuning on a combination of errorful and error-free parallel corpora.

Related work. LaserTagger (Malmi et al., 2019) combines a BERT encoder with an autoregressive Transformer decoder to predict three main edit operations: keeping a token, deleting a token, and adding a phrase before a token. In contrast, in our system, the decoder is a softmax layer. PIE (Awasthi et al., 2019) is an iterative sequence tagging GEC system that predicts token-level edit operations. While their approach is the most similar to ours, our work differs from theirs as described in our contributions below:

1. We develop custom g-transformations: token-level edits to perform (g)rammatical error corrections. Predicting g-transformations instead of regular tokens improves the generalization of our GEC sequence tagging system.
2. We decompose the fine-tuning stage into two stages: fine-tuning on errorful-only sentences and further fine-tuning on a small, high-quality dataset containing both errorful and error-free sentences.
3. We achieve superior performance by incorporating a pre-trained Transformer encoder in our GEC sequence tagging system. In our experiments, encoders from XLNet and RoBERTa outperform three other cutting-edge Transformer encoders (ALBERT, BERT, and GPT-2).

\textsuperscript{1}Authors contributed equally to this work, names are given in an alphabetical order.
\textsuperscript{2}https://github.com/grammarly/gector
\textsuperscript{2}http://nlpprogress.com/english/grammatical_error_correction.html (Accessed 1 April 2020).
Table 1: Training datasets. Training stage I is pretraining on synthetic data. Training stages II and III are for fine-tuning.

<table>
<thead>
<tr>
<th>Dataset</th>
<th># sentences</th>
<th>% errorful</th>
<th>Training stage</th>
</tr>
</thead>
<tbody>
<tr>
<td>PIE-synthetic</td>
<td>9,000,000</td>
<td>100.0%</td>
<td>I</td>
</tr>
<tr>
<td>Lang-8</td>
<td>947,344</td>
<td>52.5%</td>
<td>II</td>
</tr>
<tr>
<td>NUCLE</td>
<td>56,958</td>
<td>38.0%</td>
<td>II</td>
</tr>
<tr>
<td>FCE</td>
<td>34,490</td>
<td>62.4%</td>
<td>II</td>
</tr>
<tr>
<td>W&amp;I+LOCNESS</td>
<td>34,304</td>
<td>67.3%</td>
<td>II, III</td>
</tr>
</tbody>
</table>

2 Datasets

Table 1 describes the finer details of datasets used for different training stages.

**Synthetic data.** For pretraining stage I, we use 9M parallel sentences with synthetically generated grammatical errors (Awasthi et al., 2019).3

**Training data.** We use the following datasets for fine-tuning stages II and III: National University of Singapore Corpus of Learner English (NUCLE)4 (Dahlmeier et al., 2013), Lang-8 Corpus of Learner English (Lang-8)5 (Tajiri et al., 2012), FCE dataset6 (Yannakoudakis et al., 2011), the publicly available part of the Cambridge Learner Corpus (Nicholls, 2003) and Write & Improve + LOCNESS Corpus (Bryant et al., 2019).7

**Evaluation data.** We report results on CoNLL-2014 test set (Ng et al., 2014) evaluated by official M2 scorer (Dahlmeier and Ng, 2012), and on BEA-2019 dev and test sets evaluated by ERRANT (Bryant et al., 2017).

3 Token-level transformations

We developed custom token-level transformations \( T(x_i) \) to recover the target text by applying them to the source tokens \( (x_1, \ldots, x_N) \). Transformations increase the coverage of grammatical error corrections for limited output vocabulary size for the most common grammatical errors, such as Spelling, Noun Number, Subject-Verb Agreement and Verb Form (Yuan, 2017, p. 28).

The edit space which corresponds to our default tag vocabulary size = 5000 consists of 4971 basic transformations (token-independent KEEP, DELETE and 1167 token-dependent APPEND, 3802 REPLACE) and 29 token-independent \( g \)-transformations.

**Basic transformations** perform the most common token-level edit operations, such as: keep the current token unchanged (tag \( \$KEEP \)), delete current token (tag \( \$DELETE \)), append new token \( t_1 \) next to the current token \( x_i \) (tag \( \$APPEND_{i_1} \)) or replace the current token \( x_i \) with another token \( t_2 \) (tag \( \$REPLACE_{i_2} \)).

**g-transformations** perform task-specific operations such as: change the case of the current token (\( \text{CASE} \) tags), merge the current token and the next token into a single one (\( \text{MERGE} \) tags) and split the current token into two new tokens (\( \text{SPLIT} \) tags). Moreover, tags from \( \text{NOUN NUMBER} \) and \( \text{VERB FORM} \) transformations encode grammatical properties for tokens. For instance, these transformations include conversion of singular nouns to plurals and vice versa or even change the form of regular/irregular verbs to express a different number or tense.

To obtain the transformation suffix for the \( \text{VERB FORM} \) tag, we use the verb conjugation dictionary8. For convenience, it was converted into the following format: \( \text{token}_0 \text{token}_1 : \text{tag}_0 \text{tag}_1 \) (e.g., \( go \rightarrow \text{VB} \rightarrow V B V B Z \)). This means that there is a transition from \text{word}_0 \text{word}_1 to the respective tags. The transition is unidirectional, so if there exists a reverse transition, it is presented separately.

The experimental comparison of covering capabilities for our token-level transformations is in Table 2. All transformation types with examples are listed in Appendix, Table 9.

**Preprocessing.** To approach the task as a sequence tagging problem we need to convert each target text from training/evaluation sets into a sequence of tags where each tag is mapped to a single source token. Below is a brief description of our 3-step preprocessing algorithm for color-coded sentence pair from Table 3:

Step 1). Map each token from source sentence to subsequence of tokens from target sentence. \( \text{[A} \rightarrow \text{A]} \). \( \text{[ten} \rightarrow \text{ten, -]} \). \( \text{[years} \rightarrow \text{year, -]} \). \( \text{[old} \rightarrow \text{old]} \). \( \text{[go} \rightarrow \text{goes, to]} \). \( \text{[school} \rightarrow \text{school, .]} \).

---

3https://github.com/awasthiabhijeet/PIE/tree/master/errorify
4https://www.comp.nus.edu.sg/~nlp/corpora.html
5https://sites.google.com/site/naistlang8corpora
6https://ilexir.co.uk/datasets/index.html
7https://www.cl.cam.ac.uk/research/nl/bea2019st/data/wi+locness_v2.1.bea19.tar.gz
8https://github.com/gutfeeling/word_forms/blob/master/word_forms/en-verbs.txt
For this purpose, we first detect the minimal spans of tokens which define differences between source tokens \((x_1 \ldots x_N)\) and target tokens \((y_1 \ldots y_M)\). Thus, such a span is a pair of selected source tokens and corresponding target tokens. We can’t use these span-based alignments, because we need to get tags on the token level. So then, for each source token \(x_i, 1 \leq i \leq N\) we search for best-fitting subsequence \(T_i = (y_{j_1} \ldots y_{j_2})\), \(1 \leq j_1 \leq j_2 \leq M\) of target tokens by minimizing the modified Levenshtein distance (which takes into account that successful \(g\)-transformation is equal to zero distance).

Step 2). For each mapping in the list, find token-level transformations which convert source token to the target sequence: \([A \mapsto A]: \$\text{KEEP, } [\text{ten } \mapsto \text{ten, -}]: \$\text{KEEP, } [\text{year, -}]: \$\text{KEEP, } [\text{years } \mapsto \text{year, -}]: \$\text{KEEP, } \$\text{MERGE,HYPHEN, years }\mapsto \$\text{KEEP, } \$\text{MERGE,HYPHEN}],[\text{old } \mapsto \text{old}]: \$\text{KEEP, } [\text{go } \mapsto \text{goes, to}]: \$\verb|FORM|_VB|_VBZ, \$\verb|APPEND|_to, [\text{school } \mapsto \text{school, .}]: \$\text{KEEP, } \$\verb|APPEND|\{\}.\)

Step 3). Leave only one transformation for each source token: \(A \leftrightarrow \$\text{KEEP, } \text{ten } \leftrightarrow \$\text{MERGE,HYPHEN, years }\leftrightarrow \$\text{KEEP, } \text{old } \leftrightarrow \$\text{KEEP, } \text{go } \leftrightarrow \$\verb|FORM|_VB|_VBZ, \$\verb|APPEND|\{\}.

The iterative sequence tagging approach adds a constraint because we can use only a single tag for each token. In case of multiple transformations we take the first transformation that is not a \$\text{KEEP} tag. For more details, please, see the preprocessing script in our repository."

Table 2: Share of covered grammatical errors in CoNLL-2014 for basic transformations only (KEEP, DELETE, APPEND, REPLACE) and for all transformations w.r.t tag vocabulary’s size. In our work, we set the default tag vocabulary size = 5000 as a heuristic compromise between coverage and model size.

<table>
<thead>
<tr>
<th>Tag vocab. size</th>
<th>Transformations</th>
<th></th>
<th></th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Basic transf.</td>
<td>All transf.</td>
<td></td>
<td></td>
</tr>
<tr>
<td>100</td>
<td>60.4%</td>
<td>79.7%</td>
<td></td>
<td></td>
</tr>
<tr>
<td>1000</td>
<td>76.4%</td>
<td>92.9%</td>
<td></td>
<td></td>
</tr>
<tr>
<td>5000</td>
<td>89.5%</td>
<td>98.1%</td>
<td></td>
<td></td>
</tr>
<tr>
<td>10000</td>
<td>93.5%</td>
<td>100.0%</td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

Table 3: Example of iterative correction process where GEC tagging system is sequentially applied at each iteration. Cumulative number of corrections is given for each iteration. Corrections are in bold.

<table>
<thead>
<tr>
<th>Iteration #</th>
<th>Sentence’s evolution</th>
<th># corr.</th>
</tr>
</thead>
<tbody>
<tr>
<td>Orig. sent</td>
<td>A ten years old boy go school</td>
<td>-</td>
</tr>
<tr>
<td>Iteration 1</td>
<td>A ten-years old boy goes school</td>
<td>2</td>
</tr>
<tr>
<td>Iteration 2</td>
<td>A ten-year-old boy goes to school</td>
<td>5</td>
</tr>
<tr>
<td>Iteration 3</td>
<td>A ten-year-old boy goes to school,</td>
<td>6</td>
</tr>
</tbody>
</table>

5 Iterative sequence tagging approach

To correct the text, for each input token \(x_i, 1 \leq i \leq N\), we predict the tag-encoded token-level transformation \(T(x_i)\) described in Section 3. These predicted tag-encoded transformations are then applied to the sentence to get the modified sentence.

Since some corrections in a sentence may depend on others, applying GEC sequence tagger only once may not be enough to fully correct the sentence. Therefore, we use the iterative correction approach from (Awasthi et al., 2019): we use the GEC sequence tagger to tag the new modified sentence, and apply the corresponding transformations on the new tags, which changes the sentence further (see an example in Table 3). Usually, the number of corrections decreases with each successive iteration, and most of the corrections are done during the first two iterations (Table 4). Limiting the number of iterations speeds up the overall pipeline while trading off qualitative performance.

4 Tagging model architecture

Our GEC sequence tagging model is an encoder made up of pretrained BERT-like transformers stacked with two linear layers with softmax layers on the top. We always use cased pretrained transformers in their Base configurations. Tokenization depends on the particular transformer’s design: BPE (Sennrich et al., 2016b) is used in RoBERTa, WordPiece (Schuster and Nakajima, 2012) in BERT and SentencePiece (Kudo and Richardson, 2018) in XLNet. To process the information at the token-level, we take the first subword per token from the encoder’s representation, which is then forwarded to subsequent linear layers, which are responsible for error detection and error tagging, respectively.

Table 2: Share of covered grammatical errors in CoNLL-2014 for basic transformations only (KEEP, DELETE, APPEND, REPLACE) and for all transformations w.r.t tag vocabulary’s size. In our work, we set the default tag vocabulary size = 5000 as a heuristic compromise between coverage and model size.

<table>
<thead>
<tr>
<th>Tag vocab. size</th>
<th>Transformations</th>
<th></th>
<th></th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Basic transf.</td>
<td>All transf.</td>
<td></td>
<td></td>
</tr>
<tr>
<td>100</td>
<td>60.4%</td>
<td>79.7%</td>
<td></td>
<td></td>
</tr>
<tr>
<td>1000</td>
<td>76.4%</td>
<td>92.9%</td>
<td></td>
<td></td>
</tr>
<tr>
<td>5000</td>
<td>89.5%</td>
<td>98.1%</td>
<td></td>
<td></td>
</tr>
<tr>
<td>10000</td>
<td>93.5%</td>
<td>100.0%</td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

Table 3: Example of iterative correction process where GEC tagging system is sequentially applied at each iteration. Cumulative number of corrections is given for each iteration. Corrections are in bold.

<table>
<thead>
<tr>
<th>Iteration #</th>
<th>Sentence’s evolution</th>
<th># corr.</th>
</tr>
</thead>
<tbody>
<tr>
<td>Orig. sent</td>
<td>A ten years old boy go school</td>
<td>-</td>
</tr>
<tr>
<td>Iteration 1</td>
<td>A ten-years old boy goes school</td>
<td>2</td>
</tr>
<tr>
<td>Iteration 2</td>
<td>A ten-year-old boy goes to school</td>
<td>5</td>
</tr>
<tr>
<td>Iteration 3</td>
<td>A ten-year-old boy goes to school,</td>
<td>6</td>
</tr>
</tbody>
</table>

5 Iterative sequence tagging approach

To correct the text, for each input token \(x_i, 1 \leq i \leq N\), we predict the tag-encoded token-level transformation \(T(x_i)\) described in Section 3. These predicted tag-encoded transformations are then applied to the sentence to get the modified sentence.

Since some corrections in a sentence may depend on others, applying GEC sequence tagger only once may not be enough to fully correct the sentence. Therefore, we use the iterative correction approach from (Awasthi et al., 2019): we use the GEC sequence tagger to tag the new modified sentence, and apply the corresponding transformations on the new tags, which changes the sentence further (see an example in Table 3). Usually, the number of corrections decreases with each successive iteration, and most of the corrections are done during the first two iterations (Table 4). Limiting the number of iterations speeds up the overall pipeline while trading off qualitative performance.

4 Tagging model architecture

Our GEC sequence tagging model is an encoder made up of pretrained BERT-like transformer

---

https://github.com/grammarly/gector
## 6 Experiments

### Training stages. We have 3 training stages (details of data usage are in Table 1):

- **I** Pre-training on synthetic errorful sentences as in (Awasthi et al., 2019).
- **II** Fine-tuning on errorful-only sentences.
- **III** Fine-tuning on subset of errorful and error-free sentences as in (Kiyono et al., 2019).

We found that having two fine-tuning stages with and without error-free sentences is crucial for performance (Table 5).

All our models were trained by Adam optimizer (Kingma and Ba, 2015) with default hyperparameters. Early stopping was used; stopping criteria was 3 epochs of 10K updates each without improvement. We set batch size=256 for pre-training stage I (20 epochs) and batch size=128 for fine-tuning stages II and III (2-3 epochs each). We also observed that freezing the encoder’s weights for the first 2 epochs on training stages I-II and using a batch size greater than 64 improves the convergence and leads to better GEC performance.

### Encoders from pretrained transformers. We fine-tuned BERT (Devlin et al., 2019), RoBERTa (Liu et al., 2019), GPT-2 (Radford et al., 2019), XLNet (Yang et al., 2019), and ALBERT (Lan et al., 2019) with the same hyperparameters setup.

We also added LSTM with randomly initialized embeddings ($dim = 300$) as a baseline. As follows from Table 6, encoders from fine-tuned Transformers significantly outperform LSTMs. BERT, RoBERTa and XLNet encoders perform better than GPT-2 and ALBERT, so we used them only in our next experiments. All models were trained out-of-the-box which seems to not work well for GPT-2. We hypothesize that encoders from Transformers which were pretrained as a part of the entire encoder-decoder pipeline are less useful for GECToR.

### Tweaking the inference. We forced the model to perform more precise corrections by introducing two inference hyperparameters (see Appendix, Table 11), hyperparameter values were found by random search on BEA-dev.

First, we added a permanent positive confidence bias to the probability of $KEEP$ tag which is responsible for not changing the source token. Second, we added a sentence-level minimum error probability threshold for the output of the error detection layer. This increased precision by trading off recall and achieved better $F_{0.5}$ scores (Table 5).

Finally, our best single-model, GECToR (XLNet) achieves $F_{0.5} = 65.3$ on CoNLL-2014 (test) and $F_{0.5} = 72.4$ on BEA-2019 (test). Best ensemble model, GECToR (BERT + RoBERTa + XLNet) where we simply average output probabilities from 5 single models achieves $F_{0.5} = 66.5$ on CoNLL-2014 (test) and $F_{0.5} = 73.6$ on BEA-2019 (test), correspondingly (Table 7).

### Speed comparison. We measured the model’s average inference time on NVIDIA Tesla V100 on batch size 128. For sequence tagging we don’t need to predict corrections one-by-one as in autoregressive transformer decoders, so inference is naturally parallelizable and therefore runs many times faster. Our sequence tagger’s inference speed is up to 10 times as fast as the state-of-the-art Transformer from Zhao et al. (2019), beam size=12 (Table 8).
Table 7: Comparison of single models and ensembles. The $M^2$ score for CoNLL-2014 (test) and ERRANT for the BEA-2019 (test) are reported. In ensembles we simply average output probabilities from single models.

<table>
<thead>
<tr>
<th>GEC system</th>
<th>Ens.</th>
<th>CoNLL-2014 (test)</th>
<th>BEA-2019 (test)</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td></td>
<td>$P$</td>
<td>$R$</td>
</tr>
<tr>
<td>Zhao et al. (2019)</td>
<td>✓</td>
<td>67.7</td>
<td>40.6</td>
</tr>
<tr>
<td>Awasthi et al. (2019)</td>
<td>✓</td>
<td>66.1</td>
<td>43.0</td>
</tr>
<tr>
<td>Kiyono et al. (2019)</td>
<td>✓</td>
<td>67.9</td>
<td>44.1</td>
</tr>
<tr>
<td>Zhao et al. (2019)</td>
<td>✓</td>
<td>74.1</td>
<td>36.3</td>
</tr>
<tr>
<td>Awasthi et al. (2019)</td>
<td>✓</td>
<td>68.3</td>
<td>43.2</td>
</tr>
<tr>
<td>Kiyono et al. (2019)</td>
<td>✓</td>
<td>72.4</td>
<td>46.1</td>
</tr>
<tr>
<td>Kantor et al. (2019)</td>
<td>✓</td>
<td>79.3</td>
<td>58.0</td>
</tr>
<tr>
<td>GECToR (BERT)</td>
<td>✓</td>
<td>74.1</td>
<td>36.3</td>
</tr>
<tr>
<td>GECToR (RoBERTa)</td>
<td>✓</td>
<td>73.9</td>
<td>41.5</td>
</tr>
<tr>
<td>GECToR (XLNet)</td>
<td></td>
<td>77.5</td>
<td>40.1</td>
</tr>
<tr>
<td>GECToR (RoBERTa + XLNet)</td>
<td>✓</td>
<td>76.6</td>
<td>42.3</td>
</tr>
<tr>
<td>GECToR (BERT + RoBERTa + XLNet)</td>
<td>✓</td>
<td>78.2</td>
<td>41.5</td>
</tr>
</tbody>
</table>

Table 8: Inference time for NVIDIA Tesla V100 on CoNLL-2014 (test), single model, batch size=128.

<table>
<thead>
<tr>
<th>GEC system</th>
<th>Time (sec)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Transformer-NMT, beam size = 12</td>
<td>4.35</td>
</tr>
<tr>
<td>Transformer-NMT, beam size = 4</td>
<td>1.25</td>
</tr>
<tr>
<td>Transformer-NMT, beam size = 1</td>
<td>0.71</td>
</tr>
<tr>
<td>GECToR (XLNet), 5 iterations</td>
<td>0.40</td>
</tr>
<tr>
<td>GECToR (XLNet), 1 iteration</td>
<td>0.20</td>
</tr>
</tbody>
</table>

7 Conclusions

We show that a faster, simpler, and more efficient GEC system can be developed using a sequence tagging approach, an encoder from a pretrained Transformer, custom transformations and 3-stage training.

Our best single-model/ensemble GEC tagger achieves an $F_{0.5}$ of 65.3/66.5 on CoNLL-2014 (test) and $F_{0.5}$ of 72.4/73.6 on BEA-2019 (test). We achieve state-of-the-art results for the GEC task with an inference speed up to 10 times as fast as Transformer-based seq2seq systems.
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A Appendix

<table>
<thead>
<tr>
<th>id</th>
<th>Core transformation</th>
<th>Transformation suffix</th>
<th>Tag</th>
<th>Example</th>
</tr>
</thead>
<tbody>
<tr>
<td>basic-1</td>
<td>KEEP</td>
<td>∅</td>
<td>KEEP</td>
<td>... many people want to travel during the summer ...</td>
</tr>
<tr>
<td>basic-2</td>
<td>DELETE</td>
<td>∅</td>
<td>DELETE</td>
<td>... not sure if you are [you ⇒ ∅] gifting ...</td>
</tr>
<tr>
<td>basic-3</td>
<td>REPLACE</td>
<td>a</td>
<td>REPLACE_a</td>
<td>... the bride wears the {the ⇒ a} white dress ...</td>
</tr>
<tr>
<td>basic-3804</td>
<td>REPLACE</td>
<td>cause</td>
<td>REPLACE_case</td>
<td>... hope it does not {make ⇒ cause} any trouble ...</td>
</tr>
<tr>
<td>basic-3805</td>
<td>APPEND</td>
<td>for</td>
<td>APPEND_for</td>
<td>... he is {waiting ⇒ waiting for} your reply ...</td>
</tr>
<tr>
<td>basic-4971</td>
<td>APPEND</td>
<td>know</td>
<td>APPEND_know</td>
<td>... I don’t {don’t ⇒ don’t know} which to choose ...</td>
</tr>
</tbody>
</table>

| g-1 | CASE               | CAPITAL              | CASE CAPITAL | ... surveillance is on the [internet ⇒ Internet] ...               |
| g-2 | CASE               | CAPITAL | CASE CAPITAL | ... I want to buy an [iphone ⇒ iPhone] ... |
| g-3 | CASE               | LOWER                | CASE LOWER  | ... advancement in {Medical ⇒ medical} technology ...          |
| g-4 | CASE               | UPPER                | CASE UPPER  | ... the {it ⇒ IT} department is concerned that ... |
| g-5 | MERGE              | SPACE                | MERGE SPACE | ... insert a special kind of gene {in to ⇒ into} the cell ... |
| g-6 | MERGE              | HYPHEN               | MERGE HYPHEN | ... and needs {in depth ⇒ in-depth} search ...                 |
| g-7 | SPLIT              | HYPHEN               | SPLIT HYPHEN | ... support us for a [long-run ⇒ long run] ... |
| g-8 | NOUN_NUMBER        | SINGULAR             | NOUN_NUMBER SINGULAR | ... a place to live for their [citizen ⇒ citizens] ... |
| g-9 | NOUN_NUMBER        | PLURAL               | NOUN_NUMBER PLURAL | ... carrier of this [diseases ⇒ disease] ... |
| g-10 | VERB FORM          | VB,VBZ                | SVERB FORM VB,VBZ | ... going through this [make ⇒ makes] me feel ... |
| g-11 | VERB FORM          | VB,VBIN              | SVERB FORM VB,VBIN | ... to discuss what [happen ⇒ happened] in fall ... |
| g-12 | VERB FORM          | VB,VBID              | SVERB FORM VB,VBID | ... she sighed and [draw ⇒ drew] her ... |
| g-13 | VERB FORM          | VB,VBG                | SVERB FORM VB,VBG | ... shown success in [prevent ⇒ preventing] such ... |
| g-14 | VERB FORM          | VB,VBIZ              | SVERB FORM VB,VBIZ | ... a small percentage of people [goes ⇒ go] by bike ... |
| g-15 | VERB FORM          | VBZ,VBN              | SVERB FORM VBZ,VBN | ... development has [pushes ⇒ pushed] countries to ... |
| g-16 | VERB FORM          | VBZ,VBID             | SVERB FORM VBZ,VBID | ... he [drinks ⇒ drank] a lot of beer last night ... |
| g-17 | VERB FORM          | VBZ,VBG              | SVERB FORM VBZ,VBG | ... couldn’t stop [thinks ⇒ thinking] about it ... |
| g-18 | VERB FORM          | VB,VBV               | SVERB FORM VB,VBV | ... going to [dependent ⇒ depend] on who is hiring ... |
| g-19 | VERB FORM          | VB,VBIZ              | SVERB FORM VB,VBIZ | ... yet he goes and [eats ⇒ eats] more melons ... |
| g-20 | VERB FORM          | VB,VBN               | SVERB FORM VB,VBN | ... he [driven ⇒ drove] to the bus stop and ... |
| g-21 | VERB FORM          | VB,VBGN              | SVERB FORM VB,VBGN | ... don’t want you fainting and [broken ⇒ breaking] ... |
| g-22 | VERB FORM          | VB,VB                  | SVERB FORM VB,VB | ... each of these items will [fall ⇒ fall] in price ... |
| g-23 | VERB FORM          | VBD,VBZ              | SVERB FORM VBD,VBZ | ... the lake [froze ⇒ freezes] every year ... |
| g-24 | VERB FORM          | VBD,VBIN             | SVERB FORM VBD,VBIN | ... he has been [went ⇒ gone] since last week ... |
| g-25 | VERB FORM          | VBD,VBG              | SVERB FORM VBD,VBG | ... talked her into [gave ⇒ giving] me the whole day ... |
| g-26 | VERB FORM          | VBG,VB                | SVERB FORM VBG,VB | ... free time, I just [enjoying ⇒ enjoy] being outdoors ... |
| g-27 | VERB FORM          | VBG,VBZ              | SVERB FORM VBG,VBZ | ... there still [existing ⇒ exists] many inevitable factors ... |
| g-28 | VERB FORM          | VBG,VBIN             | SVERB FORM VBG,VBIN | ... people are afraid of being [tracking ⇒ tracked] ... |
| g-29 | VERB FORM          | VBG,VBID             | SVERB FORM VBG,VBID | ... there was no [mistook ⇒ mistaking] it has sincerity ... |

Table 9: List of token-level transformations (section 3). We denote a tag which defines a token-level transformation as concatenation of two parts: a core transformation and a transformation suffix.

<table>
<thead>
<tr>
<th>Training stage #</th>
<th>CoNLL-2014 (test)</th>
<th>BEA-2019 (dev)</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>P</td>
<td>R</td>
</tr>
<tr>
<td>Stage I.</td>
<td>57.8</td>
<td>33.0</td>
</tr>
<tr>
<td>Stage II.</td>
<td>68.1</td>
<td>42.6</td>
</tr>
<tr>
<td>Stage III.</td>
<td>68.8</td>
<td>47.1</td>
</tr>
<tr>
<td>Infl. tweaks</td>
<td>73.9</td>
<td>41.5</td>
</tr>
</tbody>
</table>

Table 10: Performance of GECToR (RoBERTa) after each training stage and inference tweaks. Results are given in addition to results for our best single model, GECToR (XLNet) which are given in Table 5.

<table>
<thead>
<tr>
<th>System name</th>
<th>Confidence bias</th>
<th>Minimum error probability</th>
</tr>
</thead>
<tbody>
<tr>
<td>GECToR (BERT)</td>
<td>0.10</td>
<td>0.41</td>
</tr>
<tr>
<td>GECToR (RoBERTa)</td>
<td>0.20</td>
<td>0.50</td>
</tr>
<tr>
<td>GECToR (XLNet)</td>
<td>0.35</td>
<td>0.66</td>
</tr>
<tr>
<td>GECToR (RoBERTa + XLNet)</td>
<td>0.24</td>
<td>0.45</td>
</tr>
<tr>
<td>GECToR (BERT + RoBERTa + XLNet)</td>
<td>0.16</td>
<td>0.40</td>
</tr>
</tbody>
</table>

Table 11: Inference tweaking values which were found by random search on BEA-dev.
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Abstract

Complex Word Identification (CWI) is a task for the identification of words that are challenging for second-language learners to read. Even though the use of neural classifiers is now common in CWI, the interpretation of their parameters remains difficult. This paper analyzes neural CWI classifiers and shows that some of their parameters can be interpreted as vocabulary size. We present a novel formalization of vocabulary size measurement methods that are practiced in the applied linguistics field as a kind of neural classifier. We also contribute to building a novel dataset for validating vocabulary testing and readability via crowdsourcing.

1 Introduction

The readability of second-language learners has attracted great interest in studies in the field of natural language processing (NLP) (Beinborn et al., 2014; Pavlick and Callison-Burch, 2016). As NLP mainly addresses automatic editing of texts, readability assessment studies in this field have focused on identifying complex parts by assuming that the words identified are eventually simplified so that learners can read them. To this end, complex word identification (CWI) (Paetzold and Specia, 2016; Yimam et al., 2018) tasks have been studied extensively. Recently, a personalized CWI task has been proposed, where the goal of the task is to predict whether a word is complex for each learner in a personalized manner (Paetzold and Specia, 2017; Lee and Yeung, 2018). Neural models are also employed in these studies and have achieved excellent performance.

The weights, or parameters, of a personalized high-performance neural CWI, obviously include information on how to measure the word difficulty and learner ability from a variety of features. If such information could be extracted from the model in a form that is easy to interpret, it would not only be use (Hoshino, 2009; Ehara et al., 2012, 2013, 2014; Sakaguchi et al., 2013; Ehara et al., 2016, 2018; Ehara, 2019). To this end, this paper proposes a method for interpreting the weights of personalized neural CWI models. Let us suppose that we have a corpus and that its word frequency ranking reflects its word difficulty. Using our method, a word’s difficulty can be interpreted as the frequency rank of the word in the corpus and a learner’s ability can be interpreted as the vocabulary size with respect to the corpus, i.e., the number of words known to the learner when counted in a descending order of frequency in the corpus.

Our key idea is to compare CWI studies with vocabulary testing studies in applied linguistics (Nation, 2006; Laufer and Ravenhorst-Kalovski, 2010). Second-language vocabulary is extensive and occupies most of the time spent in learning a language. Vocabulary testing studies focus on measuring each learner’s second language vocabulary quickly. One of the major findings of these studies is that a learner needs to “know” at least from 95% to 98% of the tokens in a target text to read. Here, to measure if a learner “knows” a word, vocabulary testing studies use the learner’s vocabulary size and word frequency ranking of a balanced corpus. Hence, by formalizing the measurement method used in vocabulary testing studies as a neural personalized CWI, we can interpret neural personalized CWI models’ weights as vocabulary size and word frequency ranking.

Our contributions are summarized as follows:

1. To predict whether a learner knows a word through the use of a vocabulary test result in hand, vocabulary size-based methods were previously used for vocabulary testing. We show that this method can represent a special case of typical neural CWI classifiers that take a specific set of features as input. Furthermore, we theoretically propose novel methods that enable the weights of certain neural classifiers
to become explainable on the basis of the vocabulary size of a learner.

2. To validate the proposed models, we want a dataset in which each learner/test-taker takes both vocabulary and reading comprehension tests. To this end, we build a novel dataset and make it publicly available.

2 Related Work

2.1 Vocabulary size-based testing

Vocabulary size-based testing studies (Nation, 2006; Laufer and Ravenhorst-Kalovski, 2010) measure the vocabulary size of second-language learners. Assuming that all learners memorize words in the same order, i.e., that the difficulty of words is identical for each learner, all words are ranked in one dimension using this method. Subsequently, it is determined whether or not a learner knows a target word by checking if the vocabulary size of the learner is greater than the easiness rank of the word.

The vocabulary size-based method can be formalized as follows. Let us consider the case in which we have J learners \( \{l_1, l_2, \ldots, l_J\} \) and I words \( \{v_1, v_2, \ldots, v_I\} \). \( j \) is the index of the learners and \( i \) is the index of the words. When there is no ambiguity, we denote word \( v_i \) as word \( i \) and learner \( l_j \) as learner \( j \), for the sake of simplicity. We write the rank of word \( v_i \) as \( r_i \) and the vocabulary size of learner \( l_j \) as \( s_j \). Then, to determine whether learner \( l_j \) knows word \( v_i \), the following decision function \( f \) is used:

\[
f(l_j, v_i) = s_j - r_i
\]

Interpreting Eq. 1 is simple: if \( f(l_j, v_i) \geq 0 \), then learner \( l_j \) knows word \( v_i \); if \( f(l_j, v_i) < 0 \), then learner \( l_j \) does not know word \( v_i \).

The performance of Eq. 1 depends solely on how to determine the vocabulary size of learner \( l_j \), \( s_j \), and the easiness rank of word \( v_i \), \( r_i \). As several methods have previously been proposed to estimate this, we describe them in the following subsections.

2.1.1 Measuring rank of word \( v_i \)

Easiness ranks of words are important in vocabulary size-based testing. To this end, word frequency rankings from a balanced corpus, especially the British National Corpus (BNC Consortium, 2007), are used: the more frequent words in the corpus are ranked higher and considered to be easier. Some previous studies in the field manually adjust the BNC word frequency rankings to make them compatible with language teachers’ intuitions. BNC collects British English. Recent studies also take into account word frequency obtained from the Corpus of Contemporary American (COCA) English (Davies, 2009) by simply adding the word frequencies of both corpora in order to obtain a word frequency ranking.

2.1.2 Measuring the vocabulary size of learner \( l_j \)

An intuitive and simple method for measuring the vocabulary size of learner \( l_j \) is as follows. First, we randomly sample some words from a large vocabulary sample of the target language. Second, we test whether learner \( l_j \) knows each of the sampled words and identify the ratio of words known to the learner. Third, we estimate the learner’s vocabulary size as the ratio \( \times \) the number of correctly answered questions.

This is how the Vocabulary Size Test (Beglar and Nation, 2007) works. Using the frequency ranking of 20,000 words from the BNC corpus, the words are first split into 20 levels, with each level consisting of 1,000 words. It is assumed that the 1,000 words grouped in the same level have similar difficulty. Then, from the 1,000 words at each level, 5 words are carefully sampled and a vocabulary test is built that consists of 100 words in total. Finally, the number of words that learner \( l_j \) correctly answered \( \times 200 \) is estimated to be the vocabulary size of learner \( l_j \). This simple method was later validated by a study from another independent group (Beglar, 2010) and is widely accepted.

Examples of the Vocabulary Size Test are publicly available (Nation, 2007). Each question asks learners taking the test to choose the correct answer by selecting one of the four offered options that has the same meaning as one of the underlined words in the question. It should be noted that, in the Vocabulary Size Test, each word is placed in a sentence to disambiguate the usage of each word and each option can directly be replaced with the underlined part without the need to grammatically rewrite the sentence, e.g., for singular/plural differences. Although a typical criticism of vocabulary tests relates to the fact that they do not take contexts into account, each question in the Vocabulary Size Test is specifically designed to account for such criticism by asking the meaning of a word within a sentence.
3 Proposed Formulation

The following notations are used. We have $J$ learners $\{l_1, l_2, \ldots, l_j, \ldots, l_J\}$ and $I$ words $\{v_1, v_2, \ldots, v_i, \ldots, v_I\}$. $j$ is the index of the learners and $i$ is the index of the words. When there is no ambiguity, we denote word $v_i$ as word $i$ and learner $l_j$ as learner $j$, for the sake of simplicity. Let $K_i$ be the number of occurrences of word $v_i$. While we do not use in our experiments, for generality, we explicitly write the index for each of the occurrences, i.e., $k$. Let $u_{i,k}$ be the $k$-th occurrence of word $v_i$ in the text. Let $b_j$ be the ability of learner $j$ and let $d_{i,k}$ be the difficulty of the $k$-th occurrence of word $v_i$.

A dichotomous decision using a neural network-based formulation is typically modeled using a probabilistic formulation. Let $y_{j,i,k}$ be a binary random variable that takes 1 if learner $l_j$ knows the $k$-th occurrence of word $v_i$, otherwise it takes 0. Subsequently, it is typical to use a function that maps a real number to the $[0, 1]$ range so that the real number can be interpreted as a probability. To this end, typically $\sigma$ is the logistic sigmoid function, i.e., $\sigma(x) = \frac{1}{1 + \exp(-x)}$ is used. Then, the probability that learner $l_j$ knows the $k$-th occurrence of word $v_i$, namely, $u_{i,k}$, can be modeled as in Eq. 2.

$$p(y_{i,k,j} = 1|u_{i,k}, l_j) = \sigma(a(b_j - d_{i,k})) \tag{2}$$

Qualitative characteristics of Eq. 2 are explained as follows. Let $\theta = a(b_j - d_{i,k})$. The logistic sigmoid function maps an arbitrary real number to the $[0, 1]$ range and makes it possible to interpret the real number as a probability. Here, $\theta$ is mapped to the range. As $\theta$ increases, the larger the probability becomes. We can see that $a > 0$ is the parameter that determines the steepness of the slope. A large $a$ results in a steep slope. When $a$ is large enough, 4.0 for example, numerically, the function is very close to the identity function that returns 0 if $\theta < 0$ and 1 if $\theta \geq 0$.

Probability in a dichotomous classification is most ambiguous when it takes 0.5. By focusing on the point the vertical line takes 0.5, we can see that the sign of $b_j - d_{i,k}$ determines whether or not the probability is larger than 0.5.

3.1 Vocabulary size-based classification as neural classification

These characteristics of Eq. 2 enable it to express the decision function employed in the previous vocabulary size-based decision function Eq. 1 as its special case. Let us consider the case when $a$ is large and the curve is very steep, say $a = 10$, for example. Then, by setting $b_j = s_j$ and $d_{i,k} = r_i$ for all $k$ for word $v_i$, the decision about whether learner $j$ knows the $k$-th occurrence of word $v_i$ in Eq. 1 is virtually identical to that of Eq. 2. In this manner, the previous vocabulary size-based decision functions for whether learner $l_j$ knows word $v_i$ in applied linguistics can be converted to a neural network-based classifier and vice versa.

We can see that there exists a freedom in the parameters. In the above example, we can achieve the same setting by setting $b_j = 0.1s_j$, $d_{i,k} = 0.1r_i$ and $a = 100$. In this way, the same vocabulary size classification can be achieved by different parameter values.
This freedom in terms of parameters is the key for conversion: by setting an appropriate \( a \), we can convert neural classifier parameters as each learner’s vocabulary size and the rank of each word.

3.2 Rewriting parameters

While \( b_j \) and \( d_{i,k} \) are parameters, we rewrite them using one-hot vectors that are widely used to describe neural network-based models. Let us introduce two types of feature functions: \( \phi_l \) and \( \phi_v \). The former returns the feature vector of learner \( l_j \), and the latter returns the feature vector of the \( k \)-th occurrence of word \( v_i \), \( u_{i,k} \).

Then, the ability and difficulty parameters of Eq. 2 can be written as the inner product of the weight vector and a feature vector. Let us introduce \( w_l \) as the weight vector for \( \phi_l \). Let \( h \) be a function that returns the one-hot representation of the augment.

We write \( h_v(l_j) \) to denote a function that returns \( J \)-dimensional one-hot vector, where only the \( j \)-th element is 1 while the other elements are 0. Then, we can rewrite \( b_j \) as the inner product of the weight vector and the one-hot vector as \( b_j = w_l^\top h_v(l_j) \).

In the same way, \( d_{i,k} \) can be rewritten as the inner product of its weight vector and feature vector. Being reminded that \( K_i \) denotes the number of occurrences of word \( v_i \), we consider a very long \( \sum_{i=1}^I K_i \)-dimensional one-hot vector \( h_v(u_{i,k}) \), where only one element that corresponds to the \( k \)-th element of word \( v_i \) is 1 and all other elements are 0. Then, by introducing a weight vector \( w_v \) that has the same dimension with \( h_v(u_{i,k}) \), we can rewrite \( d_{i,k} \) as \( d_{i,k} = w_v^\top h_v(u_{i,k}) \). Using these expressions, Eq. 2 can be illustrated using a typical neural network illustration as in Fig. 2.

Overall, the equation using one-hot vector representation can be described as follows:

\[
p(y_{i,k,j} = 1|u_{i,k}, l_j) = \sigma(a(w_l^\top h_l(l_j) - w_v^\top h_v(u_{i,k})))
\]

3.3 Weights as learner vocabulary sizes and word frequency ranks

Eq. 3 provides us with a hint to convert neural classifier weights into vocabulary sizes and word frequency rankings. To this end, we can do the following. First, we use Eq. 3 to estimate parameters: \( a \), \( w_l \), and \( w_v \). Typically, for a binary classification setting using the logistic sigmoid function, cross-entropy loss is chosen as the loss function. We use \( L(a, w_l, w_v) \) to denote the sum of the cross-entropy loss function for each of the following: all data, all learners, and all occurrences of all words.

From \( a \), \( w_l \) and \( w_v \), we can estimate the frequency rank of word \( v_i \) as follows:

\[
aw_l^\top h_v(u_{i,k})
\]

Hence, by comparing the estimate with the observed ranking value \( r_i \) of word \( v_i \), we can also tune all parameters. We can simply employ \( R(a, w_v) = \sum_{j=1}^J \sum_{k=1}^{K_i} ||aw_v^\top h_v(u_{i,k}) - r_i||^2 \) as a loss function that measures how distant the estimated rank and the observed rank are. Of course, we can compare \( aw_l^\top h_l(l_j) \) and \( s_j \), the observed vocabulary size of learner \( l_j \). However, since the observed vocabulary size of each learner is usually much more inaccurate than the ranking of a word, we do not use this term. As ranks usually take large values but never larger than 1, we can use the logarithm of the rank of word \( v_i \) for \( r_i \) instead of its raw values.

3.4 Proposed Model

Practically, it is important to note that the one-hot vector \( h_v(u_{i,k}) \) in \( L \) and \( R \) functions can be replaced with any feature vector of \( u_{i,k} \) or with the \( k \)-th occurrence of word \( v_i \). In our experiments, we simply used this replacement.

We propose the following minimization problem that simultaneously tunes both parameters. We let the parameter \( \gamma \in [0, 1] \) be the parameter that tunes the two loss functions, namely, \( L \) and \( R \). Note that, as the optimal value of \( a \) is different for term \( L \) and for term \( R \), we modeled the two terms separately: \( a_1 \) and \( a_2 \), respectively. Since most of Eq. 4 consists of continuous functions, then Eq. 4 can easily be optimized as a neural classifier using a typical deep learning framework, such as PyTorch.

\[
\min_{a_1, a_2, w_l, w_v} \gamma L(a_1, w_l, w_v) + (1 - \gamma)R(a_2, w_v)
\]

For the input, we prepare the vocabulary test results of \( J \) learners, the vocabulary feature function \( h \), and the vocabulary ranking \( r_i \). By preparing these data for input, we can train the model through estimating the \( w \) parameters by minimizing Eq. 4. The tuning of the \( \gamma \) value can be conducted using validation data that are disjointed from both the training and test data. Or, \( \gamma \) can also be tuned by jointly minimizing \( \gamma \) with other parameters in Eq. 4. Finally, in the test phase, using the trained parameter \( a_1 \) and \( w_l \) – we can estimate learner \( l_j \)'s vocabulary size as \( a_1 w_l^\top h_l(l_j) \). Using the trained parameter \( a_2 \), \( w_v \), we can estimate the rank of the
first occurrence of a new word $v_1$, which did not appear in the training data, as $a_2 w^T v_1 h_v(u_{i,1})$.

4 Dataset

4.1 Description

To evaluate Eq. 4, we need a real dataset that covers both vocabulary size and reading comprehension tests, assuming that the text coverage hypothesis of 98% holds true. To our knowledge, there is no such dataset widely available. There are certain existing vocabulary test result datasets, such as (Ehara, 2018), as well as many reading comprehension test result datasets - however, we could not find a dataset in which a second-language learner subject is asked to provide both vocabulary size and reading comprehension test results.

To this end, this paper provides such a dataset. Following (Ehara, 2018), we used the Lancers crowdsourcing service to collect 55 vocabulary test results as well as answers to 1 long and 1 short reading comprehension question from 100 learners. We paid around 5 USD for each participant. In comparison to the dataset by (Ehara, 2018), the number of vocabulary test questions was reduced so that subjects would have enough time to solve the reading comprehension test. For the vocabulary test part, we used the Vocabulary Size Test (Beglar and Nation, 2007). The reading comprehension questions were taken from the sample set of the questions in the Appendix section in (Laufer and Ravenhorst-Kalovski, 2010). The correct options for these questions are on a website that can also be reached from the description of (Laufer and Ravenhorst-Kalovski, 2010) 1.

In the same manner as (Ehara, 2018), all participants were required to have ever taken the Test of English for International Communication (TOEIC) test provided by English Testing Services (ETS) and to write scores on a self-report basis. This requirement filters out learners who have never studied English seriously but try to participate for economical merits.

In the dataset, each line describes all the responses from a learner. The first columns, which contain the term TOEIC in their headings, provide TOEIC scores and dates. Then, the 55 vocabulary testing questions follow. The columns that start with “l” denote the responses on the long reading comprehension test and those with “s” denote the responses on the short one.

4.2 Preliminary Experiments

Finally, we show preliminary experiments by using our dataset. We used 33 words from the dataset, i.e., 3,300 responses. Hereafter, we simply denote the logarithm of frequency ranks in a descending order as “LFR”. For $r_i$, we used the LFR of the BNC corpus (BNC Consortium, 2007). For features of $h_v$, we used the logarithm of the frequency of the COCA corpus (Davies, 2009). We obtained parameters by optimizing the minimization parameters Eq. 4. Then, for 100 words disjoint from the 33 training words, we plotted the estimated LFR values against the gold LFR values in Fig. 3. We can easily see that they have a good correlation. The Spearman’s correlation coefficient for Fig. 3 was 0.70, which can be construed as a strong correlation (Taylor, 1990).

5 Conclusions

In this paper, we theoretically showed that previous vocabulary size-based classifiers can be seen as a special case of a neural classifier. We also built a dataset necessary for this evaluation and made it publicly available in the form of an attached dataset. Future work include more detailed experiments on language learners’ second language vocabularies.
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Abstract

Many clinical assessment instruments used to diagnose language impairments in children include a task in which the subject must formulate a sentence to describe an image using a specific target word. Because producing sentences in this way requires the speaker to integrate syntactic and semantic knowledge in a complex manner, responses are typically evaluated on several different dimensions of appropriateness yielding a single composite score for each response. In this paper, we present a dataset consisting of non-clinically elicited responses for three related sentence formulation tasks, and we propose an approach for automatically evaluating their appropriateness.

Using neural machine translation, we generate correct-incorrect sentence pairs to serve as synthetic data in order to increase the amount and diversity of training data for our scoring model. Our scoring model uses transfer learning to facilitate automatic sentence appropriateness evaluation. We further compare custom word embeddings with pre-trained contextualized embeddings serving as features for our scoring model. We find that transfer learning improves scoring accuracy, particularly when using pre-trained contextualized embeddings.

1 Introduction

It is estimated that between 5% and 10% of the pediatric population will experience a speech or language impairment (Norbury et al., 2016; Rosenbaum and Simon, 2016). Diagnosing these impairments is complex, requiring the integration of structured assessments, medical history, and clinical observation, and there is evidence that language impairments are frequently misdiagnosed and underdiagnosed (Conti-Ramsden et al., 2006; Grimm and Schulz, 2014; Rosenbaum and Simon, 2016).

As a result, there is a need for tools and technologies that can support efficient and remote screening for language impairment. However, developing methods for automatically scoring the subtests used to diagnose language disorders can be challenging because of the very limited amount of labeled data available for these subtests from these special populations.

In this paper, we focus on a task we have adapted from the Formulated Sentences (FS) subtest of the Clinical Evaluation of Language Fundamentals 4 (CELF-4), one of the most widely used language diagnostic instruments in the United States (Semel et al., 2003). In the CELF-4 Formulated Sentences task, a child is presented with a target word and an image, and must use that word in a sentence about that image. Poor performance on this subtest is strongly correlated with expressive language impairments. Responses are scored on a scale from 0 to 2; a sentence assigned a score of 2 must correctly use the target word, be a complete and grammatically correct sentence, and relate to the content and activities shown in the image. Reliable manual scoring can be difficult and time-consuming because of the large of number of factors that must be considered. This degree of subjectivity, together with the task’s important role in identifying expressive language impairments, make automatic scoring of the formulated sentences subtest particularly worthwhile.

This paper makes the following contributions:

• We present a new data set of non-clinically elicited formulated sentence task responses, annotated for appropriateness evaluation (scores: 0, 1, and 2), which can be used as a benchmark and as a data source for future automated scoring of clinically elicited responses. The dataset includes 2160 sentences from three related sentence formulation tasks (Section 3).
We develop a neural machine translation model trained on second language learner data and generate two artificial datasets for training the formulated sentences scoring classifier.

We demonstrate that our transfer learning model has benefits for scoring formulated sentences.

We systematically compare the use of custom task-specific embeddings and pre-trained generic contextualized embeddings for scoring formulated sentences.

2 Related Work

Scoring formulated sentences in terms of syntactic correctness can be analogous to the more common task of Grammatical Error Detection (GED), in which points are deducted for each grammatical error detected in a sentence or text. The state-of-the-art approaches to GED use a supervised neural sequence labeling setup to detect errors trained on artificial data (Rei 2017; Kasewa et al. 2018). Performance on this task can generally benefit from using a large size of high-quality training data, but collecting large quantities of such data is expensive.

Data augmentation can increase the amount and diversity of training data, provide additional information about the representations of sentences, and improve performance on the GED task. The current state-of-the-art GED trains on artificially generated data produced via error induction. One traditional way is to use the patterns learned from annotated learner corpora and apply them to grammatically correct text to generate specific type of errors, such as noun errors (Brockett et al., 2006) and article errors (Rozovskaya and Roth, 2010). More recently, artificial training data is typically generated by using machine translation, where the source text is error-free text and the target is ungrammatical text (Rei 2017).

Deploying vectorized representation of word and sentence is now a ubiquitous technique in most NLP tasks. Incorporating word embeddings as features can provide another possible solution in low-resource scenarios. The current state of the art GED is achieved by using BERT embeddings to capture the contextual information. Bell et al. (2019) compare using ELMo, BERT and Flair embeddings on several publicly available GED datasets, and propose an approach to effectively integrate such representations to detect grammatical errors.

Our work is inspired by this prior research on using machine translation to generate artificial data and comparing the influence of task-specific versus generic embeddings. Although these methods are typically trained on second language learners’ data in essay writing tasks, our goal is to seek a general representation of the syntactic and semantic representation of a single sentence in a constrained domain by children who are L1 speakers but may have deficits in expressive language. Given the very limited amount of clinical data, however, we make the assumption that the types of errors language learners make can be leveraged to evaluate formulated sentences responses, an assumption that will be empirically validated in future work with our clinical dataset.

3 Data

In this section, we describe the non-clinical formulated sentences dataset we have collected, as well as two other publicly accessible datasets, MSCOCO (Lin et al., 2014) and FCE (Yannakoudakis et al., 2011), which we use to train embeddings and generate artificial training data.

Formulated Sentences (FS) Dataset Using our own stimuli designed to mimic the properties of the CELF-4 Formulated Sentences (FS) stimuli, we collected 2160 sentences from Amazon Mechanical Turk workers and scored the responses according to the published guidelines for the CELF-4 FS task, which rely on syntactic grammaticality and semantic appropriateness given the image. Each of the 24 numbered stimulus words was manually selected by a speech language pathologist in order to be comparable to the corresponding CELF-4 FS stimulus word in terms of part of speech, age of acquisition, and phonological complexity. The participants were recruited on Amazon Mechanical Turk (AMT) and directed to take the test within the online survey platform Qualtrics (Barnhoorn et al., 2015), as required by the affiliated university’s Institutional Review Board.

Our FS data collection effort is composed of three sub-tasks:

- Task 1: Formulating sentences from an image and a target word. Participants view an image and a target word and write a sentence using that word to describe that image.
- Task 2: Formulating sentence from target word only (no image). Participants are asked
to write a sentence that includes the target word.

- Task 3: Formulating sentences from an image only (no target word). Participants are asked to write a sentence description of the image in their own words.

Each participant was randomly assigned to take one of the three sub-tasks. The participant was instructed to view a sample stimulus and response and was then asked to take two trial stimuli to ensure they were familiarized with the test format and environment. Since there are intra-relationship between the three tasks, a participant was able to complete only one sub-task to avoid covariate effects. There were 30 participants for each task, with 24 stimuli in each test, resulting in 2160 sentences (24 stimuli * 3 tasks * 30 participants) included in the dataset.

The collected sentences were scored by four native speakers of English by giving a score of 0, 1, or 2. A score of 2 indicates that the sentence fully expresses the content of the image by using the given word without any grammatical errors. If there is one grammatical error, or the sentence only represents unimportant details of the image, the sentences is marked as 1. If there are two or more grammatical errors, or if the content is unrelated to the image, it is assigned a score of 0.

<table>
<thead>
<tr>
<th>Task</th>
<th>Score-0 sentences</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>Boys are never driving the bicycle.</td>
</tr>
<tr>
<td></td>
<td>The boy has never let down his family.</td>
</tr>
<tr>
<td></td>
<td>Run to cycle.</td>
</tr>
<tr>
<td></td>
<td>The boy never driving the cycle.</td>
</tr>
<tr>
<td></td>
<td>Three generation family on cycle ride in countryside.</td>
</tr>
<tr>
<td></td>
<td>Never is a all boys cycle driving.</td>
</tr>
<tr>
<td></td>
<td>Never give up the place.</td>
</tr>
<tr>
<td></td>
<td>The boy doesn’t ride his bike with the others, but he doesn’t care.</td>
</tr>
<tr>
<td>2</td>
<td>Never get compromised for a second option.</td>
</tr>
<tr>
<td>3</td>
<td>This boy active for bike.</td>
</tr>
<tr>
<td></td>
<td>The are cycling competition.</td>
</tr>
<tr>
<td></td>
<td>The boy biking the cycle.</td>
</tr>
</tbody>
</table>

Table 1: Score distribution in 3 tasks.

Each grader was assigned to evaluate 2 sub-tasks, and the average pairwise kappa between the graders was 0.625. When there was a disagreement between two graders, the third grader was recruited, and the final score was the majority of the three graders.

Integrating a target word into an image description requires more complicated linguistic competence than using the target word to make a sentence or having a free choice of vocabulary in describing an image. Therefore, Task 1 is considered to be more challenging than Task 2 or 3. As shown in Table 1 and Figure 2, there are significantly more sentences in Task 1 that are scored 0 or 1 than in

Figure 1: Example of the formulated sentence task (stimulus 3 of Task 1). For Task 2, only the target word “never” is displayed, and for Task 3 only the image is displayed.

Table 2: Score-0 sentences for stimulus 3, target word “never”, image shown in Figure 2.

Tasks 2 and 3. For example, for Stimulus 3 with target word “never” (shown in Figure 2), 8 sentences are assigned a score of 0 in Task 1, while only one sentence is given 0 in Task 2 and 3 sentences are marked as 0 in Task 3 (Table 2).

The final sentence-formulation dataset includes 5 columns: subject ID, task, stimulus, sentence and score. The participant’s personal information is replaced by a randomly assigned 5-digit subject ID. The score distribution of the three tasks is summarized in Table 1 and the data is released for public access.

COCO COCO is a publicly released large-scale dataset for object detection, segmentation, and captioning (Lin et al., 2014). For each image, five hu-
man generated captions were collected from AMT. In our work, we use the 2017 train dataset, which includes approximately 20k images with 600k captions. Since some of the captions were either empty or had likely incomplete sentences (fewer than 4 words), we exclude those captions resulting in a final dataset of 33,366 sentences.

The linguistic characteristics of COCO are analogous to our sentence formulation task regarding choice of lexicon, the use of syntactic structures, and the semantic context of the utterances. We therefore use COCO dataset for two purposes: (1) to train a task-specific Word2vec embedding to capture meaning-related and syntactic relationships; and (2) to use as score-2 source input to machine translation models that are trained to generate artificial errored (score-1 and score-0) sentences.

FCE

First Certificate in English (FCE) (Yannakoudakis et al., 2011) is a publicly available dataset, including 1244 essays written by non-native learners of English with different first language backgrounds. The FCE exam is used to assess English proficiency of upper-intermediate level learners. The essays are annotated by language assessment experts with types of errors and their corresponding corrections in XML. The original incorrect sentences in the essay and their corrected counterparts are extracted by sentence pairs. The sentences containing no errors or with a length (including punctuation) less than 5 are excluded from the final dataset used for training our models.

A label is added for each sentence. For all the correct sentences, label of 2 is added to mark the appropriateness of the sentence. A sentence with one error is assigned a label of 1, while a sentence with two or more errors is assigned a label of 0. The final dataset includes 10799 correct sentences, 4810 sentences with one grammatical error, and 5989 sentences with two or more errors. The FCE data serves as training data for two neural machine translation models that we use to generate inappropriate (score-1 and score-0) sentences by taking appropriate (score-2) sentences as input.

4 Experiments

4.1 Sentence Embedding

Three types of sentence embeddings are used in this work: BERT, ELMo and Word2Vec embeddings (Devlin et al. 2018; Peters et al. 2017; Mikolov et al. 2013). For context sensitive embeddings BERT and ELMo, we use the publicly available pre-trained models. We trained a Word2vec embedding on the 600,000 COCO captions.

BERT

BERT can integrate information in raw corpora (BooksCorpus and English Wikipedia) while considering task-specific information contained in the target dataset. Kaneko and Komachi (2019) use BERT contextualized representation to achieve state-of-the-art results for word-based GED tasks. In addition to improving results in the GED task, BERT (Devlin et al., 2018) has been shown to be a powerful feature extractor for various other tasks. We employ BERT to generate pre-trained contextual representations. BERT pretrained embeddings have two versions. We use a lighter version of BERT which yields 768 dimensions for sentence embeddings. The DistilBERT is smaller but can roughly match the performance of using the full BERT (Sanh et al. 2019).

ELMo

The ELMo pre-trained model we use is trained on the One Billion Word Benchmark cor-
pus. The sentence representation is learned by a sequence labeler during training.

The BERT and ELMo models used here are trained on formal published writings, such as books and news articles. This is not a perfect domain or stylistic match for the evaluation of responses from the formulated sentences task. In order to better represent the linguistic nature of our task, we also train a task-specific Word2vec embedding.

**Word2vec** We train our Word2vec model using the Gensim Python library (Rehurek and Sojka, 2010). We use skip-grams to train a word embedding model with 300 dimensions, again using the COCO captions. Words occurring fewer than 5 times are filtered out, and the maximum distance between a target word and its surrounding content is set as 4. The number of threads used is 5. A sentence embedding is calculated as the mean of the component word embeddings. Since COCO captions share similar linguistic features with the sentence formulation tasks, this custom sentence embedding is expected to capture a richer linguistic representation of the task.

### 4.2 Data Augmentation

In our FS dataset, score-1 and score-0 sentences account for around 20% of the total number of sentences. Since most of the classification algorithms are sensitive to imbalance in predicting classes, such a dataset can bias the classification model towards score-2. In this case, a baseline majority-class classifier, which predicts score-2 for all the sentences, can achieve 0.8 accuracy (Table 1). The unbalanced nature of this data requires us to synthesize additional score-1 and score-0 sentences to increase the size and variety of training set.

We implement two LSTM machine translation models using OpenNMT (Klein et al., 2017). The score-2 (corrected) sentences from the FCE dataset are used as the source data, and the score-0 or score-1 (incorrect) sentences serve as the target data. For example, for the source-2 to target-1 (2-1) model, we trained the model on sentences pairs from FCE dataset containing only one grammatical error. The LSTM model is a two-layer bidirectional LSTM with 500 hidden units with a global attention layer. We set an early stop if the training accuracy score dropped consistently for 10 epochs. Similarly, we train another source-2 to target-0 (2-0) model with the same settings to generate score-0 sentences.

Having trained a NMT model, we then “translate” 939 score-2 sentences from our formulated sentences dataset and convert the sentences into the same number of score-0/1 sentences by using the 2-0 and 2-1 machine translation models respectively. Eight hundred score-2 sentences were excluded for synthesizing data to reserve for testing. The final synthesized formulated sentence (SFS) dataset used for training includes 2817 sentences. The COCO captions used for training word embedding are further selected in this process serving as the error-free input. A large number of COCO captions are incomplete sentences with heavy noun phrases containing a long modifier. We remove such captions in final training set to preserve sentence-level grammaticality. For example, “Man in apron standing on front of oven with pans and bakeware” is excluded, because the root of the dependency parsing tree (“man”) is not a verb. A subset of COCO captions containing 14017 sentences is selected using parse information extracted using the SpaCy library (Honnibal and Montani, 2017). The final synthesized COCO (SCOCO) dataset used for training includes 42051 sentences.

### 4.3 Transfer Learning

Transfer learning is a viable method for building NLP models in low-resource scenarios by leveraging data from other related sources. The two artificial data datasets, SFS and SCOCO, produced by applying machine translation to the FS dataset and the COCO captions, can provide a good basis for transfer learning (Section 4.2). We implement a Multilayer Perceptron model (MLP) by using Keras with tensorflow as the backend. The MLP model has two hidden layers with five nodes in each layer and uses ReLu as the activation function. The output layer has three nodes, corresponding to each score class with the softmax activation function. The categorical cross-entropy loss function is minimized, and stochastic gradient descent is used to learn the problem.

The two models are fit for 200 epochs on SFS and SCOCO datasets separately during training. We transfer the weights from the two standalone models to learn the initialize the weights for the formulated sentence evaluation tasks. The original FS data is split proportionally into a training and a test sets in terms of task, stimulus, and score distribution. The training set used for tuning the model includes 1160 sentences. The test set has

---

1. https://github.com/keras-team/keras
1000 sentences, and the distribution of scores is presented in Table 3.

<table>
<thead>
<tr>
<th>Task 1</th>
<th>Task 2</th>
<th>Task 3</th>
<th>Total</th>
</tr>
</thead>
<tbody>
<tr>
<td>2</td>
<td>235</td>
<td>303</td>
<td>800</td>
</tr>
<tr>
<td>1</td>
<td>25</td>
<td>14</td>
<td>61</td>
</tr>
<tr>
<td>0</td>
<td>70</td>
<td>15</td>
<td>100</td>
</tr>
<tr>
<td>Total</td>
<td>330</td>
<td>332</td>
<td>338</td>
</tr>
</tbody>
</table>

Table 3: Score distribution in our formulated sentences test set.

<table>
<thead>
<tr>
<th></th>
<th>P</th>
<th>R</th>
<th>F1</th>
<th>Acc</th>
</tr>
</thead>
<tbody>
<tr>
<td>BL1 Majority Class</td>
<td>0.80</td>
<td>0.80</td>
<td>0.80</td>
<td>0.80</td>
</tr>
<tr>
<td>BL2 Target Word</td>
<td>0.82</td>
<td>0.82</td>
<td>0.82</td>
<td>0.82</td>
</tr>
<tr>
<td>W2V SFS</td>
<td>0.69</td>
<td>0.59</td>
<td>0.63</td>
<td>0.59</td>
</tr>
<tr>
<td>SFS-FS</td>
<td>0.74</td>
<td>0.80</td>
<td>0.76</td>
<td>0.80</td>
</tr>
<tr>
<td>SCOCO</td>
<td>0.67</td>
<td>0.70</td>
<td>0.68</td>
<td>0.70</td>
</tr>
<tr>
<td>SCOCO-FS</td>
<td>0.72</td>
<td>0.73</td>
<td>0.72</td>
<td>0.73</td>
</tr>
<tr>
<td>ELMo SFS</td>
<td>0.78</td>
<td>0.63</td>
<td>0.68</td>
<td>0.63</td>
</tr>
<tr>
<td>SFS-FS</td>
<td>0.79</td>
<td>0.75</td>
<td>0.77</td>
<td>0.75</td>
</tr>
<tr>
<td>SCOCO</td>
<td>0.77</td>
<td>0.72</td>
<td>0.74</td>
<td>0.72</td>
</tr>
<tr>
<td>SCOCO-FS</td>
<td>0.80</td>
<td>0.79</td>
<td>0.79</td>
<td>0.79</td>
</tr>
<tr>
<td>BERT SFS</td>
<td>0.80</td>
<td>0.78</td>
<td>0.77</td>
<td>0.78</td>
</tr>
<tr>
<td>SFS-FS</td>
<td>0.76</td>
<td>0.85</td>
<td>0.81</td>
<td>0.85</td>
</tr>
<tr>
<td>SCOCO</td>
<td>0.77</td>
<td>0.79</td>
<td>0.78</td>
<td>0.79</td>
</tr>
<tr>
<td>SCOCO-FS</td>
<td>0.82</td>
<td>0.85</td>
<td>0.83</td>
<td>0.85</td>
</tr>
</tbody>
</table>

Table 4: Sentence evaluation precision, recall, F1 and accuracy on the full three-task test set.

5 Results

Table 4 presents the results of integrating contextual embeddings with and without transfer learning, evaluating all the three sentence formulation tasks together. The method of using transfer learning incorporating BERT contextual embeddings achieves the best performance in most of the cases, except for transferring from SFS with BERT (Figure 3(a)).

The experiments demonstrate a marginal increase in precision and substantial improvement in recall for the sentence formulation tasks. Although the three tasks all involve making sentences, each task tests different aspects of linguistic knowledge. Therefore it is more valuable to investigate the model performance on individual tasks, presented in Table 5.

On the test sets of Task 1 and Task 2, the best performing model is transferred SFS (Task 1: F1 = 0.81; Task 2: F1 = 0.92) with BERT. For Task 3, the best model is trained on the larger SCOCO dataset (F1 = 0.82) with BERT embeddings. Task 2 and Task 3 have marginal improvement compared with the baseline. However, Task 1, which is the actual parallel to the CELF-4 Formulated Sentence task used to diagnose language impairments in children, shows a substantial improvement in performance. The improvement by incorporating BERT embedding achieves the best performance in all the three tasks individually.

These experiments demonstrate that transfer learning provides a beneficial addition for evaluating formulated sentence tasks. The language representations trained on a large general dataset allow the model to acquire a better representation of linguistic knowledge. Overall, we find that the model with transfer learning and BERT embeddings achieves the largest improvement across all three tasks.

6 Discussion

Transfer learning is generally used in situations in which the related task has more training data than the problem of interest, and the two tasks share similarities in structure. In this paper, we train an MLP model on two artificial datasets (SFS and SCOCO) and improve the performance of formulated sentence scoring task. The two datasets are similar in terms of lexicon variations, syntactic structures, and semantic expressions. They are generated by using the same machine translation models. The difference between these two sets is in the number of sentences contained. Since the number of correct sentences used for generated SCOCO is 14 times larger than that used to generated the SFS set, the final data of SCOCO is much larger than SFS.

Although the SCOCO dataset is larger, the best performance on both Task 1 and Task 2 is achieved by using transfer learning from in-domain SFS data. One of the similarities between the two tasks is the requirement of applying stimuli words in the generated sentences, whereas the test participants have a free choice of words in Task 3. This requirement influences the grading of the sentences. If the target word is not included in a sentence, no matter how grammatical the sentence is, it is marked with a label 0 in Task 1 and Task 2. For all the score-2 sentences in SFS, the target stimuli words are included; however this is not always the case in SCOCO. The lack of target word representation information in SCOCO may cause the transfer learning results to be inferior to the SFS model.
Embedding representations can capture underlying meanings and relationships. Different embeddings trained on distinct datasets may focus on particular aspects of linguistic and context information. We use two pre-trained contextual embedding and a customized embedding trained by using the COCO captions, which is much more similar to the data we intend to evaluate. The results show that BERT generally outperforms others in all tasks. Word2vec embeddings achieve results comparable to those of using BERT and outperform ELMo on Task 2. For the tasks involving sentence-level semantic meanings, however, its performance is inferior to the two contextualized representations.

The results we have presented here point the way to new approaches for automatically scoring tasks used in clinical diagnosis of language impairments, where labeled data for training models is typically scarce. In our future work, we will apply these models to data we are currently collecting from children with language disorders, autism spectrum disorder, ADHD, and typical development. Although there are differences between the populations studied (MTurk workers vs. children) and the modalities in which the responses were (written vs. spoken), our findings demonstrate the robustness of our methods even in the presence of domain or modality mismatch.

<table>
<thead>
<tr>
<th>Task 1</th>
<th>Task 2</th>
<th>Task 3</th>
</tr>
</thead>
<tbody>
<tr>
<td>P</td>
<td>R</td>
<td>F1</td>
</tr>
<tr>
<td>W2V</td>
<td>SFS</td>
<td>0.66</td>
</tr>
<tr>
<td>SFS-FS</td>
<td>0.71</td>
<td>0.75</td>
</tr>
<tr>
<td>SCOCO</td>
<td>0.56</td>
<td>0.65</td>
</tr>
<tr>
<td>SCOCO-FS</td>
<td>0.70</td>
<td>0.68</td>
</tr>
<tr>
<td>ELMo</td>
<td>SFS</td>
<td>0.75</td>
</tr>
<tr>
<td>SFS-FS</td>
<td>0.77</td>
<td>0.76</td>
</tr>
<tr>
<td>SCOCO</td>
<td>0.74</td>
<td>0.72</td>
</tr>
<tr>
<td>SCOCO-FS</td>
<td>0.80</td>
<td>0.78</td>
</tr>
<tr>
<td>BERT</td>
<td>SFS</td>
<td>0.79</td>
</tr>
<tr>
<td>SFS-FS</td>
<td>0.79</td>
<td>0.85</td>
</tr>
<tr>
<td>SCOCO</td>
<td>0.78</td>
<td>0.77</td>
</tr>
<tr>
<td>SCOCO-FS</td>
<td><strong>0.80</strong></td>
<td>0.82</td>
</tr>
</tbody>
</table>

Figure 3: Precision and recall on full dataset using (a) SFS and (b) SCOCO with and without transfer learning.

Table 5: Sentence evaluation precision, recall, F1 and accuracy on individual tasks.
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Abstract

The tasks of automatically scoring either textual or algebraic responses to mathematical questions have both been well-studied, albeit separately. In this paper we propose a method for automatically scoring responses that contain both text and algebraic expressions. Our method not only achieves high agreement with human raters, but also links explicitly to the scoring rubric—essentially providing explainable models and a way to potentially provide feedback to students in the future.

1 Introduction

In this paper we present work on automatically scoring student responses to constructed-response mathematics items where the response should contain both text and mathematical equations or expressions. Existing work on automated scoring of mathematics items has largely focused on items where either only text is required (c.f. related work on automated short-answer-scoring (Galhardi and Brancher, 2018; Burrows et al., 2015)) or only an expression or equation is required (Drijvers, 2018; Fife, 2017; Sangwin, 2004). This is the first work, to our knowledge, that attempts to automatically score responses that contain both.

Items that elicit such responses could be algebra, trigonometry, or calculus items that ask the student to solve a problem and/or provide an argument. Items at levels much below algebra most likely would not require the student to include an equation – at least one that requires an equation editor for proper entry – in the text, and items at a higher level might require the student to include abstract mathematical expressions that would themselves present automated scoring difficulties. These kinds of items are quite common on paper-and-pencil algebra exams. However, they are less common on computer-delivered exams, primarily because the technology of calling up an equation editor to insert equations in text is new and not generally used.

The challenge with automatically scoring these kinds of responses, in a construct-valid way, is that the system needs to be able to interpret the correctness of the equations and expressions in the context of the surrounding text.

Our goal is not just to achieve accurate scoring but to also have explainable models. Explainable models have a number of advantages including (i) giving users evidence that the models are fair and unbiased; (ii) the ability to leverage the models for feedback; and (iii) compliance with new laws, e.g. the General Data Protection Regulation (EU) 2016/679 (GDPR) which requires transparency and accountability of any form of automated processing of personal data. In this paper we present an approach that not only achieves high agreement with human raters, but also links explicitly to the scoring rubric—essentially providing explainable models and a way to potentially provide feedback to students in the future.

2 Data

In this paper we use data from 3 pilot-study items that elicited responses containing both textual explanations as well as equations and expressions. An example item is given in Figure 1, and a sample response (awarded 2 points on a 0-3 point scale) is given in Figure 2.1 The pilot was administered as part of a larger project in four high schools located in various regions of the United States. The items assumed one year of algebra and involved writing solutions to algebra problems, similar to what a student would be expected to write on a paper-based classroom test. Responses were collected digitally;

1This item corresponds to Item 2 in our dataset. The scoring rubric is given in Appendix A.1.
Explain, using words and equations, how you would use the quadratic formula to find two values of x for which
\[ 195 = -2x^2 + 40x. \]
You may also use the on-screen calculator.

Figure 1: Sample item that elicits textual explanations as well as equations and mathematics.

\[ x = \frac{-40 \pm \sqrt{40^2 - 4(-2)(-195)}}{2(-2)} \]
To solve this you must first put your equation into standard form, which gives you \( y = -2x + 40x - 195 \). You then plug your a, b, and c values into the quadratic formula. To start finding your x value, you must first multiply all your values in parentheses. You must then simplify the square root you get from multiplying. With your new equation, you make two more equations, one adding your simplified square root and one subtracting it. The two answers you get from those equations are your two values of x.

Figure 2: Sample response to the item in Figure 1 (2-point response). The student has put the equation into standard form with a slight error. \(-2x^2\) has become \(-2x\); the student was not using the equation editor and could not type the exponent. The student does not explicitly give the values of a, b, and c, but correctly substitutes these values into the formula, so we may assume that the student has determined these values correctly. We may also assume that the student has corrected the missing exponent in the standard form. The student talks about “two answers” but only gives one root, however, so this response is worth 2 points.

students used an interface that included an optional equation editor. The responses were captured as text, with the equations captured as MathML enclosed in <math> tags. Two of the items involved quadratic functions, requiring the student to use the equation editor to properly format equations in their responses. Nonetheless, many students did not use the equation editor consistently. In fact only 60% of all students used the equation editor. Of all equations entered by the students, only 34% were entered via the equation editor since most of the students preferred to write simple equations as regular text.\(^2\)

There were over 1,000 responses collected for each item, however some responses were blank and therefore not included in this study. Table 1 gives some descriptive statistics for the final data used in this study. Items 2 and 3 were somewhat difficult for this pilot student population, with 71% and 78% of students receiving a score of 0 for those items. All responses were scored by two trained raters; the quadratic-weighted kappa values for the human-human agreement on the three items ranged from 0.91 to 0.95, indicating that humans were able to agree very well on the assignment of scores.

### 3 Methods

#### 3.1 Automatically scoring equations and expressions

We use m-rater, an automated scoring engine developed by Educational Testing Service (Fife, 2013, 2017) to automatically score the equations and mathematical expressions in our data. M-rater uses SymPy\(^3\), an open-source computer algebra system, to determine if the student’s response is mathematically equivalent to the intended response. M-rater can process standard mathematical format, with exponents, radical signs, fractions, and so forth. M-rater is a deterministic system, and as such has 100% accuracy, given well-formed input.

If, as in this study, the responses consist of a mixture of text and equations or mathematical expressions, m-rater can evaluate the correctness (or partial correctness) of the equations and expressions, but it cannot evaluate text.

#### 3.2 Automatically identifying equations and expressions in text

While the students had access to an equation editor as part of the delivery platform, many did not use it consistently. This means that we cannot rely on the MathML encoding to identify all of the equations and mathematical expressions in the text. For example, a student may have wanted to enter the equation: \( 2x^2 - 40x + 195 = 0 \). They may use the equation editor to enter the entire equation, or


---

Table 1: Descriptive Statistics for the 3 items, including the total number of responses per item, as well as the percentage of responses at each score point.

<table>
<thead>
<tr>
<th>Item</th>
<th>Total</th>
<th>% 0</th>
<th>% 1</th>
<th>% 2</th>
<th>% 3</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>924</td>
<td>49.35</td>
<td>19.37</td>
<td>6.93</td>
<td>24.35</td>
</tr>
<tr>
<td>2</td>
<td>889</td>
<td>70.97</td>
<td>12.49</td>
<td>11.59</td>
<td>4.95</td>
</tr>
<tr>
<td>3</td>
<td>859</td>
<td>77.65</td>
<td>3.49</td>
<td>3.26</td>
<td>15.6</td>
</tr>
</tbody>
</table>

---

\(\text{Note:} \quad \text{The percentage of students receiving a score of 0 for those items. All responses were scored by two trained raters; the quadratic-weighted kappa values for the human-human agreement on the three items ranged from 0.91 to 0.95, indicating that humans were able to agree very well on the assignment of scores.}\)

\(\text{M-rater is a deterministic system, and as such has 100% accuracy, given well-formed input.}\)

\(\text{If, as in this study, the responses consist of a mixture of text and equations or mathematical expressions, m-rater can evaluate the correctness (or partial correctness) of the equations and expressions, but it cannot evaluate text.}\)

---

\(\text{A student may have wanted to enter the equation: } 2x^2 - 40x + 195 = 0. \text{ They may use the equation editor to enter the entire equation, or}\)

---

\(\text{https://www.sympy.org/en/index.html}\)
some of it (e.g. the piece after the = sign, or after the exponent expression), or none of it. This leads to construct-irrelevant variations in representations.

Therefore, we develop a regular-expression based system for automatically identifying equations and expressions in responses where all data from the equation editor has been rendered as plain text. Our processing includes the following assumptions which are appropriate for our dataset:

- Variables can only consist of single letters;
- We only detect simple functions (square root, absolute and very basic trigonometric functions);
- Equations containing line breaks are treated as two different equations.

We processed all responses to the three pilot items with this script and all identified equations and expressions were manually checked by a content expert. In almost all cases, the system correctly identified the equations or expressions. There were 9 incorrectly identified equations in total (out of 2,672). Mis-identifications were usually due to incorrect spacing in the equation – either too much space between characters in the equation or no space between the equation and subsequent text. A few students used the letter x to denote multiplication, which was read by the system as the variable x.

It is possible to convert the m-rater evaluations of the individual equations and expressions contained in a response into features. This is done by automatically extracting the equations and expressions and using m-rater to match each one to an element in the scoring rubric (also called concepts). These features encode a binary indicator of whether a particular concept is present or not in a response. Note that some concepts represent known or expected misconceptions in student responses. For example, the set of six binary features instantiated for each response to Item 2 are as follows: (i) has the equation been correctly transformed into standard form (rubric element 1); (ii) did the student answer a=2 (rubric element 2); (iii) did the student answer b=40 (rubric element 2); (iv) did the student answer c=195 (rubric element 2); (v) did the student find solution 1 (rubric element 3); (vi) did the student find solution 2 (rubric element 3).

### 3.3 Automatically scoring short texts for correctness

We use 4 approaches for automatically scoring short texts with mathematical expressions. The baseline system (LinReg<sub>m</sub>) is an ordinary Linear Regression on the math features automatically extracted from m-rater evaluations and does not include any textual context. System 2 (SVR<sub>cswe</sub>) is a feature-based Support Vector Regressor (SVR) that encodes (1) key words and phrases (in the form of word ngrams); (2) character-ngrams as well as (3) key syntactic relationships in the text as binary features. Note that system 2 does not take any explicit math features into account, and the mathematical expressions are assumed to be captured through character level features. System 3 (SVR<sub>mswe</sub>) is a feature-based SVR taking into account both textual context (through word-ngrams and syntactic dependencies) as well as explicit math features, but no character-level ngrams. Our final system is a recurrent neural network (RNN) system. The RNN model uses pre-trained word embeddings encoded by a bidirectional gated recurrent unit (GRU). The hidden states of the GRU are aggregated by a max pooling mechanism (Shen et al., 2018). The output of the encoder is aggregated in a fully-connected feedforward layer with sigmoid activation to predict the score of the response. This architecture has achieved state-of-the-art performance on the ASAP-SAS benchmark dataset (Riordan et al., 2019). Additional information about steps to replicate the system can be found in the Appendix.

### 4 Experiments

We conduct a set of experiments to answer the following research questions:

1. How important is textual context for responses involving mathematical expressions with respect to automated scoring? (Comparing Exp 0 and Exp 1)
2. Do character level features capture mathematical expressions? (Exp 0)
3. Can explainability be included in scoring models without severely compromising accuracy? (Comparing Exp 0 to Exp 1–3)

For our baseline experiment (Exp 0), student responses are taken with all equations and expressions converted to plain text. For this experiment,
Table 2: Quadratically-weighted kappa results for Exp 0 (plain text, no expression replacement)

<table>
<thead>
<tr>
<th>System</th>
<th>Item 1</th>
<th>Item 2</th>
<th>Item 3</th>
</tr>
</thead>
<tbody>
<tr>
<td>LinRegm</td>
<td>0.506</td>
<td>0.457</td>
<td>0.587</td>
</tr>
<tr>
<td>SVRcsw</td>
<td>0.870</td>
<td>0.789</td>
<td>0.933</td>
</tr>
<tr>
<td>SVRmsw</td>
<td>0.897</td>
<td>0.797</td>
<td>0.935</td>
</tr>
<tr>
<td>Word RNN</td>
<td>0.887</td>
<td>0.835</td>
<td>0.923</td>
</tr>
</tbody>
</table>

Table 3: Quadratically-weighted kappa results for explainability experiments

<table>
<thead>
<tr>
<th>System</th>
<th>Exp 1</th>
<th>Exp 2</th>
<th>Exp 3</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Item 1</td>
<td>Item 2</td>
<td>Item 3</td>
</tr>
<tr>
<td>SVRcsw</td>
<td>0.888</td>
<td>0.783</td>
<td>0.897</td>
</tr>
<tr>
<td>SVRmsw</td>
<td>0.788</td>
<td>0.593</td>
<td>0.664</td>
</tr>
<tr>
<td>Word RNN</td>
<td>0.767</td>
<td>0.649</td>
<td>0.725</td>
</tr>
</tbody>
</table>

5 Results

Table 2 gives the results of all models used for the baseline experiment where all responses are converted to plain text. Even without pre-processing the mathematical expressions, textual context is very important, as we see by the poor performance of the Linear Regression model on purely mathematical features (LinReg). It can also be seen that character level features, while partially capturing mathematical expressions, do not perform as well as the SVR model with explicit math features (comparing SVRcsw to SVRmsw). The difference, however, is not statistically significant for any item (details given in Appendix A.3). Another interesting result is that the RNN model without character level OR explicit math information performs well, being a close second to the SVRmsw model and the differences between them are not statistically significant.

Table 3 gives the results for the explainability experiments i.e. Exp 1 to 3 where mathematical expressions and equations were pre-identified and replaced in the response text. Comparing these with the results for the experiment on the original text responses (Table 2), it can be seen that the replacement that includes the mappings to rubric concepts (Exp 3) not only increases explainability but is also competitive in performance to models with explicit math features but no expression replacement (outperforming them on Item 1). Models SVRcsw and WordRNN are not significantly different on any item for any of the 3 explainability experiments (Exp 1 to 3).

Coming back to our original research questions:

1. How important is textual context for responses
involving mathematical expressions with respect to automated scoring?

Context is important for automatically scoring responses that integrate text and algebraic information. Evaluating the mathematical expressions alone does not perform well (Exp 0). Additionally, Exp 1 has no context for the mathematical expressions, and we see lower results for the system that still includes mathematical information as independent features, but out of context (SVR msw), compared to systems that encode the mathematical information in some way in context.

2. Do character level features capture mathematical expressions?

Character level features certainly do capture a large portion of mathematical expressions. We see that in the Exp 0 results, where there is no interpretation of the mathematical expressions, that systems perform almost as well as the systems that do explicit interpretation.

3. Can explainability be included in scoring models without severely compromising accuracy?

Yes, we can include model interpretability without compromising scoring accuracy. The differences between the best models from Exp 0 and Exp 3 ranged from -0.004 to +0.041. By explicitly linking aspects of the rubric to each response, we yield interpretable models that perform comparably to systems without this interpretative layer. Although the overall results are lower, they are not statistically significantly lower.

6 Conclusion

To summarize, this work presented a hybrid scoring model using a deterministic system for evaluating the correctness (or partial correctness) of mathematical equations, in combination with text-based automated scoring systems for evaluating the appropriateness of the textual explanation of a response.

We contribute the following:

1. Systems that produce extremely high agreement between an automated system and human raters for the task of automatically scoring items that elicit both textual and algebraic components

2. A method for linking rubric information to the automated scoring system, resulting in an more interpretable model than one based purely on the raw response
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A.1 Scoring Rubric for Item 2

- 1 pt. for writing the equation as \(2x^2 - 40x + 195 = 0\) or \(-2x^2 + 40x - 195 = 0\). It’s acceptable to just write the expression \(2x^2 - 40x + 195 = 0\) or \(-2x^2 + 40x - 195 = 0\). It’s also acceptable to say something like “Move 195 to the other side of the equation” if they find the correct values for \(a, b,\) and \(c\) (with correct signs).

- 1 pt. for determining the values of \(a, b,\) and \(c\). \(a = 2, b = 40, c = 195\) OR \(a = 2, b = 40, c = 195\) 0 pts. if they mix the values up (e.g., \(a = 2, b = 40, c = 195\)). 1 pt. if they implicitly complete this step by correctly substituting the correct values for \(a, b,\) and \(c\) into the quadratic formula in the next step.

- 1 pt. for substituting the values of \(a, b,\) and \(c\) into the quadratic formula and obtaining two solutions. Students do not need to simplify the answers. Students can write any equivalent expressions for the two values of \(x\), including \(x = \frac{40+\sqrt{40^2-4\times2\times195}}{2\times2}\) and \(x = \frac{40-\sqrt{40^2-4\times2\times195}}{2\times2}\) OR \(x = \frac{-40+\sqrt{40^2-4\times2\times195}}{2\times2}\) and \(x = \frac{-40-\sqrt{40^2-4\times2\times195}}{2\times2}\). It’s also acceptable for students to write \(x = \frac{40+\sqrt{40^2-4\times2\times195}}{2\times2}\) to mean both solutions. Or students may write that the two values of \(x\) are \(x = 11.5811\ldots\) and \(x = 8.4188\ldots\), correct to at least one decimal place, provided they arrive at these numbers through the quadratic formula and not by solving the equation numerically.

- Max 2/3 for finding one correct solution.

- Max 2/3 for writing the two correct solutions with no explanation of where the values of \(a, b,\) and \(c\) come from.

- 1/3 if the student provides an outline of the solution without actually carrying out any of the steps.

A.2 Additional information for training the RNN model

The text is preprocessed with the spaCy tokenizer with some minor postprocessing to correct tokenization mistakes on noisy data. On conversion to tensors, responses are padded to the same length in a batch; these padding tokens are masked out during model training. Prior to training, responses are scaled to \([0, 1]\) to form the input to the networks. The scaled scores are converted back to their original range for evaluation. Word tokens are embedded with GloVe 100 dimension vectors and fine-tuned during training. Word tokens not in the embeddings vocabulary are each assigned a unique randomly initialized vector. The GRUs were 1 layer with a hidden state of size 250. The network was trained with mean squared error loss. We optimized the network with RMSProp with hyperparameters set as follows: learning rate of 0.001, batch size of 32, and gradient clipping set to 10.0. An exponential moving average of the model’s weights is used during training (Adhikari et al., 2019).

A.3 Additional details on significance testing of results

Although nested cross-validation gives a fairly unbiased estimate of true error as shown by Varma and Simon (2006), we performed statistical significance testing to pair-wise compare 4 models for Exp 0: no expression replacement and 2 models for Exp 3: expressions replaced with incorrect/correct along with concept numbers.

Friedman’s test as suggested by Demšar (2006) is run to compare 6 models (corresponding to treatments) across multiple repeated measures (10 folds) for each item individually. Note that such a setup of comparing multiple models across 10 folds on a dataset has to be regarded as non-independent data as even though the test folds will be distinct, the training data for each fold may partially overlap. Hence Friedman’s test is appropriate here to
Table 4: Pair-wise Comparisons of Models with fraction of datasets with significant difference between models

<table>
<thead>
<tr>
<th></th>
<th>0_SVR_{csw}</th>
<th>0_SVR_{msw}</th>
<th>0_WordRNN</th>
<th>3_SVR_{csw}</th>
<th>3_WordRNN</th>
</tr>
</thead>
<tbody>
<tr>
<td>0_LinReg_{m}</td>
<td>1 / 3</td>
<td>2 / 3</td>
<td>3 / 3</td>
<td>1 / 3</td>
<td>2 / 3</td>
</tr>
<tr>
<td>0_SVR_{csw}</td>
<td>-</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>0_SVR_{msw}</td>
<td>-</td>
<td>-</td>
<td>0</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>0_WordRNN</td>
<td>-</td>
<td>1 / 3</td>
<td>0</td>
<td>-</td>
<td>0</td>
</tr>
<tr>
<td>3_SVR_{csw}</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>0</td>
<td>0</td>
</tr>
</tbody>
</table>

test whether any pair of models are statistically different.

Following Friedman’s test, we do pair-wise post-hoc testing through Nemenyi’s test (Nemenyi, 1963). Note that this testing is per-item and we report the fraction of times the differences were significant in table 4.
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Abstract
This paper reports on whether transfer learning can improve the prediction of the difficulty and response time parameters for \(\approx 18,000\) multiple-choice questions from a high-stakes medical exam. The type of the signal that best predicts difficulty and response time is also explored, both in terms of representation abstraction and item component used as input (e.g., whole item, answer options only, etc.). The results indicate that, for our sample, transfer learning can improve the prediction of item difficulty when response time is used as an auxiliary task but not the other way around. In addition, difficulty was best predicted using signal from the item stem (the description of the clinical case), while all parts of the item were important for predicting the response time.

1 Introduction
The questions on standardized exams need to meet certain criteria for the exam to be considered fair and valid. For example, it is often desirable to collect measurement information across a range of examinee proficiencies but this requires that question difficulties span a similar range. Another consideration is the time required to answer each question: allocating too little time makes the exam speeded whereas allocating too much time makes it inefficient. Typically, difficulty and response time measures are needed before new questions can be used for scoring. Currently, these measures are obtained by presenting new questions alongside scored items on real exams; however, this process is time consuming and costly. To address this challenge, there is an emerging interest in predicting item parameters based on item text (Section 2). The goal of this application is to filter out items that should not be embedded in live exams—even as unscored items—because of their low probability of having the desired characteristics.

In practice, there may be situations where data are available for one item parameter but not for another. For example, when a pen-and-paper test is being migrated to a computer-based test, response time measures to individual questions will not be among the historical pen-and-paper data whereas item difficulty measures will be. In this scenario, the only available response-time data would be those collected from the small sample of examinees who first piloted the computer-based test. Yet, since item characteristics like response time and difficulty are often related (e.g., more difficult items may require longer to solve), it is conceivable that information stored while learning to predict one parameter then could be used to improve the prediction of another. In this paper, we explore whether approaches from the field of transfer learning may be useful for improving item parameter modeling.

We hypothesize that transfer learning (TL) can improve the prediction of difficulty and response time parameters for a set of \(\approx 18,000\) multiple-choice questions (MCQs) from the United States Medical Licensing Examination (USMLE®). We present two sets of experiments, where learning to predict one parameter is used as an auxiliary task for the prediction of the other and vice versa. In addition to our interest in parameter modeling, we investigate the type of signal that best predicts difficulty and response time, which is done both in terms of exploring potential differences in the level of representation abstraction required to predict the two variables and in terms of the part of the item that contains information most relevant to each parameter. This is accomplished by extracting two levels of item representations, embeddings and encodings, from various parts of the MCQ (answer options only, question only, whole item). Predictions are compared to i) the predictions for each parameter without the use of an auxiliary task, and ii) a ZeroR baseline. The results from the transfer learning experiments show the usefulness and limitations of this approach for modeling item parameters with a view to practical scenarios where
we have more data for one parameter. The results for the source of the signal suggest item writing strategies that may be adopted to manipulate specific item parameters.

2 Related Work

The majority of work related to predicting question difficulty has been done in the field of language learning (Huang et al., 2017; Beinborn et al., 2015; Loukina et al., 2016). Some exceptions include estimating difficulty for automatically generated questions by measuring the semantic similarity between the a given question and its associated answer options (Alsubait et al., 2013; Ha and Yaneva, 2018; Kurdi et al., 2016) and measuring the difficulty and discrimination parameters of questions used in e-learning exams (Benedetto et al., 2020). With regards to medical MCQs, previous work has shown modest but statistically significant improvements in predicting difficulty using a combination of linguistic features and embeddings (Ha et al., 2019) as well as predicting the probability that an item meets the difficulty and discriminatory power criteria for use in live exams (Yaneva et al., 2020).

The literature on response time prediction is rather limited and comes mainly from the field of educational testing. The range of predictors that have been explored includes item presentation position (Parshall et al., 1994), item content category (Parshall et al., 1994; Smith, 2000), the presence of a figure (Smith, 2000; Swanson et al., 2001), and item difficulty and discrimination (Halkitis et al., 1996; Smith, 2000). The only text-related feature used in these studies was word count. A more recent study by Baldwin et al. (2020) modeled the response time of medical MCQs using a broad range of linguistic features and embeddings (similar to Yaneva et al. (2019)) and showed that the predicted response times can be used to improve fairness by reducing the time intensity variance of exam forms.

To the best of our knowledge, the use of transfer learning for predicting MCQ parameters has not yet been investigated. The next sections present an initial exploration of this approach for a sample of medical MCQs.

3 Data

The data consists of ≈ 18,000 MCQs from a high-stakes medical licensing exam. An example of an MCQ is presented in Table 1. Let \( \text{stem} \) denote the part of the question that contains the description of the clinical case and let \( \text{options} \) denote the possible answer choices. All items tested medical knowledge and were written by experienced item-writers following a set of guidelines stipulating adherence to a standard structure. All items were administered as (unscored) pretest items for six standard annual cycles between 2010 and 2015 and test-takers had no way of knowing which items were used for scoring and which were being pretested. All examinees were from accredited\(^1\) medical schools in the USA and Canada and were taking the exam for the first time.

Here, the difficulty of an item is defined by the proportion of its responses that are correct. In the educational testing community this metric is commonly referred to as \( P\text{-value} \). For example, a \( P\text{-value} \) of .67 means that the item was answered correctly by 67% of the examinees who saw that item. (Since greater \( P\text{-values} \) are associated with greater proportions of examinees responding correctly, \( P\text{-value} \) might be better described as a measure of item easiness than item difficulty.) Response Time is measured in seconds and represents the average amount of time it took all examinees who saw the item to answer it. The distribution of \( P\text{-values} \) and log Response Times for the data set is presented in Figure 1. The correlation between the two parameters for the set of items is .37.

4 Method

Three types of item text configurations were used as input: i) item stem, ii) item options, and iii) a combination of the stem and options (this combination was used both as a single vector and as two separate vectors). After preprocessing the raw text (tokenization, lemmatization and stopword removal), it was used to train an ELMo (Peters et al., 2018) model\(^2\). The model was trained with two

\(^1\)Accredited by the Liaison Committee on Medical Education (LCME).

\(^2\)Data pre-processing and feature extraction were implemented using the PyTorch and Allennlp libraries and the
A 55-year-old woman with small cell carcinoma of the lung is admitted to the hospital to undergo chemotherapy. Six days after treatment is started, she develops a temperature of 38°C (100.4°F). Physical examination shows no other abnormalities. Laboratory studies show a leukocyte count of 100/mm³ (5% segmented neutrophils and 95% lymphocytes). Which of the following is the most appropriate pharmacotherapy to increase this patient’s leukocyte count?

(A) Darbepoetin  (B) Dexamethasone  
(C) Filgrastim  (D) Interferon alfa  
(E) Interleukin-2 (IL-2)  (F) Leucovorin

Table 1: An example of a practice item

<table>
<thead>
<tr>
<th>ELMo types</th>
<th>Number of Parameters</th>
<th>Output Dimension</th>
<th>Parameters updating</th>
</tr>
</thead>
<tbody>
<tr>
<td>Small</td>
<td>13.6 million</td>
<td>128</td>
<td>Tuning</td>
</tr>
<tr>
<td>Middle</td>
<td>20.8 million</td>
<td>256</td>
<td>Tuning</td>
</tr>
<tr>
<td>Original</td>
<td>93.6 million</td>
<td>1024</td>
<td>Freezing</td>
</tr>
</tbody>
</table>

Table 2: ELMo architectures. Parameter tuning was performed for the Small and Middle models. When training the Original ELMo structure, the parameters were frozen (or not updated) because of the memory limitations (6GB) of our NVIDIA Tesla M60 GPU platform.

item parameter of interest (either P-value or Response Time). In this scenario, the target variable used in the training procedure was the same as the target variable in the prediction part. The second approach (Method 2) also used the pre-trained ELMo parameters as the initialization but these were updated when training on the auxiliary task. In other words, if the target variable in the prediction part was P-value, then the target variable in the training part was Response Time and vice-versa. Since we are also interested in understanding the effects of different levels of abstraction on parameter prediction (as captured by the embeddings and encodings), we used linear regression (LR) to predict the item characteristics using the extracted features as input. The training set, the validation set and the testing set consisted of 12,000 samples, 3,000 samples, and 3,000 samples, respectively.

5 Results and Discussion

The results for the experiments are presented in Table 3. As can be seen, the models achieved a slight but significant RMSE decrease compared to the ZeroR baseline. In addition, Method 2 significantly improved the prediction of the Response Time variable (when predicting P-value is used as an auxiliary task) but this was not the case the other way around (predicting P-value with Response Time as an auxiliary task). A possible explanation for this result is the fact that the models were much better at predicting the Response Time component.
Table 3: Results for P-value and Response Time using Method 1 (columns 3-4) and Method 2 (columns 5-6). The values represent the Root Mean Squared Error (RMSE) for each model obtained using linear regression. Values marked with * represent cases, where the use of Method 2 has resulted in a statistically significant improvement compared to Method 1 (95% Confidence Intervals). The best result in each column is marked in red.

<table>
<thead>
<tr>
<th>ELMo Item component</th>
<th>P-value (M1)</th>
<th>Resp. Time (M1)</th>
<th>P-value (M2)</th>
<th>Resp. Time (M2)</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Embed</td>
<td>Encod</td>
<td>Embed</td>
<td>Encod</td>
</tr>
<tr>
<td>Original Stem</td>
<td>23.60</td>
<td>23.32</td>
<td>0.31</td>
<td>0.33</td>
</tr>
<tr>
<td>Original Answer options</td>
<td>23.61</td>
<td>23.35</td>
<td>0.35</td>
<td>0.35</td>
</tr>
<tr>
<td>Original Full Item</td>
<td>23.55</td>
<td>23.43</td>
<td>0.31</td>
<td>0.33</td>
</tr>
<tr>
<td>Original Stem + Options</td>
<td>23.71</td>
<td>23.40</td>
<td>0.32</td>
<td>0.32</td>
</tr>
<tr>
<td>Average</td>
<td>23.61</td>
<td>23.38</td>
<td>0.32</td>
<td>0.33</td>
</tr>
<tr>
<td>Small Stem</td>
<td>23.74</td>
<td>23.67</td>
<td>0.31</td>
<td>0.30</td>
</tr>
<tr>
<td>Small Answer options</td>
<td>23.48</td>
<td>23.68</td>
<td>0.35</td>
<td>0.34</td>
</tr>
<tr>
<td>Small Full Item</td>
<td>27.64</td>
<td>NA</td>
<td>0.31</td>
<td>0.30</td>
</tr>
<tr>
<td>Small Stem + Options</td>
<td>23.71</td>
<td>23.71</td>
<td>0.30</td>
<td>0.29</td>
</tr>
<tr>
<td>Average</td>
<td>24.64</td>
<td>23.69</td>
<td>0.32</td>
<td>0.31</td>
</tr>
<tr>
<td>Middle Stem</td>
<td>23.54</td>
<td>23.73</td>
<td>0.31</td>
<td>0.30</td>
</tr>
<tr>
<td>Middle Answer options</td>
<td>24.90</td>
<td>23.74</td>
<td>0.35</td>
<td>0.35</td>
</tr>
<tr>
<td>Middle Full Item</td>
<td>23.45</td>
<td>23.65</td>
<td>0.30</td>
<td>0.30</td>
</tr>
<tr>
<td>Middle Stem + Options</td>
<td>24.76</td>
<td>23.95</td>
<td>0.31</td>
<td>0.30</td>
</tr>
<tr>
<td>Average</td>
<td>24.16</td>
<td>23.77</td>
<td>0.32</td>
<td>0.31</td>
</tr>
<tr>
<td>Total aver.</td>
<td>24.17</td>
<td>23.60</td>
<td>0.32</td>
<td>0.32</td>
</tr>
</tbody>
</table>

Table 3: Results for P-value and Response Time using Method 1 (columns 3-4) and Method 2 (columns 5-6). The values represent the Root Mean Squared Error (RMSE) for each model obtained using linear regression. Values marked with * represent cases, where the use of Method 2 has resulted in a statistically significant improvement compared to Method 1 (95% Confidence Intervals). The best result in each column is marked in red.

compared to the ZeroR baseline and this knowledge successfully transferred into improving the P-value prediction. The gains in predicting the P-value on the other hand were much more modest, which may explain why they did not contribute to the prediction of Response Time. Another possible explanation could be that P-values were highly skewed whereas Response Times were normally distributed. It could be that the normalized distribution of the Response Time variable facilitates learning of better representations compared to the skewed distribution of the P-value variable. A direction for future work is to test this by normalizing both distributions.

Not all parts of the item were equally important for predicting the two parameters. Signal from the stem alone provided the best results for the P-value variable in Method 1 (23.32) and when P-value was used as an auxiliary task for predicting Response Time (0.31) in Method 2 (i.e., adding information from the answer options did not improve the result). By contrast, signal from the full item outperformed other configurations when the Response Time was predicted using Method 1 (0.29) and when Response Time was used as an auxiliary task for predicting the P-value (23.04). Therefore, the stem contained signal that was most relevant to the P-value variable, while the Response Time was best predicted using information from the entire item. This suggests that deliberating between the different answer options and reading the stem all have effects on the Response Time. However, the difficulty of the clinical case presented in the stem seems to have a stronger relation to the P-value than the difficulty attributed to choosing between the answer options. Using the stem and options content as two predictors (Stem + Options) had no significant effects but, on average, provided slightly more accurate results than the single predictor (Full Item). Finally, no clear pattern emerged with regards to the predictive utility of using embeddings vs. encodings or the embedding dimensions and weight tuning produced by training the three ELMo models (Small, Middle and Original).

These results represent a first step towards the exploration of transfer learning for item parameter prediction and may have implications for both parameter modeling and item writing.

6 Conclusion

This study investigated the use of transfer learning for predicting difficulty and Response Times for clinical MCQs. Both parameters were predicted with a small but statistically significant improvement over ZeroR. This prediction was further improved for P-value by using transfer learning. It was also shown that the item stem contained signal that was most relevant to the P-value variable, while the Response Time was best predicted using information from the entire item.
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Abstract

Grammatical Error Correction (GEC) is concerned with correcting grammatical errors in written text. Current GEC systems, namely those leveraging statistical and neural machine translation, require large quantities of annotated training data, which can be expensive or impractical to obtain. This research compares techniques for generating synthetic data utilized by the two highest scoring submissions to the restricted and low-resource tracks in the BEA-2019 Shared Task on Grammatical Error Correction.

1 Introduction

Grammatical Error Correction (GEC) is the task of automatically correcting grammatical errors in written text. More recently, significant progress has been made, especially in English GEC, within the framework of statistical machine translation (SMT) and neural machine translation (NMT) approaches (Susanto et al., 2014; Yuan and Briscoe, 2016; Hoang et al., 2016; Chollampatt et al., 2016; Junczys-Dowmunt and Grundkiewicz, 2016; Mizumoto and Matsumoto, 2016; Jianshu et al., 2017; Chollampatt and Ng, 2018). The success of these approaches can be partially attributed to the availability of several large training sets.

In the most recent Building Educational Applications (BEA) 2019 Shared Task (Bryant et al., 2019), which continued the tradition of earlier GEC competitions (Dale et al., 2012; Ng et al., 2014), all of the 24 participating teams applied NMT and/or SMT approaches. One of the goals of BEA-2019 was to re-evaluate the field after a long hiatus, as recent GEC systems have become difficult to evaluate given a lack of standardised experimental settings: Although significant progress has been made since the end of the last CoNLL-2014 shared task, recent systems have been trained, tuned and tested on different combinations of metrics and corpora. The BEA-2019 Shared Task also introduced a new dataset that represents a diverse cross-section of English language levels and domains (Bryant et al., 2019), and separate evaluation tracks, namely the Restricted, Unrestricted and Low Resource tracks. The Unrestricted track allowed the use of any resources; the Restricted track limited the use of learner corpora to those that are publicly available, while the Low Resource track significantly limited the use of annotated data, to encourage development of systems that do not rely on large quantities of human-annotated data.

The two top scoring systems in the Restricted and Low Resource tracks, UEDIN-MS (Grundkiewicz et al., 2019) and Kakao&Brain (Choe et al., 2019), outperformed the other teams by a large margin in both tracks; furthermore, both systems made use of artificial data for training their NMT systems, but they generated artificial data in different ways. Interestingly, in the Restricted Track, both of the systems scored on par, while in the Low Resource Track Kakao&Brain exhibited a larger gap in performance (a drop of more than 10 points compared to the Restricted track) vs. 4 points for UEDIN-MS. While both teams used the same model architecture, transformer-based neural machine translation (NMT) (Vaswani et al., 2017), in addition to the differences in the data generation methods, the systems used different training scenarios, hyperparameter values, and training corpora of native data.

The goal of this paper is to compare the techniques for generating synthetic data used by the UEDIN-MS and Kakao&Brain systems. The method used in the UEDIN-MS system utilizes confusion sets generated by a spellchecker, while the Kakao&Brain method relies on learner patterns extracted from a small annotated sample and
on POS-based confusions. Henceforth, we refer to these as *Inverted Spellchecker* method and *Patterns+POS* method, respectively. To ensure a fair comparison of the methods, we control for the other variables, such as model choice, hyperparameters, and the choice of native data. We train NMT systems and evaluate our models on two learner corpora, the W&I+LOCNESS corpus introduced in BEA-2019, and the FCE corpus (Yannakoudakis et al., 2011). Using the automatic error type tool ERRANT (Bryant et al., 2017), we also show performance evaluation by error type on the two corpora.

The paper makes the following contributions: (1) we provide a fair comparison of two methods for generating synthetic parallel data for GEC, using two evaluation datasets; (2) we find that the two methods train different complementary systems and target different types of errors: while the Inverted Spellchecker approach is good at identifying spelling errors, the Patterns+POS approach is better at correcting errors relating to grammar, such as noun number, verb agreement, and verb tense; (3) overall, the Patterns+POS method exhibits stronger results, compared to the Inverted Spellchecker method in multiple training scenarios that include only synthetic parallel data, synthetic data augmented with in-domain learner data, and synthetic data augmented with out-of-domain learner data; (4) adding an off-the-shelf spellchecker is beneficial, and is especially helpful for the Patterns+POS approach.

In the next section, we discuss related work. Section 3 gives an overview of the W&I+LOCNESS and FCE learner datasets. Section 4 describes the error generation methods. Experiments are presented in section 5. Section 6 analyzes the results. Section 7 concludes the paper.

2 Related Work

**Progress in English GEC** Earlier GEC approaches focused on English as a Second Language Learners and made use of linear machine learning algorithms and developed classifiers for specific error types, such as articles, prepositions, or noun number (Gamon, 2010; Rozovskaya and Roth, 2010, 2014; Dahlmeier and Ng, 2012). The classifiers can be trained on native English data, learner data, or a combination thereof.

The CoNLL shared tasks on English grammar correction provided a first large annotated corpus of learner data for training (NUCLE, (Ng et al., 2014)), as well as two test sets. All the data was produced by learners of English studying at the National University of Singapore (majority of which were native speakers of Chinese). The statistical machine translation approach was shown to be successful in the CoNLL-2014 competition for the first time (Junczys-Dowmunt and Grundkiewicz, 2014). Since then, the state-of-the-art results on the CoNLL datasets were obtained using SMT and NMT approaches. The systems are typically trained on a combination of NUCLE and the English part of the Lang-8 corpus (Mizumoto et al., 2012), even though the latter is known to contain noise, as it is only partially corrected.

**Minimally-Supervised and Data-Augmented GEC** There has been a lot of work on generating synthetic training data for GEC. The approaches can be broken down into those that attempt to make use of additional resources (e.g. Wikipedia edits) or noisify correct English data via artificial errors. Boyd (2018) augmented training data with edits extracted from Wikipedia revision history in German. The edits were classified and only those relating to GEC were kept. Wikipedia edits are extracted from the revision history using Wiki Edits (Grundkiewicz and Junczys-Dowmunt, 2014). The contribution of the resulting edits is demonstrated using a multilayer convolutional encoder-decoder neural network model that we also use in this work. Mizumoto et al. (2011) extracted a Japanese learners corpus from the revision log of Lang-8 (about 1 million sentences) and implemented a character-based machine-translation model.

The other approach of generating parallel data creates artificial errors in well-formed native data. This approach was shown to be effective within the classification framework (Rozovskaya and Roth, 2011; Dahlmeier and Ng, 2011; Felice and Yuan, 2014).

3 The Learner Datasets

We make use of two publicly-available datasets of learner texts for evaluation – the W&I+LOCNESS and the FCE – described below.

The BEA-2019 Shared Task introduced a new parallel corpus designed to represent a wide range of English proficiency levels. The W&I+LOCNESS corpus consists of hand-annotated data drawn from two sources. The Cambridge English Write & Improve (W&I) data
comes from a web-based platform that provides feedback for non-native English students around the world to improve their writing. LOCNESS was compiled by researchers at the Centre for English Corpus Linguistics at the University of Louvain, and consists of essays written by native English students.

W&I+LOCNESS contains 3,700 texts, consisting of 43,169 sentences or 801,361 tokens. 34,308 sentences were made available for training and 4,384 for development.

To provide an additional benchmark for evaluation, we also evaluate on the test dataset from the FCE corpus (Yannakoudakis et al., 2011). The First Certificate in English (FCE) corpus is a subset of the Cambridge Learner Corpus (CLC) that contains 1,244 written answers to the FCE exam, which assesses English at an upper-intermediate level. FCE was originally annotated according to a different error type framework, but was re-annotated automatically using ERRANT for use in the shared task.

A breakdown of error types for the W&I+LOCNESS and FCE corpora can be seen in Table 1. The W&I+LOCNESS and the FCE datasets have a similar percentage of some of the most common errors: determiner, preposition, noun and noun number, verb, verb form, and verb tense. Two notable exceptions are punctuation errors (9.71% of all errors in the FCE corpus, and between 17.16% and 19.37% in the W&I+LOCNESS training and development data); and spelling errors; almost 10% of all errors in FCE, and between 3.74-5.05 in W&I+LOCNESS.

<table>
<thead>
<tr>
<th>Type</th>
<th>W&amp;E+LOCNESS Training</th>
<th>FCE (all)</th>
<th>Dev</th>
</tr>
</thead>
<tbody>
<tr>
<td>ADJ</td>
<td>1.36</td>
<td>1.52</td>
<td>1.48</td>
</tr>
<tr>
<td>ADJ:FORM</td>
<td>0.28</td>
<td>0.24</td>
<td>0.21</td>
</tr>
<tr>
<td>ADV</td>
<td>1.94</td>
<td>1.51</td>
<td>1.51</td>
</tr>
<tr>
<td>CONJ</td>
<td>0.67</td>
<td>0.51</td>
<td>0.58</td>
</tr>
<tr>
<td>CONTR</td>
<td>0.32</td>
<td>0.30</td>
<td>0.39</td>
</tr>
<tr>
<td>DET</td>
<td>10.86</td>
<td>11.25</td>
<td>10.43</td>
</tr>
<tr>
<td>MORPH</td>
<td>1.90</td>
<td>1.85</td>
<td>2.07</td>
</tr>
<tr>
<td>NOUN</td>
<td>4.57</td>
<td>4.36</td>
<td>4.30</td>
</tr>
<tr>
<td>NOUN:INFL</td>
<td>0.50</td>
<td>0.12</td>
<td>0.13</td>
</tr>
<tr>
<td>NOUN:NUM</td>
<td>3.34</td>
<td>4.05</td>
<td>3.29</td>
</tr>
<tr>
<td>NOUN:POSS</td>
<td>0.51</td>
<td>0.60</td>
<td>0.87</td>
</tr>
<tr>
<td>ORTH</td>
<td>2.94</td>
<td>4.77</td>
<td>4.61</td>
</tr>
<tr>
<td>OTHER</td>
<td>13.26</td>
<td>12.76</td>
<td>12.84</td>
</tr>
<tr>
<td>PART</td>
<td>0.29</td>
<td>0.84</td>
<td>0.79</td>
</tr>
<tr>
<td>PREP</td>
<td>11.21</td>
<td>9.79</td>
<td>9.70</td>
</tr>
<tr>
<td>PRON</td>
<td>3.51</td>
<td>2.64</td>
<td>2.33</td>
</tr>
<tr>
<td>PUNCT</td>
<td>9.71</td>
<td>17.16</td>
<td>19.37</td>
</tr>
<tr>
<td>SPELL</td>
<td>9.59</td>
<td>3.74</td>
<td>5.07</td>
</tr>
<tr>
<td>UNK</td>
<td>3.13</td>
<td>2.59</td>
<td>2.24</td>
</tr>
<tr>
<td>VERB</td>
<td>7.01</td>
<td>5.86</td>
<td>5.27</td>
</tr>
<tr>
<td>VERB:FORM</td>
<td>3.55</td>
<td>3.56</td>
<td>3.09</td>
</tr>
<tr>
<td>VERB:INFL</td>
<td>0.19</td>
<td>0.04</td>
<td>0.07</td>
</tr>
<tr>
<td>VERB:SV</td>
<td>1.52</td>
<td>2.23</td>
<td>1.94</td>
</tr>
<tr>
<td>VERB:TENSE</td>
<td>6.04</td>
<td>6.07</td>
<td>6.20</td>
</tr>
<tr>
<td>WO</td>
<td>1.82</td>
<td>1.64</td>
<td>1.25</td>
</tr>
<tr>
<td>Total Edits</td>
<td>52,671</td>
<td>63,683</td>
<td>7,632</td>
</tr>
</tbody>
</table>

Table 1: Error distributions by type.

In this section, we describe the two methods to generate synthetic parallel data for training.

4 Synthetic Data Generation Methods

4.1 The Inverted Spellchecker Method

The method for generating unsupervised parallel data utilized in the system submitted by the UEDIN-MS team is characterized by usage of confusion sets extracted from a spellchecker. This artificial data is then used to pre-train a Transformer sequence-to-sequence model.

Noising method overview

The Inverted Spellchecker method utilizes the Aspell spellchecker to generate a list of suggestions for a given word. Suggestions are sorted by weighted edit distance of the proposed word to the input word and the distance between their phonetic equivalents. The system then chooses the top 20 suggestions to act as the confusion set for the input word.

For each sentence, a number of words to change is determined based on the word error rate of the development data set. For each chosen word, one of the following operations is performed. With probability 0.7, the word is replaced with a word randomly chosen from the confusion set. With probability 0.1, the word is deleted. With probability 0.1, a random word is inserted. With probability 0.1, the word’s position is swapped with an adjacent word. Additionally, the above operations are performed at the character level for 10% of words to introduce spelling errors. It should be emphasized that although the Inverted Spellchecker method uses confusion sets from a spellchecker, the idea of the method is to generate synthetic noisy data for training a general-purpose GEC system to correct various grammatical errors.
Training specifics The UEDIN-MS system generated parallel artificial data by applying the Inverted Spellchecker method to 100 million sentences sampled from the WMT News Crawl corpus. This data was used to pre-train transformer models in both the Restricted track and the Low-Resource track; the models differed primarily in the data sets used for fine-tuning.

In the Restricted track, all of the available annotated data from FCE, Lang-8, NUCLE, and W&I+LOCNESS train was used for fine-tuning. In the Low-Resource track, a subset of the WikiEd corpus was used. The WikiEd corpus consists of 56 million parallel sentences automatically extracted from Wikipedia revisions. The hand-annotated W&I+LOCNESS training data was used as a seed corpus to select 2 million sentence pairs from the WikiEd corpus that best match the domain. These 2 million sentences were then used to fine-tune the models that were pre-trained on synthetic data.

4.2 The Patterns+POS Method

The Kakao&Brain system generates artificial data by introducing two noising scenarios: a token-based approach (patterns) and a type-based approach (POS). Similar to the UEDIN-MS system, artificial data is then used to pre-train a transformer model.

Noising method overview The method first uses a small learner sample from W&I+LOCNESS training data to extract error patterns, i.e. the edits that occurred and their frequency. Edit information is used to construct a dictionary of commonly-used edits. This dictionary is then used to generate noise by applying edits in reverse to grammatically correct sentences.

For any token in the native training data that is not found in the edit pattern dictionary, a type-based noising scenario is applied. In the type-based approach, noise is added based on parts-of-speech (POS). Here, only prepositions, nouns, and verbs are noisified, with probability 0.15 for an individual token, as follows: a noun may be replaced with its singular/plural version; a verb may be replaced with its morphological variant; a preposition may be replaced with another preposition.

Training specifics Artificial data for the Kakao&Brain system was generated by applying the Patterns+POS method to native English data from the Gutenberg dataset (Lahiri, 2014), the Tatoeba dataset1, and the WikiText-103 dataset (Merity et al., 2016). The final pre-training data set was a collection of 45 million sentence pairs, with the noising approach applied multiple times to each dataset (1x Gutenberg, 12x Tatoeba, and 5x WikiText-103) to approximately balance data from each source. In both the Restricted track and the Low Resource track, these 45 million sentence pairs were used to pre-train weights. The respective systems for these tracks primarily differed in the data sets then used for additional training. In the Restricted track, all of the available annotated data from FCE, Lang-8, NUCLE, W&I+LOCNESS train was used in the training step. In the Low Resource track, training was done on a subset of 3 thousand sentences sampled from the W&I+LOCNESS development data.

5 Experiments

To compare the Inverted Spellchecker and Patterns+POS noising methods, we present a series of experiments that should provide evidence for the efficacy of the noising methods separate from the implementation of the systems as a whole.

5.1 Experimental Setup

We implement the approach described in Chollampatt and Ng (2018), which is a neural machine translation approach that uses Convolutional Encoder-Decoder Neural Network architecture (CNN). More specifically, we train a CNN model with reranking. We use the same hyperparameters specified by the authors in the paper. The reranking is performed using edit operations (EO) and language model (LM) (see the paper for more detail). We present results for an ensemble of four models trained with different initializations; results are averaged. We additionally attempted an

---

1https://tatoeba.org/eng/downloads
approach using a transformer architecture, but in preliminary results it did not outperform the CNN. The language model (LM) is a 5-gram LM trained on the publicly available WMT News Crawl corpus (233 million sentences), using the KenLM toolkit (Heafield et al., 2013). We also use an off-the-shelf speller (Flor, 2012; Flor and Futagi, 2012) as a pre-processing step (prior to running the grammar correction system). We include results with and without the use of the speller.

Most of the experiments (except experiment 1, as shown below) are performed using 2 million sentences (50 million tokens) from the WMT News Crawl corpus. We use this data to create artificially noised source data with the noising techniques described above. For the Inverted Spellchecker method, we use the same error rate of 0.15 used by the authors in their original system (the error rate is chosen to simulate the error rate of the learner data). The same probabilities for word-level and character-level modifications are used as well (probability 0.7 to replace a token with another from the confusion set, and 0.1 each to delete, insert, or swap with an adjacent token). For the Patterns+POS method, we use a sample of 2,000 sentences from W&I+LOCNESS train for the token-based portion of the noising method. We also use the same error rates as the authors in their original system: probability 0.9 to apply an edit in reverse if it appears in the edit dictionary, and probability 0.10 to apply a POS-based noising scenario. For all models, the same 2,000 sentences from W&I+LOCNESS train are used to train the reranker.

All of the results are reported on the development section of the W&I+LOCNESS dataset and on the test section of the FCE corpus (the W&I+LOCNESS test data set has not been publicly released and the task participants were evaluated via CodaLab).

We address the following research questions:

• How do the two data generation methods compare on the FCE and W&I+LOCNESS evaluation datasets?
• How does the performance improve when the synthetically-generated parallel data is augmented with parallel learner data from in-domain and out-of-domain?
• How do the two methods perform on different error types?

Experiments vary by the sources of additional annotated learner data that were added to the artificially-generated data. Our goal in combining synthetic data with learner data is to evaluate to contribution of synthetic data (generated in different ways) in various scenarios with in-domain and out-domain learner data available. The additional learner training data comes from the publicly-available learner corpora of various sizes and various sources of data: the W&I+LOCNESS and the FCE training partitions (treated as in-domain for the respective evaluation datasets), the Lang-8 corpus (Mizumoto et al., 2012), and the NUCLE corpus from the CoNLL-2014 shared task (Dahlmeier et al., 2013) (both treated as out-of-domain for the two datasets). These learner corpora were also allowed for use in the Restricted track. Statistics for the amounts of data can be seen in Table 2.

The first experiment trains models on 50M tokens of artificial data generated by each noising method. The second experiment adds W&I+LOCNESS training data to the artificial data. Experiment 3 adds the FCE training set to the artificial data. In the fourth experiment, we add the entirety of the annotated training corpora (FCE, Lang-8, and NUCLE) consisting of 13.5 million tokens to the initial artificially-generated training set, excluding W&I+LOCNESS training dataset. Finally, the fifth experiment modifies the fourth by also including the W&I+LOCNESS training dataset.

Experiment 1: Artificial data only For the first experiment, only artificial data generated by either respective noising method is used to train models. The results can be viewed in Table 3.

Two observations can be made here. First, without adding the spellchecker, the Patterns+POS outperforms the Inverted Spellchecker method by more than 2 points on the W&I+LOCNESS corpus; however, on the FCE dataset, the Inverted Spellchecker method is superior (6 point difference). Since the Patterns+POS method uses data from W&I+LOCNESS train to generate a token edit dictionary, this may explain the relatively improved results of this method on in-domain W&I+LOCNESS evaluation data. To explore this hypothesis, we analyze these models’ performance with respect to ERRANT error types in Section 6.

We also note that, when a spellchecker is added, performance is improved substantially for the Patterns+POS methods (5 and 7 points, respectively, on W&I+LOCNESS and FCE datasets). In con-
Table 3: Experiment 1 results: Ensemble of 4 models trained on 50 million tokens of artificial data and tuned with a sample of 2 thousand sentences from W&I+LOCNESS train (*speller applied during pre-processing).

<table>
<thead>
<tr>
<th>Noising method</th>
<th>W&amp;I+L dev</th>
<th>FCE test</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>P R F0.5</td>
<td>P R F0.5</td>
</tr>
<tr>
<td>Inverted Spellchecker</td>
<td>30.55</td>
<td>10.71</td>
</tr>
<tr>
<td>Patterns+POS</td>
<td>33.93</td>
<td>12.24</td>
</tr>
<tr>
<td>Inverted Spellchecker*</td>
<td>30.12</td>
<td>11.85</td>
</tr>
<tr>
<td>Patterns+POS*</td>
<td>37.04</td>
<td>16.77</td>
</tr>
</tbody>
</table>

Table 4: Experiment 1 results continued: Ensemble of 4 models trained on 500 million tokens of artificial data (*speller applied during pre-processing).

<table>
<thead>
<tr>
<th>Noising method</th>
<th>W&amp;I+L dev</th>
<th>FCE test</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>P R F0.5</td>
<td>P R F0.5</td>
</tr>
<tr>
<td>Inverted Spellchecker</td>
<td>32.78</td>
<td>15.68</td>
</tr>
<tr>
<td>Patterns+POS</td>
<td>41.56</td>
<td>15.41</td>
</tr>
<tr>
<td>Inverted Spellchecker*</td>
<td>31.30</td>
<td>16.24</td>
</tr>
<tr>
<td>Patterns+POS*</td>
<td>42.96</td>
<td>20.00</td>
</tr>
</tbody>
</table>

Table 5: Experiment 2 results: Ensemble of 4 models trained on 50 million tokens of artificial data with 600,000 tokens from W&I+LOCNESS train added (*speller applied during pre-processing).

<table>
<thead>
<tr>
<th>Noising method</th>
<th>W&amp;I+L dev</th>
<th>FCE test</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>P R F0.5</td>
<td>P R F0.5</td>
</tr>
<tr>
<td>Inverted Spellchecker</td>
<td>39.63</td>
<td>19.50</td>
</tr>
<tr>
<td>Patterns+POS</td>
<td>42.57</td>
<td>22.07</td>
</tr>
<tr>
<td>Inverted Spellchecker*</td>
<td>38.45</td>
<td>20.71</td>
</tr>
<tr>
<td>Patterns+POS*</td>
<td>43.42</td>
<td>26.51</td>
</tr>
</tbody>
</table>

Table 6: Experiment 3 results: Ensemble of 4 models trained on 50 million tokens of artificial data with 450,000 tokens from FCE train added (*speller applied during pre-processing).

<table>
<thead>
<tr>
<th>Noising method</th>
<th>W&amp;I+L dev</th>
<th>FCE test</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>P R F0.5</td>
<td>P R F0.5</td>
</tr>
<tr>
<td>Inverted Spellchecker</td>
<td>44.80</td>
<td>22.97</td>
</tr>
<tr>
<td>Patterns+POS</td>
<td>46.36</td>
<td>25.06</td>
</tr>
<tr>
<td>Inverted Spellchecker*</td>
<td>42.65</td>
<td>23.64</td>
</tr>
<tr>
<td>Patterns+POS*</td>
<td>45.78</td>
<td>28.13</td>
</tr>
</tbody>
</table>

Table 7: Experiment 4 results: Ensemble of 4 models trained on 50 million tokens of artificial data with 13.5 million tokens from FCE train, Lang-8, and NUCLE (*speller applied during pre-processing).
Table 8: Experiment 5 results: Ensemble of 4 models trained on 50 million tokens of artificial data with 14 million tokens of additional annotated data from W&I+LOCNESS, FCE train, Lang-8, and NUCLE (*speller applied during pre-processing).

<table>
<thead>
<tr>
<th></th>
<th>W&amp;I+L dev</th>
<th>FCE test</th>
</tr>
</thead>
<tbody>
<tr>
<td>Noising method</td>
<td>P</td>
<td>R</td>
</tr>
<tr>
<td>Inverted Spellchecker</td>
<td>46.76</td>
<td>26.34</td>
</tr>
<tr>
<td>Patterns+POS</td>
<td>48.35</td>
<td>28.01</td>
</tr>
<tr>
<td>Inverted Spellchecker*</td>
<td>44.75</td>
<td>27.42</td>
</tr>
<tr>
<td>Patterns+POS*</td>
<td>47.68</td>
<td>31.03</td>
</tr>
</tbody>
</table>

In contrast, the Inverted Spellchecker method benefits by less than one point and by 2 points on the respective evaluation sets.

To gauge the effect of using a larger synthetic data set, we repeat experiment 1 with 500M tokens of synthetic data (approximately 20M sentences). Results can be viewed in Table 4. We note that the gap between the two methods increases by about 2 points on W&I+LOCNESS, with Patterns+POS outperforming the Inverted Spellchecker. Further, the Patterns+POS now also outperforms the Inverted Spellchecker method on FCE by 4 points (with a spellchecker added). It is worth noting that although both methods use 2,000 training sentences from W&I+LOCNESS for tuning, the Patterns+POS method also uses the 2,000 sentences to generate patterns, which seems to benefit more the W&I+LOCNESS data, compared to the FCE data.

Experiment 2: Adding W&I+LOCNESS training data In this experiment, W&I+LOCNESS training data (with the exception of 2,000 tokens used to train the reranker) is added to the 50 million native data. The results can be viewed in Table 5.

The addition of annotated learner data to the training impacts the performance of each noising method similarly, showing a significantly larger improvement evaluated on the in-domain W&I+LOCNESS dataset, compared to results of experiment 1. Both methods improve by almost 10 points, with and without a spellchecker is added. Further, although both methods make use of the in-domain training data, the Patterns+POS approach still outperforms the Inverted Spellchecker method. This suggests that the generated synthetic errors provide additional knowledge to the model that is not present in the learner parallel data.

Interestingly, on FCE, Patterns+POS shows a similar jump in performance compared to experiment 1, while improvements are more modest for the Inverted Spellchecker method. Overall, comparing the best results on FCE that include the spellchecker, the Inverted Spellchecker improves by 2 points, while the Patterns+POS method improves by 8 points.

Overall, adding in-domain training data for W&I+LOCNESS benefits the W&I+LOCNESS more than the FCE test set, and helps both synthetic data methods. Improvements are smaller when a spellchecker is added; the smallest improvements are attained on the FCE dataset. The Patterns+POS method is superior on both datasets.

Experiment 3: FCE training data added In this experiment, FCE training data is added to the 50 million artificial tokens for training. The results can be viewed in Table 6.

Compared to the addition of W&I+LOCNESS data in experiment 2, the addition of FCE data results in a larger improvement when evaluated on FCE test: 6 and 10 points (with a spellchecker added) for the Inverted SpellChecker and Patterns+POS, respectively. Improvements are modest on the W&I+LOCNESS dataset and very similar for the two methods (3-4 points). Here, as before, the Patterns+POS method outperforms the Inverted Spellchecker method on the W&I+LOCNESS dataset, and on FCE when the spellchecker is applied. In general, it can be seen that the Patterns+POS methods takes advantage of the 2,000 training sentences to a greater extent than the Inverted Spellchecker method. As a result, the Patterns+POS method is always superior on the in-domain W&I+LOCNESS data. However, the addition of a spellchecker is extremely helpful and substantially improves the performance of the method also on out-of-domain FCE data.

Experiment 4: Out-of-domain annotated training data added In experiment 4, all annotated data, with the exception of W&I+LOCNESS, is added. This experiment considers the effect of...
out-of-domain learner data (out-of-domain relative to the W&I+LOCNESS dataset). Results are in Table 7. Even though all of the datasets include ESL data and most of them contain student essays, we consider these data sets out-of-domain relative to the W&I+LOCNESS set since they contain texts written on a different set of topics and by learners of different proficiency levels.

Significant improvements over the previous experiments can be observed, due to the volume of additional data added. The Inverted Spellchecker method improves by 15 points on W&I+LOCNESS dev and 17 points on FCE test, compared to only using artificial data. The Patterns+POS method improves by 15 points on W&I+LOCNESS and 12 points on FCE test. We observe that the two methods are very close on FCE, while the Patterns+POS method still outperforms the Inverted Spellchecker method on W&I+Locness (by 2 and 4 points with and without the spellchecker added, respectively). This is interesting and suggests that the Patterns+POS method is especially useful when there is no in-domain training data available, even though large amounts of out-of-domain learner data are available. It should also be noted that adding a spellchecker does not improve Inverted Spellchecker models, while it is still useful for the Patterns+POS models.

**Experiment 5: All annotated training data added** In experiment 5, all available annotated data including the W&I+LOCNESS training data (approximately 14 million tokens) is added to the artificially generated data. Results can be viewed in Table 8. This model produces the best results on the W&I+LOCNESS data, improving by 3 points compared to experiment 4, while on the FCE dataset there is no additional improvement. The two methods perform similarly on the FCE test, and the Patterns+POS method outperforms the Inverted Spellchecker method on W&I+LOCNESS data.

### 6 Discussion and Error Analysis

Results in the previous section indicate that the Patterns+POS method outperforms the Inverted Spellchecker method on W&I+LOCNESS, both when used on its own, and when additional learner training data is available, with and without a spellchecker. On the FCE dataset, the Patterns+POS method is superior only when a spellchecker is added. In general, the Patterns+POS method benefits more from the addition of a spellchecker in all experiments. Adding an off-the-shelf spellchecker to a GEC system is a common pre-processing step: a spellchecker is developed to specifically target spelling errors, so a GEC system, which is typically more complex, can focus on other language misuse. The greater gap in performance between the methods on W&I+LOCNESS, compared to FCE, can be attributed to the utilization of in-domain data as part of the Patterns+POS noising approach.

**Evaluation by Error Type** To examine the discrepancies in performance between the two noising methods across the two evaluation datasets, we present an evaluation of performance by ERRANT error type. Type-based evaluation results for the top 10 most common error types for each respective evaluation dataset can be seen in Tables 9 and 10 (note that these results do not include the off-the-shelf spellchecker). The Inverted Spellchecker method significantly outperforms the Patterns+POS method on spelling errors on both datasets. As spelling errors make up approximately 10% of errors in the FCE test set (double the relative frequency of spelling errors in W&I+LOCNESS), this may explain the improved performance of the Inverted Spellchecker method when evaluated on FCE, compared to its own performance on W&I+LOCNESS.

In contrast, the Patterns+POS method outperforms the Inverted Spellchecker method on verb tense errors and noun number errors. This makes sense, since the POS-based confusion sets produce errors that reflect misuse of these grammatical categories. On the most common and notoriously difficult errors – articles and prepositions – the two methods exhibit similar performance. Finally, the Patterns+POS method outperforms the Inverted Spellchecker method by 25 points on punctuation errors on the W&I+LOCNESS data, but is outperformed by 2 points on FCE. This may be due to the fact that the Patterns+POS method utilizes in-domain data as part of its noising process.

**Comparison with BEA-2019 results** The highest score achieved on W&I+LOCNESS data is F0.5 43.49 (experiment 5), obtained by the Patterns+POS method with all of the annotated data added to training, combined with the spellchecker (see Table 8). The model that only uses 2,000 sentences for reranking and to generate the patterns table (experiment 1, Table 3) obtains a score of 28.06 on W&I+LOCNESS and 30.98 on
Table 9: Type-based results on experiment 1 (50M tokens artificial data only) on W&I+LOCNESS Dev.

Table 10: Type-based results on experiment 1 (50M tokens artificial data only) on FCE test.

FCE. Choe et al. (2019) report results of 53.00 and 52.79, respectively, which is likely due to the difference in amount of artificial data utilized. The UEDIN-MS system used the Inverted Spellchecker method to generate 100 million sentences of artificial data, while the Kakao&BRAIN system used the Pattern+POS method to generate 45 million sentences, while we used 2 million native sentences. We note, however, that our experiments using larger training sets (20 million sentences, shown in Table 4) suggest that our findings carry over to models trained on larger datasets.

7 Conclusions and Future Work

In this paper, we conduct a fair comparison of two methods for generating synthetic parallel data for grammatical error correction – using spellchecker-based confusion sets and using learner patterns and POS-based confusions. Our models are evaluated on two benchmark GEC English learner datasets. We show that the methods are better suited for different types of language misuse. In general, the Patterns+POS methods demonstrated stronger performance than the Inverted Spellchecker methods.

For future work, we will investigate how these noising approaches complement each other. This can be done by training models on a mixture of synthetic data generated from both approaches independently, or by utilizing a hybrid noising method that combines the character-level perturbation method of the Inverted Spellchecker method with the Pattern+POS method in order to generate additional artificial spelling errors. We will also perform experiments with larger training sets. It would also be interesting to examine how these noising scenarios perform for languages other than English.
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