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Abstract
Deep reinforcement learning is a promising approach to training a dialog manager, but current methods struggle with the large state and action spaces of multi-domain dialog systems. Building upon Deep Q-learning from Demonstrations (DQfD), an algorithm that scores highly in difficult Atari games, we leverage dialog data to guide the agent to successfully respond to a user’s requests. We make progressively fewer assumptions about the data needed, using labeled, reduced-labeled, and even unlabeled data to train expert demonstrators. We introduce Reinforced Fine-tune Learning, an extension to DQfD, enabling us to overcome the domain gap between the datasets and the environment. Experiments in a challenging multi-domain dialog system framework validate our approaches, and get high success rates even when trained on out-of-domain data.

1 Introduction
The dialog manager (DM) is the brain of a task-oriented dialog system. Given the information it has received or gleaned from a user, it decides how to respond. Typically, this module is composed of an extensive set of hand-crafted rules covering the decision tree of a dialog (Litman and Allen, 1987; Bos et al., 2003). To circumvent the high development cost of writing and maintaining these rules there have been efforts to automatically learn a dialog manager using reinforcement learning (RL; Walker 2000; Young et al. 2013). RL solves problems of optimal control – where past predictions affect future states – making it well-suited to dialog management, in which a misstep by the agent can throw the whole dialog off course. But using RL to train a dialog manager is not straightforward, and is often hindered by large dialog state spaces and sparse rewards (Gao et al., 2019).

Neural network-based deep RL (Mnih et al., 2015) mitigates the problem of large state spaces (Fatemi et al., 2016; Li et al., 2017) but it still struggles when the DM has to choose a response – or action – across multiple domains (e.g. hotel and flight booking). In addition, deep RL performs poorly without regular feedback – or reward – on the correctness of its decisions. In a dialog there is no obvious way to automatically quantify the appropriateness of each response, so RL training environments for dialog managers usually wait until conversation-end before assigning a reward based on whether the user’s task, or goal, was completed.

An established way to deal with these difficulties is to guide the dialog manager with expert demonstrations during RL training (Lipton et al., 2018; Gordon-Hall et al., 2020), a high-level illustration of which is shown in Figure 1. This approach, however, requires a rule-based oracle to provide a suitable system response given a dialog state, and does not exploit the knowledge contained in the growing number of dialog datasets (Budzianowski et al., 2018; Rastogi et al., 2019).

In this paper, we address two key-questions that arise when training RL dialog agents with expert
demonstrations: (i) Can we move away from rule-based experts and use weaker, cheaper demonstrations to guide the RL dialog manager? (ii) Can we exploit information gathered during RL training to improve the demonstrator and bridge the domain gap between dialog data and the RL environment?

To answer the first question, we explore three methods based on Deep Q-learning from Demonstrations (DQfD; Hester et al. 2017) that use trained experts derived from progressively weaker data. Our first and strongest expert is a Full Label Expert (FLE) trained on a labeled, in-domain dataset to predict the next system response. Second, we train a Reduced Label Expert (RLE) to predict the type of the next system response, but not its exact nature. Finally our third expert is a No Label Expert (NLE) that does not rely on any annotation at all, but is instead trained on unlabeled user utterance and agent response sentences. We show that all three experts can be used to successfully train RL agents, and two of them even allow us to train without expensive and often hard to come-by fully annotated in-domain dialog datasets.

We address our second key question – how to improve the experts during RL training – by presenting Reinforced Fine-tune Learning (RoFL), a fine-tuning algorithm inspired by Dataset Aggregation (DAgger; Ross et al. 2011). RoFL bridges the domain gap between dialog data and the RL environment by using the dialog transitions generated during training to update the expert’s weights, adapting the previously learned knowledge to the learning environment. Our experiments show that RoFL training improves demonstrations gathered from the employed experts, giving a boost in RL performance and hastening convergence.

2 Related Work

Our work is closely related to research in using expert demonstrations to guide reinforcement learning dialog managers. Lipton et al. (2018) “spike” the deep Q-network (DQN; Mnih et al. 2015) replay buffer with a few successful demonstrations from a rule-based dialog manager. Gordon-Hall et al. (2020) extend this approach and apply Deep Q-learning from Demonstrations (DQfD) to dialog, prefilling a portion of the buffer with expert transitions and encouraging the agent to imitate them by adding an auxiliary term to the DQN loss.

Demonstrations are not the only way to incorporate external expertise into the dialog manager. One alternative is to use supervised learning to train a neural network policy on an in-domain dialog dataset, and then fine-tune it with policy-gradient RL on a user-simulator (Su et al., 2016; Williams et al., 2017; Liu and Lane, 2017). Liu et al. (2018) fine-tune their RL policy on human rather than simulated users. Another, parallel, approach to RL-based DMs aims to increase the frequency of meaningful rewards. Takanobu et al. (2019) use inverse RL to learn a dense reward based on a dialog corpus, while Lu et al. (2019) decompose the task into subgoals that can be regularly assessed.

Weak demonstrations have been used outside of dialog system research to tackle RL environments with large state spaces and sparse rewards. Aytar et al. (2018) train an expert to imitate YouTube videos of people playing challenging Atari games and exceed human-level performance. Salimans and Chen (2018) beat their score on Montezuma’s Revenge using only a single human demonstration, resetting the environment to different states from the expert trajectory. However we believe our work is the first to explore the use of weak demonstrations for DQfD in a dialog environment.

RoFL, our proposed fine-tuning method, is inspired by DAgger (Ross et al., 2011), an iterative imitation learning algorithm that incorporates feedback from an expert to improve the performance of a policy. DAgger requires an on-line expert that can be queried at any time, and which bounds the policy’s performance. If the expert is suboptimal the policy will be too. Chang et al. (2015) lift this restriction, allowing the policy to explore the search space around expert trajectories, but their method (LOLS) does not incorporate RL policy updates as we do.

3 Background

Training a dialog manager – or agent – with reinforcement learning involves exposing it to an environment that assigns a reward to each of its actions. This environment consists of a database that the DM can query, and a user-simulator that mimics a human user trying to achieve a set of goals by talking to the agent. The more user goals the agent satisfies, the higher its reward. Given the current state \( s_t \) of the dialog, the agent chooses the next system action \( a_t \) according to a policy \( \pi \),

\[
    a_t = \pi(s_t),
\]

and receives a reward \( r_t \). The ex-
We will define a different auxiliary loss.

For each of our three experts \( \mathcal{L} \) depends on the expert used to provide demonstrations. For each of our three experts we will define a different auxiliary loss.

\[
\mathcal{L}(Q) = (y_t - Q(s_t, a_t; \theta))^2 \quad (4)
\]

where \( \theta' \) are the fixed parameters of a target network which are updated with the current network parameters \( \theta \) every \( \tau \) steps, a technique which improves the stability of DQN learning.

Deep Q-learning from Demonstrations (DQfD; Hester et al. 2017), an extension to DQN, uses expert demonstrations to guide the agent. DQfD, prefills a portion of the replay buffer with transitions generated by the expert. The agent learns to imitate these demonstrations by augmenting \( \mathcal{L}(Q) \) with an auxiliary loss term \( \mathcal{L}_{aux}(Q) \):

\[
\mathcal{L}_{DQfD}(Q) = \mathcal{L}(Q) + \mathcal{L}_{aux}(Q) \quad (5)
\]

4 Method

It has been shown that DQfD successfully trains a dialog manager when its demonstrations come from either a rule-based, or strong pre-trained expert (Gordon-Hall et al., 2020). To avoid writing rules, and to exploit the knowledge contained in external datasets, we expand on previous work and adapt DQfD for use with three progressively weaker and cheaper experts. Furthermore, we introduce our RoFL algorithm, describing how we fine-tune the expert during RL training.

**Full Label Expert** We define a Full Label Expert (FLE) as a classifier trained on a human-to-human in-domain dialog dataset to predict, given the conversation state, the next action. For such an expert, the action space of the dataset corresponds to the actions in the RL environment and, as a result, we can use the original DQfD large margin classification term as an auxiliary loss:

\[
\mathcal{L}_{aux}(Q) = \max_{a \in A} [Q(s, a) + \ell(a_E, a)] - Q(s, a_E) \quad (6)
\]

where \( a_E \) is the action the expert took in \( s \), and \( \ell(a_E, a) = 0 \) when the agent’s chosen action is the same as the action taken by the expert demonstrator, and a positive constant \( c \) otherwise:

\[
\ell(a_E, a) = \begin{cases} 
0, & \text{if } a = a_E \\
\frac{c}{2}, & \text{otherwise} 
\end{cases} \quad (7)
\]

This FLE approach is similar to the data-driven expert introduced by Gordon-Hall et al. (2020).

**Reduced Label Expert** A Full Label Expert is trained on fully-annotated in-domain data, but this is lacking for many domains, and is expensive to collect and label from scratch (Shah et al., 2018). However, although existing dialog datasets often differ in annotation, many share high-level system labels: inform and request. Inform actions denote that the system provides information; request actions that the system asks for it. A system utterance from a hotel-booking dataset, e.g. “The Le Grand Hotel costs $48 per night, how many nights do you want to stay?”, could be labelled: [hotel-inform-price, hotel-request-duration], while a sentence from a taxi-booking dataset, e.g. “Please let me know the dropoff location.”, could be annotated: taxi-request-dropoff. Although

Expected total reward of taking an action \( a \) in state \( s \) with respect to \( \pi \) is estimated by the Q-function:

\[
Q(s, a) = \mathbb{E}_\pi \left[ \sum_{k=0}^{T-t} \gamma^k r_{t+k} | s_t = s, a_t = a \right] \quad (1)
\]

\[
\pi^*(s) = \arg \max_{a \in A} Q^*(s, a) \quad (2)
\]

where \( T \) is the maximum number of turns in the dialog, \( t \) is the current turn, and \( \gamma \) is a discount factor. The policy is trained to find the optimal Q-function \( Q^*(s, a) \) with which the expected total reward at each state is maximized. \( \pi^*(s) \) is the optimal policy obtained by acting greedily in each state according to \( Q^* \) (Sutton and Barto, 2018).

Deep Q-network (DQN; Mnih et al. 2015) approximates \( Q(s, a) \) with a neural network. The agent generates dialogs by interacting with the environment, and stores state-action transitions \( s, a, r, s' \) in a replay buffer in the form \( (s_t, a_t, r_t, s_{t+1}) \). Rather than always acting according to its policy \( \pi \), an \( \epsilon \)-greedy strategy is employed in which the agent sometimes takes a random action according to an “exploration” parameter \( \epsilon \). Transitions aggregated in the replay buffer are sampled at regular intervals and used as training examples to update the current estimate of \( Q(s, a) \) via the loss:

\[
y_t = r_t + \gamma \max_{a'} Q(s_{t+1}, a'; \theta') \quad (3)
\]

\[
\mathcal{L}(Q) = (y_t - Q(s_t, a_t; \theta))^2 \quad (4)
\]

\[
\ell(a_E, a) = \begin{cases} 
0, & \text{if } a = a_E \\
\frac{c}{2}, & \text{otherwise} 
\end{cases} \quad (7)
\]

This FLE approach is similar to the data-driven expert introduced by Gordon-Hall et al. (2020).
the domain and type of information are different, all actions $\mathcal{A}$ in either dataset can be broadly partitioned into sets $A_{\text{reduced}} \subseteq \mathcal{A}$ according to whether they inform, request, or do both.

We introduce a Reduced Label Expert (RLE) to take advantage of this common annotation format across diverse datasets. The RLE is a multi-label classifier that predicts the high-level annotation set $A_{\text{reduced}}$ of the next system action given the list $s_{NL}$ of the last few utterances in the dialog. The RLE is trained on a dialog dataset stripped down to inform, request, and other (for all other actions) annotations. Its architecture is outlined in Figure 2. The previous user utterances are passed through a recurrent encoder, for example an RNN. The final hidden state of the encoder is then passed through a multi-label classifier which uses the sigmoid function to score each reduced label.

Once trained, we use the RLE to guide the dialog manager during DQfD training. First we divide all environment actions into reduced label sets. For example, the inform set would consist of the environment actions that pertain to providing information to the user. Unlike the FLE, the RLE does not predict exact actions, so we uniformly sample an environment action from the predicted reduced label set $a_E \sim A_{\text{reduced}}$ to use as an expert demonstration when prefilling the replay buffer. For example, if the RLE predicts request the expert might take the action request-hotel-price. In order to use the expert in network updates, we reformulate the $\ell$ term in the DQfD’s auxiliary loss to account for the expert’s reduced label prediction:

$$\ell(A_{\text{reduced}}, s_t) = \begin{cases} 0, & \text{if } \pi_\theta(s_t) \in A_{\text{reduced}} \\ c, & \text{otherwise} \end{cases}$$

(8)

The agent is penalized by a positive constant term $c$ if the action predicted by its current policy $\pi_\theta$ is not in the set of actions licensed by the RLE.

No Label Expert While the RLE enables the use of data not annotated for the target dialog environment, it still requires labeled dialog data. This raises the question: can we employ an expert that does not rely on annotations at all?

To address this challenge, we propose a No Label Expert (NLE) that uses an unannotated dialog dataset consisting of pairs of sentences $(s_u, s_a)$, representing user utterances and the corresponding agent responses. The goal of the NLE is to predict whether, for a given pair of sentences, $s_a$ is an appropriate response to $s_u$. In this regard, it resembles models used to predict textual inference (Bowman et al., 2015). The NLE architecture is outlined in Figure 3. The previous user utterance and a verbalized system response – generated by an NLG component – are consecutively passed through a sentence embedder. Their encodings are then concatenated and passed through a network which scores how appropriate the response is given the utterance.

The NLE is trained on unannotated human-to-human dialog datasets which are formatted into pairs of user utterances and agent responses. We treat these as positive instances, making the tacit assumption that in the data the agent’s reply is always relevant given a user utterance. As a result, the data lacks negative examples of irrelevant agent responses. This can be mitigated by artificially creating negative pairs $(s_u, s'_a)$ from the original data by pairing each user utterance $s_u$ with the predicted reduced label set $A_{\text{reduced}} = RLE(s_{NL})$

(9)
with random agent sentences $s_a'$, drawn uniformly from all agent responses that were not observed for the original $s_a$. Given such a dataset of positive and negative user-agent interactions, we train an NLE that learns to output 1 if a system response corresponds to the last user utterance, and 0 if it does not. Once trained, we use this NLE to guide the DQfD dialog manager.

When prefilling the replay buffer with expert demonstrations, we calculate the set $A_{nolabel}$ of all actions $a$ whose verbalization $s_a$ leads to an NLE output that exceeds a threshold $\rho$ when taken as a response to the last user utterance $s_u$. We then use a random action from this set $a_E \sim A_{nolabel}$ as the expert demonstration and place it in the replay buffer. We use a similar $\ell$ term in the auxiliary loss to the Reduced Label Expert, which penalizes the agent if the action $a$ predicted by its current policy is not in the set of actions licensed by the expert, i.e., if $a \notin A_{nolabel}$:

$$\ell(A_{nolbl}, s_t) = \begin{cases} 0, & \text{if } \pi_{\theta}(s_t) \in A_{nolbl} \\ c, & \text{otherwise} \end{cases}$$ (10)

$$A_{nolbl} = \{a \mid \text{NLE}([s_u; s_a]) > \rho\}$$ (11)

where $\rho$ is between 0 and 1 and $c$ is a positive constant penalty factor.

**Domain Adaptation through Fine-tuning** We train our experts on dialog datasets created by humans talking to humans. This data is necessarily drawn from a different distribution to the transition dynamics of an RL environment. In other words, there is a domain gap between the two.

We seek to narrow this gap by introducing **Reinforced Fine-tune Learning** (RoFL): For $d$ pre-training steps, transitions are generated according to a weak expert policy $\pi^\phi$, where the weak expert $\xi$ has parameters $\phi$. If a transition’s reward exceeds a threshold $th$, we treat it as in-domain data and add it to a buffer $D$. Every $\eta$ steps the expert is fine-tuned on the in-domain data gathered so far and its parameters are updated. At the end of pre-training the final fine-tuned expert’s weights are frozen and its policy is used to generate demonstration transitions for another $d$ steps. This ensures that the permanent, demonstration portion of the replay buffer is filled with transitions from the fine-tuned expert. RoFL is agnostic to the expert in question and we expect it to apply to each of our methods described above.

**Algorithm 1: Reinforced Fine-tune Learning**

**Inputs:** expert network $\xi$ with pre-trained parameters $\phi$, fine-tune interval $k$, a reward threshold $th$, number of pre-training steps $d$, target network update rate $\tau$, training interval $\eta$

**Initialize:** random Q-network weights $\theta$, random target network weights $\theta'$, replay buffer $B = \emptyset$, fine-tune data set $D = \emptyset$

for $t \in 1, 2, \ldots d$ do

1. Get conversational state $s_t$
2. Sample action from expert policy $a_E \sim \pi^\phi(s_t)$
3. Take action $a_E$ and observe $(s_{t+1}, r_t)$
4. $B \leftarrow B \cup (s_t, a_E, r_t, s_{t+1})$
5. if $r_t > th$ then $D \leftarrow D \cup (s_t, a_E)$
6. if $t$ mod $k = 0$ then $\phi \leftarrow \arg \min_{\phi'} \sum_{(s,a,E) \in D} a_E \log \xi_{\phi'}(s)$
7. if $t$ mod $\eta = 0$ then train()
end

for $t \in 1, 2, \ldots$ do

1. Get conversational state $s_t$
2. Sample action from behavior policy $a_t \sim \pi^\theta(s_t)$
3. Take action $a_t$ and observe $(s_{t+1}, r_t)$
4. $B \leftarrow B \cup (s_t, a_t, r_t, s_{t+1})$
5. if $t$ mod $\eta = 0$ then train()
end

Procedure train()

1. Sample transitions from $B$
2. Calculate loss $L(Q)$
3. Perform a gradient step to update $\theta$

**5 Experimental Setup**

We evaluate our weak experts in ConvLab (Lee et al., 2019), a multi-domain dialog framework based on the MultiWOZ dataset (Budzianowski et al., 2018). In ConvLab, the dialog manager’s task is to help a user plan and book a trip around a city, a problem that spans multiple domains ranging from recommending attractions for sightseeing, to booking transportation (taxi and train) and hotel accommodation.

ConvLab supports RL training with an environment that includes an agenda-based user-simulator (Schatzmann et al., 2007) and a database. The agent has a binary dialog state that encodes the task-relevant information that the environment has provided so far. This state has 392 elements yielding a state space of size $2^{392}$. In each state there are 300 actions that the DM can choose between, corresponding to different system responses when verbalized by the Natural Language Generation (NLG) module. These actions are composite and can consist of several individual informs and requests. For example, [attraction-inform-name,
attraction-request-area] is one action.

We train our DMs on the exact dialog-acts produced by the user-simulator, avoiding error propagation from a Natural Language Understanding (NLU) module. We use ConvLab’s default template-based NLG module to verbalize system actions when using the RLE and NLE.

First, we experiment with experts trained on the in-domain MultiWOZ dataset\(^1\). For the FLE we train on the full annotations; for the RLE we reduce the annotations to minimal inform, request, other labels; and for the NLE we only use the unannotated text. We also experiment with experts trained on out-of-domain (OOD) data. To this end, we combine two datasets: Microsoft E2E (Li et al., 2018) – 10,087 dialogs composed of movie, restaurant and taxi booking domains – and Maluuba Frames (El Asri et al., 2017) which is made up of 1,369 dialogs from the flight and hotel booking domains. While three of these domains are also in MultiWOZ, the specifics of the conversations are different.

Our Full Label Expert is a feedforward neural network (FFN) with one 150 dimensional hidden layer, ReLU activation function and 0.1 dropout which takes the current dialog state as input. The Reduced Label Expert uses the last utterance in the conversation as context, which is embedded with 300 dimensional pre-trained GloVe embeddings (Pennington et al., 2014), then passed through a uni-directional 128 dimensional hidden layer GRU (Cho et al., 2014) from which the last hidden state is used to make a multi-label prediction. Finally, our No Label Expert uses pre-trained BERT\_base-uncased (Devlin et al., 2018) to embed and concatenate user and agent utterances into 1536-dimensional input vectors, and employs a feed-forward neural network with SELU activations (Klambauer et al., 2017) to predict whether the agent’s response is an appropriate answer to the last user utterance. Note that the RLE and NLE both take natural language as input yet use different word embeddings. We conducted preliminary experiments to evaluate the efficacy of BERT and GloVe embeddings for the respective expert training tasks. While we found that the NLE greatly benefited from BERT over GloVe, the RLE performance did not differ between embeddings. Since GloVe vectors yield a significant runtime advantage over the course of RL training, we used GloVe for the RLE, while employing slower BERT embeddings for the NLE due to the significantly better performance.

For RL training of our DQfD agents, we use a prioritized replay buffer (Schaul et al., 2015) with a maximum buffer size of 100,000 transitions. We follow the DQfD setup of (Gordon-Hall et al., 2020) and apply L2 regularization with a weight of \(10^{-5}\) and drop the n-step term from the original DQfD loss. All RL networks have a 100 dimensional hidden layer, a dueling network structure, and use the double DQN loss (Wang et al., 2015; Van Hasselt et al., 2016). All our networks are trained with the RAdam optimizer (Liu et al., 2019) with a learning rate of 0.01. For a complete list of hyperparameters used for our experiments refer to the attached Supplemental Material.

We slightly alter the RoFL algorithm presented in 4 to account for the fact that ConvLab only rewards the agent based on whether it successfully completed the task at the end of a dialog (intermediate steps are uniformly assigned a -1 step penalty). Rather than immediately adding transitions to the fine-tune dataset \(D\), we wait until the end of a conversation and check if its total reward exceeds a threshold \(th\). If it does, we assume that all transitions in that conversation are perfect, and add them to \(D\). For our experiments we empirically determine \(th\), and set it to 70.

We train all our RL-based dialog managers for 3 sessions of 2,500,000 steps, and anneal the exploration parameter \(\epsilon\) over the first 500,000 to a final value of 0.01. Results and training graphs in the following section are the average of these 3 sessions. Each session takes under 10 hours on one NVIDIA GeForce RTX 2080 GPU. We compare our approach to supervised and reinforcement learning baselines.

### 6 Results

Table 1 shows evaluation results over 1,000 dialogs for baseline and DQfD dialog managers using our three proposed experts inside ConvLab’s evaluation environment. The Rule baseline is a rule-based DM included in ConvLab. FFN is a supervised learning baseline DM that directly uses the same in-domain classifier introduced in Section 4 to predict the next action. It is trained on MultiWOZ, and achieves 21.53% accuracy on the test set. Deep Q-network (DQN) is an RL agent which uses the hyperparameters described

\(^1\)We use MultiWOZ2.0 with ConvLab user annotations.
<table>
<thead>
<tr>
<th></th>
<th>Turns</th>
<th>Inform</th>
<th>Match</th>
<th>Success</th>
</tr>
</thead>
<tbody>
<tr>
<td>Rule</td>
<td>5.25</td>
<td>94.00</td>
<td>100</td>
<td>100</td>
</tr>
<tr>
<td>FFN</td>
<td>11.67</td>
<td>81.00</td>
<td>52.63</td>
<td>61.00</td>
</tr>
<tr>
<td>DQN</td>
<td>18.79</td>
<td>28.50</td>
<td>11.07</td>
<td>11.85</td>
</tr>
<tr>
<td>PPO</td>
<td>5.79</td>
<td>65.67</td>
<td>72.51</td>
<td>63.27</td>
</tr>
<tr>
<td>RE</td>
<td>5.33</td>
<td>92.33</td>
<td>97.07</td>
<td>98.33</td>
</tr>
<tr>
<td>FLE</td>
<td>6.81</td>
<td>89.67</td>
<td>94.12</td>
<td>91.67</td>
</tr>
<tr>
<td>RLE</td>
<td>7.64</td>
<td>81.33</td>
<td>89.34</td>
<td>85.03</td>
</tr>
<tr>
<td>NLE</td>
<td>7.20</td>
<td>84.67</td>
<td>85.31</td>
<td>86.83</td>
</tr>
<tr>
<td>FFN-ft</td>
<td>9.62</td>
<td>83.00</td>
<td>90.79</td>
<td>76.00</td>
</tr>
<tr>
<td>FLE+R</td>
<td>6.75</td>
<td>90.00</td>
<td>94.57</td>
<td>92.47</td>
</tr>
<tr>
<td>RLE+R</td>
<td>6.38</td>
<td>88.67</td>
<td>90.62</td>
<td>92.93</td>
</tr>
<tr>
<td>NLE+R</td>
<td>6.89</td>
<td>89.00</td>
<td>92.68</td>
<td>91.00</td>
</tr>
</tbody>
</table>

Table 1: Evaluation results of baseline systems (top) as well as DQfD with rule-based and our weak expert approaches trained in-domain. The middle section denotes DQfD agents trained without RoFL; the bottom section shows results for agents trained with RoFL. Evaluation is conducted using an agenda-based user-simulator for 1000 dialogs. Reported scores are average number of Turns, Inform F1, Match Rate, and Success Rate. Best performing weak expert agents are in bold.

As expected, the Rule agent – written specifically for ConvLab – almost perfectly satisfies user goals. FFN is considerably worse, with a 40% lower Success Rate, and half the Match Rate of the rule-based agent. For standard DQN, the environment’s large state and action spaces pose a serious challenge, and it barely exceeds 11% Success and Match Rates. PPO achieves a respectable 63% success rate, outperforming the FFN baseline. Crucially, all DQfD agents significantly outperform the FFN, DQN, and PPO baselines, with the RE and FLE approaches coming within 3% and 6% respectively of the Rule agent’s performance.

In the remainder of this section we will further analyze and compare the performances of DQfD agents with progressively weak demonstrations using in-domain and out-of-domain experts, as well as those trained with and without RoFL.

### In-Domain Weak Expert DQfD

We train in-domain reduced and no label experts on the MultiWOZ dataset. The RLE scores 77 F1 on the reduced label test set, while the NLE manages 71 F1 of predicting whether an agent response belongs to a user utterance on the unannotated test set. As shown in Table 1 (middle), the scores of DQfD agents with in-domain experts follow a clear trend corresponding to the type of demonstration data. After 2.5 million training steps, the FLE – with the most informative demonstrations – clearly outperforms both RLE and NLE methods, while the latter two perform similarly.

Figure 4 shows graphs of the average Success Rates of DQN, PPO, and our proposed DQfD agents over the course of training. DQN struggles to find successful dialog strategies, although its Success Rate slowly inclines and seems to gain some traction towards the end of the maximum training steps. To begin with PPO learns rapidly, faster than RLE and NLE, but its Success Rate plateaus in the 60% range; it seems to learn to end dialogues too early. Both RE and FLE start with performance advantages, due to their high quality expert demonstrations. Over time, RE even approaches the Success Rate of its rule-based expert demonstrator. The FLE consistently outperforms approaches with weaker demonstrations, quickly exceeding the Success Rate of the underlying FFN after an early dip when the agent’s exploration parameter $\epsilon$ is relatively high.

The NLE comfortably outperforms the Reduced Label Expert throughout training, with the RLE only overtaking it at the end. We believe that this strong relative performance makes sense if we consider that, during pre-training, the NLE acts according to a more fine-grained action set than the RLE. While the RLE partitions the actions according to their reduced label, these sets are broad and contain many irrelevant responses, whereas
the NLE acts randomly according to a smaller, potentially higher-quality, set of actions which have high correspondence scores.

Finally, the graphs in Figure 4 indicate that none of the agents fully converge after the training step limit, although RE and FLE plateau. It is possible that after significantly more steps even DQN would converge to the ceiling performance of the Rule DM – but all our methods are considerably more sample efficient.

RoFL Training  Table 1 (bottom) shows evaluation results of DQfD agents trained with RoFL fine-tuning. All weak experts improve with RoFL, especially the RLE which records an 8% jump in Success Rate. We also include the performance of the final fine-tuned FFN classifier, whose improvement over its original incarnation (15% higher Success Rate) demonstrates that fine-tuning helps narrow the domain gap between data and the RL environment.

In addition to Table 1, Figure 5 shows DM performance over the course of training. RoFL dramatically improves both the performance and convergence rate of the RLE, indicating a domain gap between the reduced label data and the sets of environment actions. RoFL improves the FLE early in training, but this gain tails off after 1 million steps – possibly due to the relative strength of the expert. The trend for NLE-R is more ambiguous, falling behind its standard DQfD counterpart before catching up to its performance. RoFL seems to lead to the greatest gains when the expert initially struggles.

Out-of-Domain Weak Experts  The weakest experts that we evaluate were trained on out-of-domain data. The OOD RLE, trained on Microsoft E2E and Frames, scores 53 F1 on a reduced label MultiWOZ test set, while the OOD NLE, trained on the same datasets, unannotated, only manages 41 F1 on the test set. Results for OOD approaches trained with and without RoFL are shown in Table 2, with training graphs in Figure 6.

Even without RoFL, the OOD RLE guides the DQfD agent to performance rates comparable to its in-domain counterpart. This indicates that even reduced labels learned on the OOD data provide the agent with enough clues to correctly satisfy some user goals. With RoFL, the OOD RLE surpasses the Success Rate of the in-domain system, and is only marginally worse than the fine-tuned in-domain expert. This shows that with RoFL we can learn a competitive DM in a challenging multi-domain environment while only using unannotated data from other dialog tasks.

RoFL leads to the greatest gain with the OOD NLE. Without fine-tuning, it scores a measly 26% Success Rate (although it should be noted that this is still higher than DQN), compared to 86% when the expert is trained on in-domain sentences. This illustrates the clear difference between the lan-
Figure 6: Average Success Rates of Reduced and No Label experts trained on out-of-domain data over the course of 2.5 million training steps, with and without RoFL fine-tuning.

<table>
<thead>
<tr>
<th></th>
<th>Turns</th>
<th>Inform</th>
<th>Match</th>
<th>Success</th>
</tr>
</thead>
<tbody>
<tr>
<td>RLE</td>
<td>7.60</td>
<td>80.33</td>
<td>87.30</td>
<td>85.00</td>
</tr>
<tr>
<td>NLE</td>
<td>16.27</td>
<td>40.00</td>
<td>27.15</td>
<td>26.55</td>
</tr>
<tr>
<td>RLE+R</td>
<td>6.64</td>
<td>85.00</td>
<td>89.03</td>
<td>91.00</td>
</tr>
<tr>
<td>NLE+R</td>
<td>9.94</td>
<td>70.00</td>
<td>62.64</td>
<td>68.90</td>
</tr>
</tbody>
</table>

Table 2: Results of out-of-domain weak experts with and without RoFL training, using an agenda-based user-simulator for 1000 evaluation dialogs. Reported scores are average number of Turns, Inform F1, Match Rate, and Success Rate.

7 Conclusions and Future Work

In this paper, we have shown that weak demonstrations can be leveraged to learn an accurate dialog manager with Deep Q-Learning from Demonstrations in a challenging multi-domain environment. We established that expert demonstrators can be trained on labeled, reduced-labeled, and unlabeled data and still guide the RL agent by means of their respective auxiliary losses. Evaluation has shown that all experts exceeded the performance of reinforcement and supervised learning baselines, and in some cases even approached the results of a hand-crafted rule-based dialog manager.

Furthermore, we introduced Reinforced Fine-tune Learning (RoFL) a DAgger-inspired extension to DQfD which allows a pre-trained expert to adapt to an RL environment on-the-fly, bridging the domain-gap. Our experiments show that RoFL training is beneficial across different sources of demonstration data, boosting both the rate of convergence and final system performance. It even enables an expert trained on unannotated out-of-domain data to guide an RL dialog manager in a challenging environment.

In future, we want to continue to investigate the possibility of using even weaker demonstrations. Since our No Label Expert is trained on unannotated data, it would be interesting to leverage large and noisy conversational datasets drawn from message boards or movie subtitles, and to see how RoFL training fares with such a significant domain gap between the data and the RL environment.
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A Model Hyperparameters

Below we list the hyperparameters used for our reinforcement learning agents and the expert models used to generate demonstrations.

For No Label Expert RoFL we treat dialogs with a final reward \( r >= th \) as positive, and those with reward \( r < th \) as negative examples, and treat the individual user-agent utterance pairs accordingly.

General Hyperparameters

Unless otherwise stated in specific expert sections, all of our agents use below hyperparameters, where applicable:

<table>
<thead>
<tr>
<th>Hyperparameter</th>
<th>Value</th>
</tr>
</thead>
<tbody>
<tr>
<td>Steps</td>
<td>2,500,000</td>
</tr>
<tr>
<td>Pre-training steps (d)</td>
<td>2,000 dialogs</td>
</tr>
<tr>
<td>(\epsilon) start value</td>
<td>0.1</td>
</tr>
<tr>
<td>(\epsilon) end value</td>
<td>0.01</td>
</tr>
<tr>
<td>(\epsilon) decay rate</td>
<td>Linear over 500,000 steps</td>
</tr>
<tr>
<td>Discount factor (\gamma)</td>
<td>0.9</td>
</tr>
<tr>
<td>Policy net (\pi)</td>
<td>1x100d hidden layer, ReLU activation</td>
</tr>
<tr>
<td>Learning rate</td>
<td>0.01</td>
</tr>
<tr>
<td>Target network update period (\tau)</td>
<td>10,000 steps</td>
</tr>
<tr>
<td>L2 reg. weight</td>
<td>(10^{-5})</td>
</tr>
<tr>
<td>Max replay size</td>
<td>100,000</td>
</tr>
<tr>
<td>Prioritized replay (\alpha)</td>
<td>0.6</td>
</tr>
<tr>
<td>Prioritized replay (\epsilon_p)</td>
<td>0.001</td>
</tr>
<tr>
<td>Prioritized replay (\epsilon_d)</td>
<td>1.0</td>
</tr>
<tr>
<td>Prioritized replay (\beta_0)</td>
<td>0.4</td>
</tr>
</tbody>
</table>

Full Label Expert

<table>
<thead>
<tr>
<th>Hyperparameter</th>
<th>Value</th>
</tr>
</thead>
<tbody>
<tr>
<td>Input</td>
<td>392d binary state</td>
</tr>
<tr>
<td>Expert network</td>
<td>1x150d hidden layer, ReLU, dropout = 0.1</td>
</tr>
<tr>
<td>Output</td>
<td>Single-label softmax over 300 actions</td>
</tr>
<tr>
<td>Penalty (c)</td>
<td>0.8</td>
</tr>
<tr>
<td>Reward threshold (th)</td>
<td>70</td>
</tr>
<tr>
<td>Finetune interval (k)</td>
<td>2,000 steps</td>
</tr>
</tbody>
</table>

Reduced Label Expert

<table>
<thead>
<tr>
<th>Hyperparameter</th>
<th>Value</th>
</tr>
</thead>
<tbody>
<tr>
<td>Input</td>
<td>300d pre-trained GloVe embeddings</td>
</tr>
<tr>
<td>Expert network</td>
<td>1x128d GRU layer, input dropout = 0.1</td>
</tr>
<tr>
<td>Output</td>
<td>Multi-label sigmoid of 3 reduced actions, with threshold = 0.5</td>
</tr>
<tr>
<td>Pre-training steps (d)</td>
<td>3,000 dialogs</td>
</tr>
<tr>
<td>(\epsilon) start value</td>
<td>0.2</td>
</tr>
<tr>
<td>Penalty (c)</td>
<td>1.0</td>
</tr>
<tr>
<td>Reward threshold (th)</td>
<td>70</td>
</tr>
<tr>
<td>Finetune interval (k)</td>
<td>15,000 steps</td>
</tr>
<tr>
<td>No Label Expert</td>
<td></td>
</tr>
<tr>
<td>------------------------------------------------------------------------------------------------------</td>
<td></td>
</tr>
<tr>
<td><strong>Input</strong></td>
<td></td>
</tr>
<tr>
<td>$\text{BERT}_{\text{base-uncased}}$ embeddings for user and agent utterances, concatenated 1536d</td>
<td></td>
</tr>
<tr>
<td><strong>Expert network</strong></td>
<td></td>
</tr>
<tr>
<td>6 linear layers, 512, 256, 128, 64, 32, 16 dims, SELU activations</td>
<td></td>
</tr>
<tr>
<td><strong>Output</strong></td>
<td></td>
</tr>
<tr>
<td>Binary output of response appropriateness with threshold $\rho = 0.9$</td>
<td></td>
</tr>
</tbody>
</table>

| Penalty $c$                                                                                           |
| 0.8                                                                                                  |
| Reward threshold $th$                                                                                |
| 70                                                                                                    |
| Finetune interval $k$                                                                                |
| 15,000 steps                                                                                         |