Introduction

LaTeCH-CLfL 2017 continues the tradition of two separate yet not dissimilar events. It is both the 11th Workshop on Language Technology for Cultural Heritage, Social Sciences and Humanities, and the 6th Workshop on Computational Linguistics for Literature—held jointly for the first time, with beneficial effects. We have been able to cast the net more widely. We received more, and more varied, submissions. Nine long papers, five short papers and a position paper will appear at the workshop, a 58% acceptance rate. We also had the advantage of two program committees from past years helping us select the best papers. We are ever so grateful to all those attentive, thorough and helpful reviewers. Sure enough, we thank all authors for the hard work they invested in their submissions.

Our distinguished invited speaker, Andrew Piper, is a perfect match for our joint workshop: he applies tools and techniques of data science to literature as well as to culture. He will introduce new work on the process of characterization: how writers construct animate entities on the page. This contributes to a better understanding of the specific nature of literary characters as linguistic entities.

The papers accepted this year cover an intriguing variety of topics. First off, we have a few papers which deal with poetry, each tackling a very different problem. Vaibhav Kesarwani, Diana Inkpen, Stan Szpakowicz and Chris Tanasescu identify a specific type of literary metaphor in poems. They rely on a combination of statistical analysis and rules. Pablo Ruiz Fabo, Clara Martínez Cantón, Thierry Poibeau and Elena González-Blanco seek to discover enjambment: places in a poem where a syntactic unit is split across two lines. They apply their method to a diachronic corpus of Spanish sonnets, and analyze the results across four centuries. Christopher Hench works on medieval German poetry. He uses syllabification to analyze soundscapes and thus to shed light on how those primarily oral poems may have sounded.

A lot of interesting work revolves around the computational analysis of prose. We have papers which present tools for scholars in Digital Humanities, and more specific studies of certain phenomena or of particular novels. Andre Blessing, Nora Echelmeyer, Markus John and Nils Reiter present an end-to-end environment intended to help analyze relations between entities in a document in a principled way. Evgeny Kim, Sebastian Padó and Roman Klinger adopt lexicon-based methods to the study of the emotional trajectory of novels, and compare their findings across five genres. Stefania Degaetano-Ortlieb and Elke Teich outline a generic data-driven method of tracking intra-textual variation, showing how information-theoretic measures allow the detection of both topical and stylistic patterns of variation.

Liviu Dinu and Ana Sabina Uban verify if characters of a given novel are believable, using methods established in the authorship attribution community. They present the preliminary results for the novel Les Liaisons Dangereuses. Conor Kelleher and Mark Keane describe an experiment in distant reading applied to a post-modern novel with non-linear structure, Wittgenstein’s Mistress by David Markson. The paper contrasts the analysis which arises from the distant read with David Foster Wallace’s “manual” analysis.

A good portion of our workshop is devoted to historical, low-resource or non-standard languages. Amrith Krishna, Pavankumar Satuluri and Pawan Goyal write about challenges of working with Sanskrit manuscripts. They release a dataset for the segmentation of Sanskrit words. Nina Seemann, Marie-Luis Merten, Michaela Geierhos, Doris Tophinke and Eyke Hüllermeier share the experience of annotating texts in Middle Low German. It turns out that the process is fraught with uncertainties; the Authors discuss them and describe lessons learned.

Next, we have a paper by Maria Sukhareva, Francesco Fuscagni, Johannes Daxenberger, Susanne Görke, Doris Prechel and Iryna Gurevych. In their experiments, they apply distant supervision to the building of a part-of-speech tagger for Hittite. Unsurprisingly, no annotated corpora exist for this ancient language.
Émilie Pagé-Perron, Maria Sukhareva (yes!), Ilya Khait and Christian Chiarcos are no less ambitious. They describe experiments in machine translation of Sumerian texts of an administrative or legal nature. The aim is to make those texts available to a wider audience. Géraldine Walther and Benoît Sagot talk about a productive synergy between fully manual and semi-automatic process when building a corpus of Romansh Tuatschin, a dialect of one of the official languages in southwestern Switzerland.

Two more papers complete this palette of topics. Maria Pia di Buono proposes an ontology-based method of extracting nominal compounds in the domain of cultural heritage. Maciej Ogrodniczuk and Mateusz Kopeć explore modern political discourse in the context of Twitter. They present a series of experiments in on-the-fly analysis of the lexical, topical and visual aspects of political tweets.

There you have it. Welcome to our workshop, and by all means have fun.

Beatrice, Stefania, Anna, Anna, Nils and Stan
Invited Talk

Title: Characterization

Speaker: Andrew Piper

Abstract

Characters are some of the most important, and most beloved, elements of literature. From Ishmael to Mrs. Dalloway to Gregor Samsa, literary characters are woven into the fabric of culture. And yet until recently, little work has been done to understand the specific nature of characters as linguistic entities. This talk will introduce new work by our lab that aims to address this process of characterization – of how writers construct animate entities on the page. It will present a new character feature tool designed to allow researchers to study a variety of qualities surrounding the construction of character as well as a new study where it has been implemented.

About the speaker

Andrew Piper is Professor and William Dawson Scholar in the Department of Languages, Literatures, and Cultures at McGill University. His work explores the application of computational approaches to the study of literature and culture. He is the director of .txtLAB,¹ a digital humanities laboratory at McGill, as well as leader of the international partnership grant, “NovelTM: Text Mining the Novel”² which brings together 21 partners across North America to undertake the first large-scale quantitative and cross-cultural study of the novel. He is the author most recently of Book Was There: Reading in Electronic Times (Chicago 2012) and is currently completing a new book entitled Enumerations: The Quantities of Literature.

¹http://txtlab.org/
²http://novel-tm.ca/
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Abstract

Metaphor is indispensable in poetry. It showcases the poet’s creativity, and contributes to the overall emotional pertinence of the poem while honing its specific rhetorical impact. Previous work on metaphor detection relies on either rule-based or statistical models, none of them applied to poetry. Our method focuses on metaphor detection in a poetry corpus. It combines rule-based and statistical models (word embeddings) to develop a new classification system. Our system has achieved a precision of 0.759 and a recall of 0.804 in identifying one type of metaphor in poetry.

1 Introduction

Metaphor is crucial in the understanding of any literary text. A metaphor deviates from the normal linguistic usage. It intends to create a strong statement that no literal text can accomplish. Metaphor differs from idioms, because one can understand a metaphor even with no prior knowledge. Here are examples of metaphor in poetry:

- The hackles on my neck are fear (Wright, 1958)
- My eyes are caves, chunks of etched rock (Lorde, 2000)

Literary metaphor operates not only in the local context where it appears. It also functions in the broader context of the whole work or even an author’s œuvre, and in the context of the cultural paradigms associated with a specific metaphor field (Ritchie, 2013). Contrary to the standard view, literary metaphor sometimes also maps not only in one direction (from “vehicle” to “tenor”) but in two. It thus helps reshape both concepts involved (Ritchie, 2013, p. 189). In other cases, a metaphor interconnects two concepts and so only develops each of them into independent sources of introspective and emotional stimulation (Ritchie, 2013, p. 193).

Literary metaphor is generally thought to be more stylistically colourful. It is placed somewhere at one extremity of a spectrum that has common-speech metaphor at the other end (Ritchie, 2013). In poetry sometimes the opposite is also true. The most unadorned and literal language can be strongly metaphorical by means of the symbolic import of whole passages or even entire poems: a poem or a longer passage figuratively alludes to an implicit concept. Such is the case, for instance, of Robert Frost’s “The Road Not Taken” (Frost, 1962). The poem speaks in its entirety of a consequential choice made in life, without apparently deploying any actual metaphor. Needless to say, it is a type of metaphor possibly even more difficult to process automatically.

A genre-based comparison of metaphor in literature would involve a wide-ranging theoretical and historical comparative analysis of literary genres and tropes. Such analysis is beyond the scope of this paper, and outside the focus of our current research, which concerns itself only with poetry and selects its data accordingly.

We used a few rule-based methods for metaphor detection as a baseline for our experiments. Tur-
ney et al. (2011) proposed the Concrete-Abstract rule: a concrete concept, when used to describe an abstract one, represents a metaphor. A phrase like “Sweet Dreams” is one such example. We use the Abstract-Concrete rule as one of the many features in our model. In experiments, it has in fact proved to be quite useful in the case of poetry as well.

Neuman et al. (2013) propose to categorize metaphor by part-of-speech (POS) tag sequences such as Noun-Verb-Noun, Adjective-Noun, and so on. We follow the same methodology to extract the set of sentences that can be metaphorical in nature. Our method differs because we use word embeddings pre-trained on the Gigaword corpus (Pennington et al., 2014) to get word vector representations (vector difference and cosine similarity) of possible metaphorical word pairs. Another difference is the addition of two more types of POS sequences, which we have found to be metaphorical in our Poetry Foundation poetry corpus.1 We explain the types in section 2.1.

Neuman et al. (2013) describe a statistical model based on Mutual Information and selectional preferences. They suggest using a large-scale corpus to find the concrete nouns which most frequently occur with a specific word. Any word outside this small set denotes a metaphor. Our experiments do not involve finding selectional preference sets directly. Instead, we use word embeddings. We have found the selectional preference sets too limiting. The word span is to be set before the experiments. Some sentences exceed that limit, so the contextual meaning is lost.

Shutova et al. (2016) introduce a statistical model which detects metaphor. So does our method, but their work is more verb-centered, in that verbs are a seed set for training data. Our work looks more into the possible applications for poetry, not generically. We also concentrate on nouns, because our initial experiments concerned Type I metaphor: a copular verb plays only an auxiliary role, so the focus is on the two nouns.

Our current work belongs in the same category as the “GraphPoem” project (MARGENTO, 2012; Lou et al., 2015; Tanasescu et al., 2016). The milieu is the computational analysis of poetry, and the goal is the development of tools that can contribute to the academic study of poetry.

1We will abbreviate “Poetry Foundation” to “PoFo” throughout the paper.

2 The Method

2.1 Building the Corpus

We have built our own corpus, because there is no publicly available poetry corpus annotated for metaphor. Annotating poetry line by line can be laborious. We have observed empirically that negative samples are too numerous. To ease this task, we applied Neuman’s (2013) approach: consider POS tag sequences to extract potential metaphor. We extracted all sentences from the 12,830 PoFo poems that match these tag sequences.

Type I metaphor has a POS tag sequence of Noun-Verb-Noun where the verb is a copula (Neuman et al., 2013). We have extended this to include the tag sequence Noun-Verb-Det-Noun, since we have found that many instances were skipped due to the presence of a determiner. Type II has a tag sequence of Noun-Verb-Noun with a regular, not copula, verb (Neuman et al., 2013). Type III has a tag sequence of Adjective-Noun (Neuman et al., 2013). We also propose two more metaphor types that we noticed in our poetry data: Type IV with a tag sequence of Noun-Verb, and Type V with a tag sequence of Verb-Verb. Here are examples:

- As if the world were a taxi, you enter it [Type 1] (Koch, 1962)
- I counted the echoes assembling, thumbing the midnight on the piers. [Type 2] (Crane, 2006)
- The moving waters at their priestlike task [Type 3] (Keats, 2009)
- The yellow smoke slipped by the terrace, made a sudden leap [Type 4] (Eliot, 1915)
- To die – to sleep [Type 5] (Shakespeare, 1904)

In this paper, we focus on Type I metaphor. We will work on the remaining four types in the near future. Currently, we are also working on a method independent of POS tag sequences. It employs a dependency parser (de Marneffe et al., 2006) to give all associations in a sentence. We will use associations such as nsubj, dobj and so on to filter down to get word pairs that need to be checked for metaphor occurrence. Other irrelevant associations will be discarded. We take this generic approach because we feel that POS sequences may be a little restrictive. Some instances

1We will abbreviate “Poetry Foundation” to “PoFo” throughout the paper.
that do not follow the specific POS sequence could be missed.

Identifying head words in a sentence is in itself a challenging task. It is like compressing a phrase to a word pair that may or may not be a metaphor. The POS tag sequence does not always provide an understandable word pair. Sometimes we lose critical words that may be of value. When the nouns highlighted by the POS tagger are not enough to identify the head of a sentence (or a phrase), we use the Stanford Parser (de Marneffe et al., 2006) for identification. As an additional step, we extract all nsubj associations from these sentences. If the head word is different from the earlier identified head (suggested by the POS tagger), then the head word is updated.

Here is an example (Schwartz, 1989):

```
the mind is a city like London
```

2.2 Annotating the Corpus

We extracted around 1500 sentences with the type I metaphor tag sequence, and annotated the first 720. We employed majority voting. First, two independent annotators annotate the 720 sentences without any communication. Then the value of kappa was calculated. Its value came to 0.39, and agreement to 66.79%. Next, we involved a third annotator who cast a majority vote in case of disagreement. If one of the two annotators agreed to the other’s justification, then the disagreement was resolved without the intervention of the third annotator. After this, kappa increased to 0.46 and agreement to 72.94%.

While annotating, we found several highly ambiguous sentences which required a wider context for assessment. In those rare cases, the annotators were allowed to go back to the poem and judge the metaphor candidate by looking at the context in which it appeared. This was done to avoid discarding a legitimate example for lack of sufficient information. In most cases, however, the sentence alone provided enough information.

All sentences given to the annotators were marked to indicate the head of the sentence. The point was to avoid confusion whenever there was more than one noun phrase. For example:

```
my eyes are caves , chunks of etched rock @2@
```

(Lorde, 2000)

The number 2 denotes that the word at location 2, “eyes”, is a head word. Therefore the second head would be “caves”, because this is a sentence with a Type I metaphor tag sequence. Since this is obviously a metaphorical word pair, the annotator would write “y” at the end of the sentence.

The annotators were also allowed to skip a sentence if they could not make up their mind. All in all, a sentence can be labeled as “y” for metaphor, “n” for non-metaphor and “s” for a skipped sentence.

Annotating metaphor is not a trivial task. Borderline cases occur, and there is ambiguity. We have encountered many such situations while annotating. For example:

```
to me the children of my youth are lords , @7@s
```

(Crabbe, 1950)

It was annotated “s” because full poetic context was lacking. Here the first head word is “youth” and the second head is “lords”.

Sometimes we cannot ignore words that are not in the POS tag sequence. For example:

```
for there christ is the king ’s attorney , @3@y
```

(Ralegh, 1895)

Here “christ” is the first head word. If we consider the POS tag sequence, then “king” ought to be the second head, but it does not complete the phrase. Therefore, the whole phrase “king’s attorney” is considered while annotating.

And another borderline example, in which the fragment “tree were a tree” can be either metaphorical or literal, depending on the context:

```
that is , if tree were a tree . @5@n
```

(Baker, 1994)

Cases like these were very difficult to annotate. Most of them had to be forwarded to the third annotator for a final vote. Such cases were responsible for the rather low value of kappa, the inter-annotator agreement.

When the annotation process was concluded, we checked for the distribution of classes. Metaphor turned out to be present in 49.8% instances. Non-metaphor accounted for 44.8%, and 5.4% examples were skipped. We had an almost balanced dataset, so we did not need to apply any re-sampling in our classification. The sentences with skipped annotation were removed from our data. The final dataset contained 680 sentences.2

2The data can be found at http://www.eecs.uottawa.ca/~diana/resources/metaphor.
2.3 Rule-based Metaphor Detection
Firstly, we applied rule-based methods to our poetry dataset. We used the Abstract-Concrete (Turney et al., 2011) and Concrete Category Overlap rules (Assaf et al., 2013). The Abstract-Concrete rule needs the hypernym class of each noun; we find that in WordNet (Miller, 1995). We got all hypernyms of head nouns and checked for each parent till we reached the hypernym “abstract entity” or “physical entity”.

Apart from the above rules, we used a feature based on ConceptNet (Speer and Havasi, 2012). For each noun in our sentence, we extracted the corresponding SurfaceText from ConceptNet. A SurfaceText contains some associations between the specific word and real-world knowledge. For example, “car” gives the following associations:

- “drive” is related to “car”
- You are likely to find “a car” in “the city”

and so on.

The entities are already highlighted in the SurfaceTexts. We parsed these associations and extracted all the entities. There can be action associations as well:

- “a car” can “crash”
- “a car” can “slow down”

and so on.

These entities and actions were used to establish an overlap in the head nouns of the sentences in the poems. We call this method ConceptNet Overlap. We assigned true if there was an overlap and false otherwise. This was used as one of the features in our rule-based model.

2.4 Statistical-based Metaphor Detection
To capture the distortion of the context that a metaphor causes to a sentence, we computed the vector difference between the vectors for the head words. The underlying idea is this: the smaller the difference, the more connected the words would be. Conversely, a significant difference implies disconnected words and hence very likely a metaphor. We rendered this difference by means of a 100-dimensional vector representation, and we set it as our first statistical feature. Later we tested with 200 dimensions as well, to observe the effect on our task.

To get the word vectors of head words, we used the GloVe vectors pre-trained on the English Gigaword corpus (Pennington et al., 2014). Earlier, we had used a custom-trained model based on the British National Corpus (Clear, 1993) but we switched to GloVe to test on a larger corpus. Another reason why we tested on two different corpora was to remove any bias that may be perpetuated due to the presence of common-speech metaphor in the corpus. We did not use the available pre-trained word2vec vectors (Mikolov et al., 2013a), because the GloVe vectors had been shown to work better for many lexical-semantic tasks (Pennington et al., 2014).

We did not train word embeddings on the PoFo poems, because the corpus was not large enough for training. Moreover, we needed a corpus that had as few metaphor occurrences as possible, and poetry was obviously not an ideal choice. Training on a poetry corpus would generate word embeddings suited to poems in general, and might miss metaphor instances commonly occurring in poetry. In this task, we were more concerned with the detection of all types of metaphor, not just poetic metaphor. In effect, distinguishing between common-speech and poetic metaphor has been left for our future work.

We computed the cosine similarity for all word vector pairs, and made it another feature of our model. We also added a feature based on Pointwise Mutual Information in order to measure if a word pair is a collocation:

\[ \ln \frac{C(x,y)N}{C(x)C(y)} \]

N is the size of the corpus, C(x,y) is the frequency of x and y together, C(x) and C(y) are the frequencies of x and y in corpus, respectively.

3 The Results
We applied our method to the sentences extracted from the 12,830 PoFo poems and annotated manually (see section 2.2). For training data, we used a combination of the datasets such as TroFi (Birke and Sarkar, 2006) and Shutova (Mohammad et al., 2016) with our own poetry dataset. We included other datasets annotated for metaphor, in addition to poetry, in order to increase the training set and thus get better classification predictions. We report all results explicitly for the test set throughout this paper.

Table 1 shows the results for the class
Table 1: Results for the class metaphor

<table>
<thead>
<tr>
<th>Experiments</th>
<th>Train</th>
<th>Test</th>
<th>Precision</th>
<th>Recall</th>
<th>F-score</th>
</tr>
</thead>
<tbody>
<tr>
<td>Rules (CA+CCO+CN)</td>
<td>340 PoFo</td>
<td>340 PoFo</td>
<td>0.615</td>
<td>0.507</td>
<td>0.555</td>
</tr>
<tr>
<td>PoFo poetry data</td>
<td>340 PoFo</td>
<td>340 PoFo</td>
<td>0.662</td>
<td>0.675</td>
<td>0.669</td>
</tr>
<tr>
<td>TroFi data</td>
<td>1771 Tr</td>
<td>1771 Tr</td>
<td>0.797</td>
<td>0.860</td>
<td>0.827</td>
</tr>
<tr>
<td>Shutova data</td>
<td>323 Sh</td>
<td>323 Sh</td>
<td>0.747</td>
<td>0.814</td>
<td>0.779</td>
</tr>
<tr>
<td>PoFo + TroFi + Shutova</td>
<td>4383 All</td>
<td>487 PoFo</td>
<td>0.759</td>
<td>0.804</td>
<td>0.781</td>
</tr>
</tbody>
</table>

Table 2: Results for classifiers trained on PoFo+TroFi+Shutova data, and tested on the 487 poetry sentences

<table>
<thead>
<tr>
<th>Classifier</th>
<th>“metaphor” Precision</th>
<th>“metaphor” Recall</th>
<th>“metaphor” F-score</th>
<th>“literal” Precision</th>
<th>“literal” Recall</th>
<th>“literal” F-score</th>
</tr>
</thead>
<tbody>
<tr>
<td>ZeroR</td>
<td>0.565</td>
<td>1.000</td>
<td>0.722</td>
<td>0.000</td>
<td>0.000</td>
<td>0.000</td>
</tr>
<tr>
<td>Random Forest</td>
<td>0.741</td>
<td><strong>0.822</strong></td>
<td>0.779</td>
<td><strong>0.731</strong></td>
<td>0.627</td>
<td>0.675</td>
</tr>
<tr>
<td>JRip</td>
<td>0.635</td>
<td>0.745</td>
<td>0.686</td>
<td>0.573</td>
<td>0.443</td>
<td>0.500</td>
</tr>
<tr>
<td>J48</td>
<td>0.71</td>
<td>0.615</td>
<td>0.659</td>
<td>0.574</td>
<td>0.675</td>
<td>0.620</td>
</tr>
<tr>
<td>KNN</td>
<td><strong>0.782</strong></td>
<td>0.756</td>
<td>0.769</td>
<td>0.697</td>
<td><strong>0.726</strong></td>
<td><strong>0.711</strong></td>
</tr>
<tr>
<td>SVM (linear poly.)</td>
<td>0.656</td>
<td>0.742</td>
<td>0.696</td>
<td>0.597</td>
<td>0.495</td>
<td>0.541</td>
</tr>
<tr>
<td>SVM (norm. poly.)</td>
<td>0.657</td>
<td>0.767</td>
<td>0.708</td>
<td>0.614</td>
<td>0.481</td>
<td>0.540</td>
</tr>
<tr>
<td>SVM (Puk)</td>
<td>0.759</td>
<td>0.804</td>
<td><strong>0.781</strong></td>
<td>0.724</td>
<td>0.670</td>
<td>0.696</td>
</tr>
<tr>
<td>Naive Bayes</td>
<td>0.663</td>
<td>0.665</td>
<td>0.664</td>
<td>0.564</td>
<td>0.561</td>
<td>0.563</td>
</tr>
<tr>
<td>Bayes Net</td>
<td>0.695</td>
<td>0.662</td>
<td>0.678</td>
<td>0.587</td>
<td>0.623</td>
<td>0.604</td>
</tr>
<tr>
<td>Adaboost (RF)</td>
<td>0.760</td>
<td>0.713</td>
<td>0.735</td>
<td>0.655</td>
<td>0.708</td>
<td>0.680</td>
</tr>
<tr>
<td>Multilayer Perceptron</td>
<td>0.772</td>
<td>0.713</td>
<td>0.741</td>
<td>0.661</td>
<td>0.726</td>
<td>0.692</td>
</tr>
</tbody>
</table>

**metaphor.** For rule-based experiments, we included Concrete-Abstract, Concrete-Class-Overlap and ConceptNet features (CA, CCO and CN). Training was done on 340 PoFo poem sentences, and testing on the remaining 340 sentences. For PoFo data, training and testing were the same, but with the word vector feature set instead of rules. For the TroFi data, training and testing was done on 1771 instances, each with the same feature set as PoFo. For Shutova’s data, training was done on 323 instances and testing on the other 323. Lastly, all the above datasets were aggregated as training data, in order to build a model and to test it on 487 PoFo sentences. Training for this aggregated set was done on 3543 TroFi instances, 647 Shutova instances, and the remaining 193 PoFo instances.

When analyzing the results, one can observe that the TroFi data give the best values overall. Still, a comparison of the PoFo results with the aggregate results shows that the values of all three metrics have drastically increased when the training data volume grew. The precision on isolated PoFo data is 0.662, whereas on aggregate data it is 0.759. This also establishes that in detecting metaphor in poetry non-poetry data are as helpful as poetry data.

It can be argued that the recall which we report is not the recall of metaphor throughout the whole poem. Instead, it is the recall of the specific POS tag sequence extracted by our algorithm. There can indeed be sentences that are metaphorical in nature, but are missed due to a different POS tag sequence. We agree with this argument, and are therefore working on a type-independent metaphor identification algorithm to handle such missing cases.

For data preprocessing, we have performed attribute selection by various algorithms, including Pearson’s, Infogain and Gain ratio (Yang and Pedersen, 1997). We report the results for the highest accuracy among these algorithms. For classification, we have used the following classifiers: Random Forest, JRip, J48, K-Nearest Neighbor,
<table>
<thead>
<tr>
<th>Experiments</th>
<th>Train</th>
<th>Test</th>
<th>Precision</th>
<th>Recall</th>
<th>F-score</th>
</tr>
</thead>
<tbody>
<tr>
<td>Rules (CA+CCO+CN)</td>
<td>340 PoFo</td>
<td>340 PoFo</td>
<td>0.462</td>
<td>0.408</td>
<td>0.433</td>
</tr>
<tr>
<td>PoFo poetry data</td>
<td>340 PoFo</td>
<td>340 PoFo</td>
<td>0.585</td>
<td>0.570</td>
<td>0.577</td>
</tr>
<tr>
<td>TroFi data</td>
<td>1771 Tr</td>
<td>1771 Tr</td>
<td>0.782</td>
<td>0.697</td>
<td>0.737</td>
</tr>
<tr>
<td>Shutova data</td>
<td>323 Sh</td>
<td>323 Sh</td>
<td>0.810</td>
<td>0.743</td>
<td>0.775</td>
</tr>
<tr>
<td>PoFo + TroFi + Shutova</td>
<td>4383 All</td>
<td>487 PoFo</td>
<td>0.724</td>
<td>0.670</td>
<td>0.696</td>
</tr>
</tbody>
</table>

Table 3: Results for the class non-metaphor

<table>
<thead>
<tr>
<th>Experiments</th>
<th>Method</th>
<th>Precision</th>
<th>Recall</th>
<th>F-score</th>
</tr>
</thead>
<tbody>
<tr>
<td>TroFi (our method)</td>
<td>Rule+Stat</td>
<td>0.797</td>
<td>0.860</td>
<td>0.827</td>
</tr>
<tr>
<td>TroFi (Birke and Sarkar, 2006)</td>
<td>Active Learning</td>
<td>N/A</td>
<td>N/A</td>
<td>0.649</td>
</tr>
<tr>
<td>Shutova (our method)</td>
<td>Rule+Stat</td>
<td>0.747</td>
<td>0.814</td>
<td>0.779</td>
</tr>
<tr>
<td>Shutova (Shutova et al., 2016)</td>
<td>MIXLATE</td>
<td>0.650</td>
<td>0.870</td>
<td>0.750</td>
</tr>
</tbody>
</table>

Table 4: Results of the direct comparison with related work (Rule+Stat = rule-based and statistical)

SVM (Linear Polynomial Kernel), SVM (Normalized Polynomial Kernel), SVM (Pearson Universal Kernel), Naïve Bayes, Bayes Net and Multi-layer Perceptron. We have experimented with almost all classifiers available in the Weka software suite (Hall et al., 2009); we report the 10 best results.

Table 2 shows a comparison of the results for all classifiers that we tested on the PoFo+TroFi+Shutova data, keeping the training and test set exactly the same. The results are reported on the 487 poetry test data points, as noted before. In the case of ZeroR, the classifier just keeps all the instances in the metaphor class, because it is the larger class with 56% of the instances.

For the results in Tables 1 and 3, the SVM classifier (with PUK kernel) was used because it gave the best F-score for the metaphor class (as compared to other classifiers and to SVM with other types of kernels). For attribute selection, we used the Gain ratio evaluator.

Metaphor detection is our prime task, but we cannot ignore the non-metaphor class. We need to have an acceptable F-score for that as well, so as to maintain the credibility of our classification. Table 3 shows the results for the class non-metaphor. The precision values of the metaphor and non-metaphor classes are almost equal. On the other hand, the recall of the non-metaphor class is lower at 0.670 than for the class metaphor at 0.804. Error analysis (see section 4) showed that these “skipped” cases were mostly archaic words or poetic terms that do not have word vector representations. Still, we observe that the statistical method scored better than the rule-based method for all metrics.

Table 4 shows a direct comparison between our method – rule-based and statistical – and the methods of Shutova (2016) and Birke (2006) on their test data (not poetry). Our method performed better than the best-performing method MIXLATE (Shutova et al., 2016) on Mohammad et al.’s metaphor data (Mohammad et al., 2016). Our method also performed better than the Active Learning method of Birke and Sarkar (2006) on the TroFi dataset.

We also tested on 200-dimensional word vectors in order to investigate the effect of increasing the number of dimensions from 100 to 200 on accuracy metrics. Results showed that the accuracy dropped by 1%, along with a slight decline in the values of other metrics.

### 4 Error Analysis

Table 5 shows selected PoFo sentences that were predicted incorrectly by the classifier. We did error analysis on the PoFo test set to find the cause of these errors. The major cause was the absence of word vectors for certain poetic words: blossomer, fadere, hell-drivn, and so on. Another significant cause was the presence of multi-word expressions not identified correctly by the parser, for example household word (#11).
Multiple word senses were also responsible for some of the errors, such as key in #6. There were also borderline cases which even human annotators found difficult to annotate (e.g., #2). Finally, quite a few errors were caused by the absence of compositionality while choosing word pairs. For example, temple and space in #14 are not enough to express a metaphor. There should be a composition of all and space as well, to capture the holistic meaning of the phrase. We aim to handle errors of those types in our future work in order to improve our classification.

5 Conclusions and Future Work

To the best of our knowledge, this is the first paper on the computational analysis of poetic metaphor. The preliminary results with Type I metaphor encourage us to continue, and to apply more methods. We are already working on type-independent metaphor identification to increase the recall of our analysis. When it comes to rule-based methods, we could work on context overlap in order to remove the ambiguity between various senses that a word may have. This may increase classification accuracy.

There are many statistical methods to look into. To begin with, we will analyze phrase compositionality (Mikolov et al., 2013b) in order to handle multi-word expressions and phrases better. Since we are identifying metaphor in word pairs rather than in the whole sentence, the accuracy of the vector representation for those words is crucial. If a word pair extracted by the algorithm does not represent the whole phrasal meaning, then the classification that follows may obviously prove inaccurate. We are considering deep-learning classifiers such as CNN as well, so as to improve precision further.

Next, we plan to distinguish between poetic and common-speech metaphor, a rather major undertaking. Finally, we plan to explore ways of quantifying commonalities and hierarchies between metaphor occurrences and thus develop metrics for metaphor quantification. Eventually such a metric will be used in the graph rendering, in visualization and in the analysis of poetry corpora.

The recent advances in natural language processing invite new and more consistent automatic approaches to the study of poetry. We intend to establish that poetry is amenable to computational methods. We also want to demonstrate that the statistical features which this research examines can indeed contribute significantly to the field of digital literary studies, and to academic poetry criticism and poetics in general. A case in point is our observation that non-poetry data are as helpful as poetry data in the task of metaphor detection in poetry.

So far, we have built on types of metaphor already defined by NLP scholars, and added two
types we identified. Those types are based on parts of speech and syntactic structure. Our future work will study a generic concept, trying to track down metaphor based on vector disparity between words and phrases, irrespective of the POS or syntax involved. In a perspective more explicitly informed by Digital Humanities, we will also explore the applicability of both established and unconventional approaches to metaphor in the humanities. It will therefore be interesting, for example, to look into the computability of metaphor as strictly POS-based (nominal, verbal etc.) as a general framework, alongside marginal but intriguing concepts such as that of prepositional metaphor (Lakoff and Johnson, 2003). The latter has a not insignificant following in contemporary linguistics and stylistics (Goatly, 2011).
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Abstract

This paper presents a newly funded international project for machine translation and automated analysis of ancient cuneiform languages where NLP specialists and Assyriologists collaborate to create an information retrieval system for Sumerian.

This research is conceived in response to the need to translate large numbers of administrative texts that are only available in transcription, in order to make them accessible to a wider audience. The methodology includes creation of a specialized NLP pipeline and also the use of linguistic linked open data to increase access to the results.

1 Context

The project Machine Translation and Automated Analysis of Cuneiform Languages (MTAAC) focuses on the application of NLP methods to Sumerian, a Mesopotamian language spoken in the 3rd millennium B.C. Assyriology, the study of ancient Mesopotamia, has benefited from early developments in NLP in the form of projects which digitally compile large amounts of transcriptions and metadata, using basic rule- and dictionary-based methodologies. However, the orthographic, morphological and syntactic complexities of the Mesopotamian cuneiform languages have hindered further development of automated treatment of the texts. Additionally, digital projects do not necessarily use the same standards and encoding schemes across the board, and this, coupled with closed or partial access to some projects’ data, limits larger scale investigation of machine-assisted text processing.

The history and society of ancient Mesopotamia are mostly known to the general public through works that draw on myths and royal inscriptions as primary sources, texts which are mostly translated and readily available. Among these works the Sumerian texts and their translations form a perfect testbed for distantly supervised NLP methods such as annotation projection and cross-lingual tool adaptation. However, the aforementioned translated texts make up only around 10% of the total amount of transcribed Sumerian data. The majority of the Sumerian texts are administrative

---

1 The Cuneiform script was invented in Ancient Iraq more than 5000 years ago. Signs were drawn, and later impressed, onto a tablet-shaped fresh lump of clay using a reed stylus. This script was in use for 4000 years to record texts in different languages such as Sumerian, Akkadian and Elamite. See figure 1 in section 1b for an example.

2 We would like to thank the reviewers, and Robert K. Englund and Heather D. Baker, for their insightful comments and suggestions.

3 The project is generously funded by the Deutsche Forschungsgemeinschaft, the Social Sciences and Humanities Research Council, and the National Endowment for the Humanities through the T-AP Digging into Data Challenge. See the project website at https://cdli-gh.github.io/mtaac.

4 Among others, the Cuneiform Digital Library initiative (CDLI) http://cdli.ucla.edu/ and the Open Richly Annotated Cuneiform Corpus (ORACC) http://oracc.museum.upenn.edu/ are two examples of such endeavors.
and legal in nature. The manual annotation and translation of these texts is hardly possible, owing to the large volume of the data and the need for an extremely rare expertise in Mesopotamian languages. However, having a parallel corpus, the solution to automatic processing of these texts lies in using machine translation (MT) techniques: Sumerian texts can be automatically translated and information extraction methods can be applied to the resulting translations.

In this paper we present a newly funded international project that will apply state-of-the-art NLP methods to Sumerian texts. We seek to create a pipeline for cuneiform languages with three major components: NLP processing, machine translation, and information extraction. The NLP tools for Sumerian created in the framework of the project will also be applicable to other cuneiform languages. The resource interoperability will be achieved through linking the annotation with linguistic linked open data ontologies (LLOD).

2 Data

The data for this project takes the form of unannotated raw transliterations of almost 68,000 Sumerian texts of the Ur III period (21st century B.C.) comprising 1.5 million transliteration lines. Around 1600 of these texts have also been translated. Each text entry is augmented with a set of metadata which describes the medium of the text, its context, and some elements of internal analysis. These texts are restricted in style and topic, and include a large proportion of numero-metrological elements. They are also repetitive, brief, and formulaic. As the inscribed medium comes in varied sizes and shapes, structural elements in the transliterations indicate on which surface of the artifact the text appears. Figure 1 shows an example of an ASCII transliteration and translation of a cuneiform text, accompanied with a picture of the obverse and reverse of the artifact.

3 NLP Pipeline for Sumerian

State-of-the-art statistical NLP widely uses supervised classifiers to produce automatic linguistic annotation. Although some Sumerian and Akkadian corpora have been annotated through the ORACC platform in the form of various sub-projects, manual annotation of large enough training sets to train a supervised classifier is not possible as it demands a rare expertise and is time-consuming. We thus propose a pipeline that uses distantly supervised methods (e.g. annotation projection) to create automatic linguistic annotation of Sumerian. Figure 2 shows the workflow of the NLP module. The majority of the data at hand comprises untranslated Sumerian texts. The distantly supervised methods will be applied to Sumerian texts and their English translations. The core of the pipeline is the annotation projection module that will produce morphosyntactically and syntactically annotated training data for supervised NLP tools. This section will further discuss in detail each module of the NLP pipeline.

3.1 Data Preprocessing

After verifying the uniformity in the standardization of the texts, we will convert the data to a machine readable format and sign readings will be verified against our digital syllabary. Transliterations and translation of our gold standard will be tokenized, lemmatized, and morphologically analyzed. The error rate of the corpus transliterations will be calculated against the curated gold standard.

3.2 Morphological analysis

Our morphological analyzer will be partly based on existing tools such as Tablan et al. (2006)’s rule-based morphology and Liu et al. (2015)’s algorithm to identify named entities. We will design a custom parser for numero-metrological content for the occasion. Since Sumerian affixes are ambiguous, we will build on previous work on the disambiguation of morphologically rich languages, such as Sak et al. (2007)’s neural methods for Turkish and Rios and Mamani (2014)’s conditional random fields used to disambiguate Quechua morphology. Morphological tags assigned following rule-based algorithms will be re-ranked using different machine learning (ML) approaches. The disambiguated morphology will be used for syntactic parsing, MT, and information extraction. We plan to develop a lemmatizer that will exploit a high-coverage dictionary. The available off-the-shelf lemmatizer for Sumerian was
(1) P322539 = CUSAS 03, 0851.
tablet.
reverse.
1. 1(disz) kusz udu niga
   1 hide, grain-fed sheep;
2. 1(disz) kusz massz niga
   1 hide, grain-fed goat;
3. kusz udu sa2-du11
   sheep hides, regular offerings,
4. kl {d}isskur-illat-ta
   from Addas-illat.

(a) ASCII transliteration and English translation
(b) Example of a Sumerian source text

Figure 1: Artifact and its digitization

applied to our corpus during the preparation of this project and it was revealed that its coverage and accuracy are not sufficient for our needs since headwords are assigned to tokens without taking into account the textual context, although part of this software might be reused.

3.3 POS tagging
An important part of the NLP pipeline is the distantly supervised POS Tagging. As the corpus is currently unannotated, a supervised approach to POS tagging would not be applicable as it demands annotated training data. The creation of such training data through manual POS annotation of the data would demand an extremely rare expertise and is a time-consuming process. Therefore, we have to turn our attention to distantly supervised methods.

As we are in possession of parallel English translations of Sumerian texts, an annotation projection (Tiedemann, 2014) approach would be a most suitable distantly supervised method. English texts can be tokenized, stemmed, lemmatized, POS tagged and parsed by off-the-shelf freely available NLP tools. Using an off-the-shelf word-alignment tool Giza++ (Och and Ney, 2003), we can produce word alignment between English and the Sumerian texts. After we automatically tag English parallel texts, the assigned POS will be projected onto the aligned Sumerian words. The general assumption behind the annotation projection based on the word alignment is that translated words are likely to have the same POS as the source words. It is quite clear that this is a very bold assumption and there are a number of exceptions. Thus, both manual and automatic POS correction will be needed. However, the distantly supervised solution is temporary as there are parallel efforts to annotate the texts manually to produce training data for a supervised classifier.

3.4 Syntactic parsing
In order to facilitate MT and information extraction from our source texts, we will syntactically parse the corpus. In a similar manner to POS tags, dependency labels can be projected into Sumerian texts. Annotation projections of both POS tags and dependency labels need to be manually corrected. Using an adapted scheme for Sumerian, we will annotate a gold standard composed of a
total of 10,000 sentences with dependencies and POS tags to train a supervised dependency parser and POS tagger. The rest of the data will be tagged and parsed automatically. The quality of the dependency parses will be estimated by labeled and unlabeled attachment score (UAS and LAS), and different parsing toolkits will be evaluated (Chen and Manning 2014, Nivre 2003, etc.).

4 Machine Translation

As MT for cuneiform languages is a novel task and there is no prior research, we will have to experiment with several approaches in order to establish the one most suitable for these languages. The standard phrase-based translation will form a good baseline.

Currently, there are over 1600 parallel Sumerian and English texts which are aligned sentence-wise. The baseline will be created by the Moses SMT toolkit (Koehn et al., 2007). It will be trained on these parallel texts and applied to the rest of the data to create automatic translations.

Nevertheless, due to the spelling variations and morphological richness of the language, data sparsity is inevitable. Thus, the baseline will be compared with a character-based MT system based on Phrasal ITG Aligner (Pialign) (Neubig et al., 2012) but tailored towards cuneiform data. Pialign uses synchronous context-free grammars and substring prior probabilities to produce many-to-many character alignment; it can thus efficiently capture mid-distance dependencies, as required for dealing with rich morphology and ideosyllabic writing systems without explicit word separators (e.g., Japanese).

In addition to this state-of-the-art SMT system, we will also apply innovative neural techniques to the translation of Sumerian cuneiform text. Neural Machine Translation (NMT) (Bahdanau et al., 2014) has been applied to various language pairs in the past few years, with successful applications for translating structurally different languages: Eriguchi et al. (2016) applied an attention-based neural network on Japanese and English that we will take as our point of departure, as the writing system of Japanese is structurally similar to cuneiform (using both ideographic and syllabic components), and they demonstrated that their approach is capable of generalizing over smaller amounts of training data than normally required by NMT systems. Following their syntax-based extension of the traditional sequence-based encoder-decoder approach, we will integrate syntactic dependency annotation.

5 Information Extraction

In this project, we intend to go beyond automatic (morpho)syntactic annotation and collocation analysis to create an information extraction system for the Sumerian language. This system will aim to identify concepts and relations in the text, and the results will be available in human-readable format to integrate into the interface, alongside their labels and definitions.

The main objective of this step is to prepare data for prosopographical\(^8\) research into the Ur III historical period. The Sumerian texts have an abundance of individuals’ names but tracing them throughout various texts is not a trivial task. For example, the proper name \(\text{d}i\text{škur-illat}\) can be found 1212 times in 1092 texts. Additionally, it can be used as a toponym, a road name, or as a personal name that occurs in at least five different cities. Thus, it is impossible to tell at first sight whether these occurrences represent a single individual or five or more different people. In order to mitigate this problem, we will apply automatic collocation-based classification of proper names into specific entity categories (people, places, gods, etc.). A prosopographical study of extracted names will include a profiling of the individuals, which will entail identifying an individual’s activities, titles,\(^8\) Prosopography is the study of past individuals and their relationships through sparse sources that give clues concerning their activities as groups.
properties and other pertinent information. We will then build a graph representation of the social connections of an individual. These structured features will be used for the disambiguation of individuals’ profiles.

5.1 Research in Social History

Until now, prosopographical studies in Sumerian have focused on specific private or institutional archives (e.g. Dahl 2007) or have been based on a specific topic of inquiry but restricted to a region and period: their scope has always been limited. This selective nature of prosopographical study in Sumerian is largely due to the fact that the creation of the individuals’ profiles involves a significant amount of manual work. The automatic translations and annotations produced by our NLP pipeline will enable us to automatically extract descriptions of individuals which will in turn enable us to perform large-scale social inquiries using a full prosopographical network based on the corpus at hand.

The main question that will be researched in this context is looking at is the dynamics of social mobility in the Ur III period. Administrative texts of the Ur III period are often dated with a ruler name, year name and month, sometimes days. This makes it possible to trace individuals through time when they appear in the archives. With our social network graph in place, it will be possible to identify clues to social mobility such as displacement, change in role, responsibility level, ego network variations, changes in property status, name and title. We will also take into account the influence of political and environmental changes through time. Such unprecedented large-scale prosopographical study can reveal important social and political trends that will shed light on the processes that enable or limit social mobility at that period.

6 Direct Applications

6.1 Linked Open Data

As an integral part to the project, all the manual and automatic linguistic annotations will be mapped to the Ontologies of Linguistic Annotation (Chiarcos, 2008), a reference terminology of Linguistic Linked Open Data (LLOD) which will ensure the interoperability of our annotation scheme and greatly increase the reusability of our data. As part of our prosopographical project, we will map our results onto the Standards for Networking Ancient Prosopographies (SNAP:DRGN)\(^9\) that we will augment with a custom extension if needed. Pleiades\(^10\) and Periodo\(^11\) will be considered for mapping places and periods respectively. A machine readable interface will be developed to share all these prepared linked data.

6.2 Interface

One way of interfacing with the data generated will be through a new web facade designed with known audiences in mind, but also applying principles of universal design in order to increase the accessibility of the data and interface to a wider public of knowledge drawn from cuneiform sources. Translations will be easily retrievable and researchers will benefit from an advanced search engine. Concepts and entities present in the texts and metadata will be interlinked to permit navigation through the texts. Other visualization tools will be available, from dependency visualization to automated plotting of network analysis graphs, as well as traditional graphs to display statistics concerning a chosen group of texts. Data will also be available for download in full and in part, in different open formats.

6.3 Future Applications

Following this project, we expect to extend the scope of our pipeline to process other genres and periods of Sumerian texts and then work with the Akkadian language and other cuneiform languages. We expect that parts of our work can serve as test cases for other languages such as Basque and Turkish that share agglutinative and split-ergative characteristics and also logo-syllabic languages such as Japanese.

Having these tools available will foster future research into Ur III texts since they will be more accessible, including to machines. There is already a renewed interest in the study of Ur III texts because Assyriologists are starting to employ statistical methods to study larger groups of texts, so our project will also open doors for these interested scholars.

Because we will be using LLOD, new studies across languages, including Sumerian, will become possible. This will enrich the pool of varia-

\(^9\)https://snapdrgn.net/
\(^10\)https://pleiades.stoa.org
\(^11\)http://perio.do/
tions of language morphology, especially because Sumerian is an isolate.

7 Challenges and Risks

The automatic processing of Sumerian texts is not a trivial task. Among others, we will face most of the traditional challenges of historical corpora. First of all, data sparsity will be inevitable. Sumerian is an agglutinative language with productive affixation which leads to an extremely high number of word forms, but we will significantly reduce data sparsity by means of lemmatization as explained in section 3.2. Regional variations can also increase the data sparsity: words can have different meanings, different readings, and different spellings depending on contextual factors such as the type of text, the period, the archive, and the region. Code-switching and foreign words pose an additional challenge for the morphological analyzer, but the texts have been marked with a structural language switch for ease of processing since Sumerian texts can be sprinkled with Akkadian words, for example verbs and personal names.

Other difficulties arise in the annotation projection and machine translation from the fact that the Sumerian language does not have any modern descendants. This is particularly important for the annotation projection, as previous studies have shown that diachronic relatedness is an important factor that affects the quality of annotation projection (Sukhareva and Chiarcos, 2014). Thus, we plan to conduct our pilot experiments on modern languages such as Turkish and Basque that are grammatically similar to Sumerian (agglutinative, split-ergative) to guarantee the scalability of our implementation, but more importantly to be able to conduct experiments in parallel with the morphological and syntactic annotation of the Sumerian texts.

8 Conclusion

Even though some basic NLP methods are already being employed in cuneiform studies, the use of modern computer science methods is still in its infancy and such powerful methods as ML and statistics are yet to be properly introduced into the field. Our MT and information extraction project, based on a practical research need in the Humanities, will contribute a methodology, its implementation, and a body of translated and analyzed texts. It will also assist in the processing of a host of related datasets, as well as setting an example for ML and MT in the Humanities. Moreover, it will facilitate studies of grammar and semantics of a language that is still not fully understood. The project will provide a unified access to a highly representative corpus of early writing, and will foster an unprecedented scholarly cooperation among researchers in a variety of disciplines. We think this is a unique opportunity to make a leap forward in natural language processing for ancient languages that will at the same time open up to a networked public the heritage of ancient civilizations.
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Abstract

Literary genres are commonly viewed as being defined in terms of content and style. In this paper, we focus on one particular type of content feature, namely lexical expressions of emotion, and investigate the hypothesis that emotion-related information correlates with particular genres. Using genre classification as a testbed, we compare a model that computes lexicon-based emotion scores globally for complete stories with a model that tracks emotion arcs through stories on a subset of Project Gutenberg with five genres.

Our main findings are: (a), the global emotion model is competitive with a large-vocabulary bag-of-words genre classifier (80 % F1); (b), the emotion arc model shows a lower performance (59 % F1) but shows complementary behavior to the global model, as indicated by a very good performance of an oracle model (94 % F1) and an improved performance of an ensemble model (84 % F1); (c), genres differ in the extent to which stories follow the same emotional arcs, with particularly uniform behavior for anger (mystery) and fear (adventures, romance, humor, science fiction).

1 Introduction and Motivation

Narratives are inseparable from emotional content of the plots (Hogan, 2011). Recently, Reagan et al. (2016) presented an analysis of fictional texts in which they found that there is a relatively small number of universal plot structures that are tied to the development of the emotion happiness over time (“emotional arcs”). They called the arcs “Rags to riches” (rise), “Tragedy” (fall), “Man in a hole” (fall-rise), “Icarus” (rise-fall), “Cinderella” (rise-fall-rise), and “Oedipus” (fall-rise-fall). They also clustered fictional texts from Project Gutenberg\(^1\) by similarity to emotion arc types, suggesting that their arc types could be useful for categorizing literary texts. At the same time, their analysis suffered from some limitations: it was mostly qualitative and limited to the single emotion of happiness. Crucially, they did not investigate the relationship between emotions and established literary classification schemes more concretely.

The goal of our study is to investigate exactly this relationship, extending the focus beyond one single emotion, and complementing qualitative with quantitative insights. In this, we build on previous work which has shown that stories from different literary genres tend to have different flows of emotions (Mohammad, 2011). The role of emotion has been investigated in different domains, including social media (Pool and Nissim, 2016; Dodds et al., 2011; Kouloumpis et al., 2011; Gill et al., 2008), chats (Brooks et al., 2013), and fairy tales (Alm et al., 2005).

As the basis for our quantitative analysis, we adopt the task of genre classification, which makes it possible for us to investigate different formulations of emotion features in a predictive setting. Genres represent one of the best-established classifications for fictional texts, and are typically defined to follow specific communicative purposes or functional traits of a text (Kessler et al., 1997), although we note that literary studies take care to emphasize the role of artistic and aesthetic properties in genre definition (Cuddon, 2012, p. 405), and take a cautious stance towards genre definition (Allison et al., 2011; Underwood et al., 2013; Underwood, 2016).

Traditionally, computational studies of genre classification use either style-based or content-

---

1 https://www.gutenberg.org
based features. Stylistic approaches measure, for instance, frequencies of non-content words, of punctuation, part-of-speech tags and character \( n \)-grams (Karlgren and Cutting, 1994; Kessler et al., 1997; Stamatatos et al., 2000; Feldman et al., 2009; Sharoff et al., 2010). Content-aware characteristics take into account lexical information in bag-of-words models or build on top of topic models (Karlgren and Cutting, 1994; Hettinger et al., 2015, 2016). A precursor study to ours is Samothrakis and Fasli (2015), who assess emotion sequence features in a classification setting. We extend their approach by carrying out a more extensive analysis.

In sum, our contributions are:

1. We perform genre classification on a corpus sampled from Project Gutenberg with the genres science fiction, adventure, humor, romantic fiction, detective and mystery stories.

2. We define two emotion-based models for genre classification based on the eight fundamental emotions defined by Plutchik (2001) – fear, anger, joy, trust, surprise, sadness, disgust, and anticipation. The first one is an emotion lexicon model based on the NRC dictionary (Mohammad and Turney, 2013). The second one is an emotion arc model that models the emotional development over the course of a story. We avoid the assumption of Reagan et al. (2016) that absence of happiness indicates fear or sadness.

3. We analyze the performance of the various models quantitatively and qualitatively. Specifically, we investigate how uniform genres are with respect to emotion developments and discuss differences in the importance of lexical units.

## 2 Experimental Setup

To analyze the relationships between emotions expressed in literature and genres, we formulate a genre classification task based on different emotion feature sets. We start with a description of our data set in the following Section 2.1. The features are explained in Section 2.2 and then how they are used in various classification models (in Section 2.3).

### 2.1 Corpus

We collect books from Project Gutenberg that match certain tags, namely those which correspond to the five literary genres found in the Brown corpus (Francis and Kucera, 1979): adventure (Gutenberg tag: “Adventure stories”), romance (“Love stories” and “Romantic fiction”), mystery (“Detective and mystery stories”), science fiction (“Science fiction”), and humor (“Humor”). All books must additionally have the tag “Fiction”. We exclude books which contain one of the following tags: “Short stories”, “Complete works”, “Volume”, “Chapter”, “Part”, “Collection”. This leads to a corpus of 2113 stories. Out of these, 94 books (4.4%) have more than one genre label. For simplicity, we discard these texts, which leads to the corpus of 2019 stories with the relatively balanced genre distribution as shown in Table 1.

### 2.2 Feature Sets

We consider three different feature sets: bag-of-words features (as a strong baseline), lexical emotion features, and emotion arc features.

#### Bag-of-words features

An established strong feature set for genre classification, and text classification generally, consists of bag-of-words features. For genre classification, the generally adopted strategy is to use the \( n \) most frequent words in the corpus, whose distribution is supposed to carry more genre-specific rather than content- or domain-specific information. The choice of \( n \) varies across stylometric studies, from, e.g., 1,000 (Sharoff et al., 2010) to 10,000 (Underwood, 2016). We set \( n = 5,000 \) here. We refer to this feature set as \( \text{BOW} \).

#### Lexical emotion features

Our second feature set, \( \text{EMOLEX} \), is a filtered version of \( \text{BOW} \), capturing lexically expressed emotion information. It consists of all words in the intersection between the corpus vocabulary and the NRC dictionary (Mohammad and Turney, 2013) which contains 4,463 words associated with 8 emotions. Thus, it incor-

<table>
<thead>
<tr>
<th>Genre</th>
<th>Count</th>
</tr>
</thead>
<tbody>
<tr>
<td>adventure</td>
<td>569</td>
</tr>
<tr>
<td>humor</td>
<td>202</td>
</tr>
<tr>
<td>mystery</td>
<td>379</td>
</tr>
<tr>
<td>romance</td>
<td>327</td>
</tr>
<tr>
<td>science fiction</td>
<td>542</td>
</tr>
<tr>
<td>∑</td>
<td>2019</td>
</tr>
</tbody>
</table>

Table 1: Statistics for our Gutenberg genre corpus.
porates the assumption that words associated with emotions reflect the actual emotional content (Bestgen, 1994). We do not take into account words from “positive”/“negative” categories or those that are not associated with any emotions. This model takes into account neither emotion labels nor position of an emotion expression in the text.

**Emotion arc features.** The final feature set, EMOARC, in contrast to the lexical emotion features, takes into account both emotion labels and position of an emotion expression. It represents an emotion arc in the spirit of Reagan et al. (2016), but considers all of Plutchik’s eight fundamental emotion classes. We split each input text into \( k \) equal-sized, contiguous segments \( S \) corresponding to spans of tokens \( S = \{t_1, \ldots, t_m\} \). We treat \( k \) as a hyper-parameter to be optimized (cf. Section 2.4).

We define a score \( es(e, S) \) for the pairs of all segments \( S \) and each emotion \( e \) as

\[
es(e, S) = \frac{c}{|D_e| \cdot |S|} \sum_{t_i \in S} 1_{t_i \in D_e},
\]

where \( D_e \) is the NRC dictionary associating words with emotions, \( c \) is a constant set for convenience to the maximum token length of all texts in the corpus \( C \) \( (c = \max_{S \in C} |S|) \), and \( 1_{t_i \in D_e} \) is 1 if \( t_i \in D_e \) and 0 otherwise. This score, which makes the same assumption as the lexical emotion features, represents the number of words associated with emotion \( e \) per segment, normalized in order to account for differences in vocabulary size and book length.

The resulting features form an \( 8 \times k \) “emotion-segment” matrix for each document that reflects the development of each of the eight emotions throughout the timecourse of the narrative (cf. Section 2.3).

### 2.3 Models for Genre Classification

In the following, we discuss the use of the feature sets defined in Section 2.2 with classification methods to yield concrete models.

We use the two lexical feature sets, BoW and EMOLEX, with a random forest classifier (RF, Breiman (2001)) and multi-layer perceptron (MLP, Hinton (1989)). RF often performs well independent of chosen meta parameters (Criminisi et al., 2012), while MLP provides a tighter control for overfitting and copes well with non-linear problems (Collobert and Bengio, 2004).

The emotion arc feature set (EMOARC) is used for classification in a random forest, multi-layer perceptron, and a convolutional neural network (CNN). For the first two classification methods, we flatten the emotion-segment matrix into an input vector. From these representations, the classifiers can learn which emotion matters for which segment, like, e.g., “high value at position 2”, “low value at position 4” and combinations of these characteristics. However, they are challenged by a need to capture interactions such as “position 2 has a higher value than position 3”, or similar relationships at different positions, like “highest value at position around the middle of the book”.

To address this shortcoming, we also experiment with a convolution neural network, visualized in Figure 1. The upper part of the input matrix corresponds to the emotion-segment matrix from Section 2.2. Below, we add \( k \) one-hot row vectors each of which encodes the position of one segment. This representation enables the CNN with EMOARC features to capture the development of different emotions between absolute segment positions – it can compare the “intensity” of different emotions over time steps. By considering all emotions through time steps in a text, the CNN can model patterns
Table 2: Results for genre classification on the Gutenberg corpus (percentages). We use bootstrap resampling (Efron, 1979) to test for significance of differences ($\alpha = 0.05$) (a), pairwise among the best models for each feature set (RF BOw, MLP EMOLEX, CNN EMOARC) and (b), between the best individual model (MLP EMOLEX) and the SVM Ensemble model. Legend: $\checkmark$ MLP EMOLEX vs. RF BOw, $\times$ CNN EMOARC vs. MLP EMOLEX, $\bigcirc$ CNN EMOARC vs. RF BOw, $\star$ Ensemble SVM vs. MLP EMOLEX.

Table 2 shows the main results in a 10-fold cross-validation setting. The BOw baseline model shows a very strong performance of 80% $F_1$. Limiting the words to those 4,463 which are associated with emotions in EMOLEX significantly improves the classification of humorous and science fiction books, which leads to a significant improvement of the micro-average precision, recall, and $F_1$ by 1 percentage point. This result shows that emotion-associated words predict genre as well as BOw model even though fewer words, and particularly less content-related words are considered. This aspect is further discussed in the model analysis in Section 4.3 and Table 7. We test for significance of differences ($\alpha = 0.05$) using bootstrap resampling (Efron, 1979), see the caption of Table 2 for details.

Among the EMOARC models, we find the best performance (59 % $F_1$) for the CNN architecture underlining the importance of the model to capture emotional developments rather than just high or low emotion values. The EMOARC models significantly underperform the lexical approaches. At the same time, their results are still substantially better than, e.g., a most frequent class baseline (which results in 12 % $F_1$). Thus, this result shows the general promise of using emotion arcs for genre classification, even though the non-lexicalized emotion arcs represent an impoverished signal compared to the lexicalized BOw and EMOLEX models.

This raises the question of whether a model combination could potentially improve the overall result. Table 3 quantifies the complementarity of the models: Its diagonal shows true positive counts for each model. The other cells are true positive hits for the column models which were not correctly classified by the row model. Therefore, the additional contribution, e.g., by MLP EMOARC over MLP EMOLEX consists in 123 additional correctly classified texts. Conversely, 586 texts are correctly classified by MLP EMOLEX, but not by MLP EMOARC.
Table 3: Model comparison. Numbers on the diagonal show the numbers of overall true positives for the respective model. Numbers in other cells denote the number of instances correctly classified by the column model, but not by the row model.

These numbers indicate that our models and feature sets are complementary enough to warrant an ensemble approach. This is bolstered by an experiment with an oracle ensemble. This oracle ensemble takes a set of classifiers and considers a classification prediction to be correct if at least one classifier makes a correct prediction. It measures the upper bound of performance that could be achieved by a perfect combination strategy. Taking into account predictions from all the models in Table 2 yields a promising result of 94% F1 (precision=recall=94%), an improvement of 14 percentage points in F1 over the previous best model.

Following this idea of a combination strategy, we implement an ensemble model that is an L1-regularized L2-loss support vector classification model that takes predictions for each book from all the models as input and performs the classification via a 10-fold cross-validation. The results for this experiment are given in Table 2 in the last row. Overall, we observe a significant improvement over the best single model, the MLP EMOLEX model.

As the results show, the outcome of our ensemble experiment is still far from the upper bound achieved by the oracle ensemble. At the same time, even the small, but significant, improvement over the best single model provides a convincing evidence that further improvement of the classification is possible. However, finding a more effective practical combination strategy presents a multiaspect problem with vast solution space which we leave for future work. We now proceed to obtaining a better understanding of the relationship between emotion development and genres.

Table 4: Average uniformity of emotion-genre pairs measured by Spearman correlation. Highest uniformity per genre marked in bold.

4 Model and Data Analysis

4.1 Uniformity of Prototypical Arcs

The results presented in the previous section constitute a mixed bag: even though overall results for the use of emotion-related features are encouraging, the specific EMOARC model was not competitive. We now investigate possible reasons.

Our first focus is the fundamental assumption underlying the EMOARC model, namely that all works of one genre develop relatively uniformly with respect to the presence of individual emotions over the course of the plot. We further concretize this notion of uniformity as correlation with the prototypical emotion development for a genre which we compute as the average vector of all emotion scores (cf. Section 2.2) for the genre in question.

We formalize the uniformity of a emotion arc of a text with scores \(|es_1, \ldots, es_k|\) as the Spearman rank correlation coefficient with the prototypical vector \(|\bar{e}_1, \ldots, \bar{e}_k|\). Spearman coefficients range between -1 and 1, with -1 indicating a perfect inverse correlation, 0 no correlation, and 1 perfect correlation. In contrast to, e.g., a Euclidean distance, this measures the emotion arc in a similar manner to the CNN.

Figure 2 shows the results in an emotion-genre matrix. Each cell presents the emotion scores for the six segments, shown as vertical dotted lines. The thick black line is the prototypical development, and the grey band around it a 95% confidence interval. We see the three most correlated (i.e., most prototypical) books in blue, and the curves for the three least correlated (i.e., most idiosyncratic) books in dashed red.

The figure shows that there are considerable differences between emotions-genre pairs: some of them have narrow confidence bands (i.e., more uni-
form behavior), such as fear, while others have broad confidence bands (i.e., less uniform behavior), such as trust and anticipation. Table 4, which lists the average uniformity (Spearman correlation) for each genre-emotion pair, confirms this visual impression: the emotions that behave most consistently within genres are fear (most uniform for four genres) and anger (most uniform for mystery). In contrast, the emotions anticipation and trust behave nonuniformly, showing hardly any correlation with prototypical development.

These findings appear plausible: fear and anger are arguably more salient plot devices in fiction than anticipation and trust. More surprisingly, happiness/joy is not among the most uniform emotions either. In this respect, our findings do not match the results of Reagan et al. (2016): according to our results, joy is not a particularly good emotion to base a genre classification on. We discuss reasons for this discrepancy below in Section 5.

At the level of individual books, Figure 2 indicates that we find “outlier” books (shown in dashed red) with a development that is almost completely inverse compared to the prototype for essentially all emotion-genre pairs, even the most uniform ones. This finding can have two interpretations: either it indicates unwarranted variance in our analysis method (i.e., the assignment of emotions to text segments is more noisy than we would like it to be), or it indicates that the correlation between the emotional plot development and the genre is weaker than we initially hypothesized.

As a starting point for a close reading investigation of these hypotheses, Table 5 lists the three most and least prototypical books for each genre, where we averaged the books’ prototypicality across emotions. We cannot provide a detailed discussion here, but we note that the list of least prototypical books contains some well-known titles, such as La dame aux Camelines, while the top list contains lesser known titles. A cursory examination of the emotion arcs for these works indicates that the arcs make sense. Thus, we do not find support for noise in the emotion assignment; rather, it seems that more outstanding literary works literally “stand out” in terms of their emotional developments: their authors seem to write more creatively with respect to the expectations of the respective genres.

4.2 Emotion Arcs and Genre Classification

Above, we have established that arcs for some emotions are more uniform than others, and that there are outlier texts for every emotion and genre. But does the degree of uniformity matter for classification? To assess this question, we analyze the average prototypicality among books that were classi-
Table 5: Most and least prototypical books regarding overall emotional development in each genre

<table>
<thead>
<tr>
<th>Genre</th>
<th>Most prototypical</th>
<th>Least prototypical</th>
</tr>
</thead>
<tbody>
<tr>
<td>adventure</td>
<td>Bert Wilson in the Rockies, Duffield, J. W.</td>
<td>Chasing the Sun, Ballantyne, R. M.</td>
</tr>
<tr>
<td></td>
<td>The Outdoor Girls of Deepdale; Or, camping and tramping for fun and health, Hope, L.</td>
<td>The Bronze Bell, Vance, L.J.</td>
</tr>
<tr>
<td></td>
<td>Blown to Bits; or, The Lonely Man of Rakata, Ballantyne, R. M.</td>
<td>Chester Rand; or, The New Path to Fortune, Alger, H.</td>
</tr>
<tr>
<td>romance</td>
<td>The Girl in the Mirror, Jordan, Elizabeth Garver</td>
<td>La Dame aux Camélias, Dumas, A.</td>
</tr>
<tr>
<td></td>
<td>The Unspeakable Perk, Adams, Samuel Hopkins</td>
<td>Through stained glass, Chamberlain, George</td>
</tr>
<tr>
<td></td>
<td>The Maid of Maiden Lane, Barr, Amelia</td>
<td>Daddy-Long-Legs, Webster, Jean</td>
</tr>
<tr>
<td>mystery</td>
<td>The Woman from Outside (On Swan River), Footner, H.</td>
<td>The Grell Mystery, Froest, F.</td>
</tr>
<tr>
<td></td>
<td>The Old Stone House and Other Stories, Green, A.K.</td>
<td>My Strangest Case, Boothbyy, G.</td>
</tr>
<tr>
<td></td>
<td>In Friendship’s Guise, Graydon, W.M.</td>
<td>The Treasure-Train, Reeve, A. B.</td>
</tr>
<tr>
<td>sci-fi</td>
<td>The Great Drought, Meek, S. P.</td>
<td>Looking Backward, 2000 to 1887, Bellamy, E.</td>
</tr>
<tr>
<td></td>
<td>The Finding of Haldgren, Diffin, Charles</td>
<td>Let ’Em Breathe Space!, Del Rey, L.</td>
</tr>
<tr>
<td></td>
<td>The Tree of Life, Moore, C. L.</td>
<td>The Second Deluge, Serviss, Garrett P.</td>
</tr>
<tr>
<td>humor</td>
<td>Captains All and Others, Jacobs, W.</td>
<td>Just William, Crompton, Richmal</td>
</tr>
<tr>
<td></td>
<td>The Rubáiyát of a Bachelor, Rowland, H.</td>
<td>Baby Mine, Mayo, Margaret</td>
</tr>
<tr>
<td></td>
<td>The Temptation of Samuel Burge (Captains All, Book 8), Jacobs, W. W.</td>
<td>Torchy and Vee , Ford, Sewell</td>
</tr>
</tbody>
</table>

(1), EMOARC features and models based on them are meaningful for the task of literary genre classification, as evidenced by higher correlation coefficients in the correctly predicted instances. (2), since emotion arcs are exactly the type of information that the CNN EMOARC model bases its classification decision on, emotional uniformity is indeed a prerequisite for successful classification by EMOARC, and its lack for some genres and emotions explains why EMOARC does not do as well as the more robust BoW and EMOLEX models. (3), the difference in correlation ranks between correct and incorrect predictions validates the idea of an ensemble classification scheme and may serve as a starting point for deeper investigation of differences between models in future work.

4.3 Feature Analysis of Lexical Models

After having considered EMOARC in detail, we now complete our analysis in this paper by a more in-depth look at the feature level. We focus on features that are most strongly associated with the genres, using a standard association measure, pointwise mutual information (PMI), which is considered to be a sensible approximation of the most influential features within a model.

Table 7 shows that most strongly associated features with each genre differ in their linguistic status between BoW and EMOLEX. For example, for the genre romance, most BoW features are infrequent words like specific character names which do not generalize to unseen data (e.g., Gerard, Molly).
Table 7: Top ten EMOLEX and BOW features by pointwise mutual information values with each genre.

![PMI values for each emotion in different genres.](image)

Figure 3: Top EMOARC features for each genre ranked according to their PMI values.

The EMOLEX features consist of words related to emotions (e.g., mamma, marry, loving). In mystery, the most important BOW features express typical protagonists of crime stories (e.g., coroner, detective, inspector, Scotland). For EMOLEX, we see similar results with a stronger focus on affect-related roles (e.g., murderer, jury, attorney, robbery, police, crime). In sum, we observe that the feature sets pick up similar information, but from different perspectives: the BOW set focusing more on the objective (“what”) and the EMOLEX set more on the subjective (“how”) level.

As a combination of the analysis in Section 4.2 with the PMI approach, Figure 3 visualizes the EMOARC features as “peak” features that fire when an emotion is maximal in one specific segment (cf. Section 3). The results correspond well to the prominent maxima of emotion arcs shown in Figure 2. For the genre of adventure, e.g., trust and anticipation peak at the beginning. Sadness, anger, and fear peak towards the end, however, the very end sees a kind of “resolution” with trust becoming the dominating emotion again. At the same time, anger and sadness seem to be dominating all genres towards the end, and joy plays an important role in the first half of the books for most genres.

5 Discussion and Conclusion

In this paper, we analyzed the relationship between emotion information and genre categorization. We considered three feature sets corresponding to three levels of abstraction (lexical, lexical limited to emotion-bearing words, emotion arc) and found interesting results: classification based on emotion-words performs on par with traditional genre feature sets that are based on rich, open-vocabulary...
lexical information. Our first conclusion is therefore that emotions carry information that is highly relevant for distinguishing genres.

A further aggregation of emotion information into emotion arcs currently underperforms compared to the lexical methods, indicating that relevant information gets lost in our current representation. We need to perform further research regarding this representation as well as the combination of different feature sets, since these appear to contribute complementary aspects to the analysis of genres, as the excellent performance of an oracle shows. Our ensemble approach significantly outperforms the best single model but still outperforms the oracle result.

Our subsequent, more qualitative analysis of the uniformity of emotion arcs within genres indicated that some, but not all, emotions develop moderately uniformly over the course of books within genres: Fear is most uniform in all genres except mystery stories, where anger is more stable. Unexpectedly, joy is only of mediocre stability. At the same time, our study of outliers indicates that this conforming to the prototypical emotion development of a given genre appears to be a sufficient, but not necessary condition for membership in a genre: we found books with idiosyncratic emotional arcs that were still unequivocally instances of the respective genres. As with many stylistic properties, expectations about emotional development can evidently be overridden by a literary vision.

This raises the question of what concept of genre it is that our models are capturing. Compared to more theoretically grounded concepts of genre in theoretical literary studies, our corpus-based grounding of genres is shaped by the books we sampled from Project Gutenberg. Many of these are arguably relatively unremarkable works that exploit the expectations of the genres rather than seminal works trying to redefine them. The influence of corpus choice on our analysis may also explain the apparent contradictions between our by-emotion results and the ones reported by Reagan et al. (2016), who identified happiness/joy as the most important emotion, while this emotion came out as relatively uninteresting in our analysis. Our observations about the influence of individual artistic decisions have, however, made us generally somewhat hesitant regarding Reagan et al.’s claim about “universally applicable plot structures”.

In future work, we want to pursue (a) the close reading direction and analyse a relatively small number of classical works for each genre with respect to their prototypicality in more detail, as well as (b) the distance reading direction, investigating the potential for a better combination of the different classification schemes into an ensemble model.
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Abstract

Enjambment takes place when a syntactic unit is broken up across two lines of poetry, giving rise to different stylistic effects. In Spanish literary studies, there are unclear points about the types of stylistic effects that can arise, and under which linguistic conditions. To systematically gather evidence about this, we developed a system to automatically identify enjambment (and its type) in Spanish. For evaluation, we manually annotated a reference corpus covering different periods. As a scholarly corpus to apply the tool, from public HTML sources we created a diachronic corpus covering four centuries of sonnets (3750 poems), and we analyzed the occurrence of enjambment across stanzaic boundaries in different periods. Besides, we found examples that highlight limitations in current definitions of enjambment.

1 Introduction

Enjambment takes place when a syntactic unit is broken up across two lines of poetry (Domínguez Caparrós, 1988, 103), giving rise to different stylistic effects (e.g. increased emphasis on elements of the broken-up phrase, or contrast between those elements), or creating double interpretations for the enjambed lines (García-Page Sánchez, 1991).

The literature shows a debate on the stylistic effects emerging from a mismatch between syntactic and metrical units (Martínez Cantón, 2011). The types of effects possible and the syntactic units where the effects can be said to be attested are a matter of current research. Quilis (1964) characterized enjambment as occurring in a series of very specific syntactic contexts. The definition is still considered current, however, some aspects in it have been questioned: Are these the only syntactic configurations where such effects are observed? Are syntactic criteria enough to predict when these effects arise?

Given these unclear points, it is relevant to systematically collect large amounts of enjambment examples, according to current definitions of the phenomenon. This can provide helpful evidence to assess scholars’ claims. To this end, we developed a system to automatically detect enjambment in Spanish, applying it to a corpus of ca. 3750 sonnets by 1000 authors (15th to 19th century).

We are not aware of a systematic large-sample study of enjambment across periods, literary movements, or versification types in Spanish, or other languages. Automatic detection can help answer interesting questions in verse theory, which would benefit from a quantitative approach, complementing small-sample analyses, e.g.: “To what an extent is enjambment used differently in free verse vs. traditional versification?” or “Does the use of enjambment increase in movements that seek distance from traditional forms?”

Finally, our study complements automatic metrical analyses of Spanish Golden Age sonnets by
Navarro-Colorado (2016; 2017), by focusing on enjambment and covering a wider period.

The paper is structured thus: First we provide the definition of enjambment adopted. Then, our corpus and system are described, followed by an evaluation of the system’s outputs. Finally, findings on enjambment in our diachronic sonnet corpus are discussed. Our project website provides details omitted here for space reasons.¹

2 Enjambment in Spanish

Syntactic and metrical units often match in poetry. However, this trend has been broken since antiquity for various reasons (Parry (1929) on Homer, or Flores Gómez (1988) on early classical poetry).

Enjambment is considered to take place when a pause suggested by poetic form (e.g. at the end of a line or across hemistichs) occurs between strongly connected lexical or syntactic units, triggering an unnatural cut between those units.

Quilis (1964) carried out reading experiments, proposing that several strongly connected elements give rise to enjambment, should a poetic-form pause break them up:

1. **Lexical enjambment**: Breaking up a word.
2. **Phrase-bounded enjambment**: Within a phrase, breaking up sequences like noun + adjective, noun + prepositional phrase complementing it, verb + adverb, auxiliary verb + main verb, among others.

   For instance, the italicized words in the following lines by Matthew Arnold would be an enjambment, as a line-boundary intervenes between the noun roar and the prepositional phrase complementing it (Of pebbles): “Listen! you hear the grating roar // Of pebbles which the waves draw back, and fling, // At their return, up the high strand”.

3. **Cross-clause enjambment**: Between a noun antecedent and the pronoun heading a defining relative clause that complements the antecedent (e.g. “people // who persevere may succeed”).

Besides the enjambment types above, Spang (1983) noted that if a subject or direct object and their related verbs occur in two different lines of poetry, this can also feel unusual for a reader, even if the effect is less remarkable than in the environments identified by Quilis. To differentiate these cases from enjambment proper, Spang calls these cases *enlace*, translated here as *expansion*.

The procedure in Quilis (1964, 55ff.) for assessing the strength of the cohesion within syntactic elements was as follows: Around 50 participants were asked to read literary prose excerpts. Syntactic units within which it was rare for participants to produce a pause were considered to be strongly cohesive (see the list above). The unnaturalness of producing a pause within these units was seen as contributing to an effect of mismatch between meter and syntax, should the units be interrupted by a metrical pause.

Quilis (1964) was the only author so far to gather reading-based experimental evidence on Spanish enjambment. His typology is still considered current, and was adopted by later authors, although complementary enjambment typologies have been proposed, as Martínez Cantón (2011) reviews. Our system identifies Quilis’ types, in addition to Spang’s expansion cases.

Above we listed Quilis’ three broad types, but there are subtypes for each, equally annotated by our system; a detailed description and examples for each type and subtype is on our site.²

3 Diachronic Sonnet Corpus

The corpus is based on two public online collections (García González, 2006a,b). The first one covers 1088 sonnets by 477 authors from the 15th–17th centuries. The second one contains 2673 sonnets by 685 authors from the 19th century. We created scripts to download the poems, remove HTML and extract dates of birth and death for the authors. The corpus covers canonical as well as minor authors, inspired in distant reading approaches (Moretti, 2005, 2013). The distribution of sonnets and authors over periods is given on the project’s site.³

3.1 System Description

The system has three components: a preprocessing module to format input poems uniformly, an NLP pipeline, and the enjambment-detection module itself.

¹https://sites.google.com/site/spanishenjambment
²https://sites.google.com/site/spanishenjambment/enjambment-types
³https://sites.google.com/site/spanishenjambment/our-large-sonnet-corpus
We used the IXA Pipes library as the NLP pipeline (Agerri et al., 2014), obtaining part-of-speech tags, syntactic constituents and syntactic dependencies with it.

In the absence of data annotated for enjambment, that may allow applying a machine learning approach, we created a rule and dictionary-based system that exploits the information provided by the NLP pipeline. A total of ca. 30 rules identify enjambed lines, assigning them a type among a list of 11 types, based on the typology in section 2. Some of the rules are very shallow, only taking the part-of-speech sequences around a line boundary into account. Some other rules additionally exploit constituency information. Dependency parsing results are used to detect among other cases subject/object/verb relations, relevant for the expansion cases defined by Spang (see section 2). For any type of rule, custom dictionaries can restrict rule application to a set of terms. E.g. certain verbs govern arguments introduced by one specific preposition; we itemized these verbs and their prepositions in a dictionary, to complement information provided by the NLP pipeline or to correct parsing errors. The lists of verbs and prepositions were obtained from online resources on the descriptive grammar of Spanish.

An example of a rule would be the following: If line \( n \) contains a verb \( v \), and line \( n + 1 \) has a prepositional argument \( pa \) governed by \( v \), and \( v \) is listed in the custom dictionary as accepting arguments introduced by \( pa \)'s preposition, assign enjambment type \( verb,prep \) to line-pair \((n, n + 1)\).

It is possible, but rare in or corpus, for more than one enjambment type to be applicable to a line-pair. At the moment, the system annotates only one type per line, following a fixed rule order. In the future, criteria to output and evaluate multiple types per line could be developed.

The rules are currently implemented as Python functions. Future work that could benefit non-programmer users would be to make the rules configurable rather than written directly in code.

Enjambment annotations are output in a standoff format; the project’s site provides details.

4 Evaluation and Result Discussion

We describe the evaluation method (the reference sets, the task and metrics), and present the results along with a brief discussion of error sources. Comments about the relevance of the results for literary studies are provided in section 5.

4.1 Test Corpora

To evaluate the system, we created two reference-sets (SonnetEvol and Cantos20th), which were manually annotated for enjambment by a metrics professor and a linguist.

1. SonnetEvol: 100 sonnets (1400 lines) from our diachronic sonnet corpus of ca. 3750 sonnets. This test-set contains 260 pairs of enjambed lines.
2. Cantos20th: 1000 lines of 20th century poetry (Colinas, 1983), showing natural contemporary syntax. We identified 277 pairs of enjambed lines.

The SonnetEvol diachronic test-set covers all centuries, with ca. 70% of sonnets from the 15th–17th centuries and 30% from the 19th. The test-sets cover all enjambment types, but some types are infrequent in them, as in Spanish poetry overall.

We annotated the Cantos20th corpus in order to assess the system’s performance on contemporary Spanish with natural diction, compared to its behaviour with the SonnetEvol corpus, which includes some archaic constructions and often shows an elevated register.

The distribution of enjambment types in both test-corpora is shown on Table 1. The enjambment types are described in detail, with examples, on our site. The type labels generally stand for the constituents that take part in an enjambment, e.g. noun_prep and adj_prep mean, respectively, a noun or an adjective and the prepositional phrase complementing them.

To have an indication of the reliability of the annotation scheme, 50 sonnets of the SonnetEvol corpus were each tagged by two annotators. The ratio of matching labels across both annotators was 91.7%. Besides, a set of 120 sonnets (not from the test-sets) annotated by our students were later corrected by the professor; the ratio of matching labels was 89.7%. Getting several annotators’ input on more sonnets, and obtaining inter-annotator agreement metrics (e.g. Artstein and Poesio (2008)) is part of our planned future work.
<table>
<thead>
<tr>
<th>Corpus</th>
<th>SonnetEvol</th>
<th>Cantos20th</th>
</tr>
</thead>
<tbody>
<tr>
<td>Type</td>
<td>Count %</td>
<td>Count %</td>
</tr>
<tr>
<td>Phrase-Bounded</td>
<td>104 40.00</td>
<td>175 63.18</td>
</tr>
<tr>
<td>adj adv</td>
<td>2 0.77</td>
<td>1 0.36</td>
</tr>
<tr>
<td>adj noun</td>
<td>29 11.15</td>
<td>54 19.49</td>
</tr>
<tr>
<td>adj prep</td>
<td>14 5.38</td>
<td>11 3.97</td>
</tr>
<tr>
<td>adv prep</td>
<td>0 0</td>
<td>3 1.08</td>
</tr>
<tr>
<td>noun prep</td>
<td>39 15.00</td>
<td>85 30.69</td>
</tr>
<tr>
<td>relword</td>
<td>1 0.38</td>
<td>2 0.72</td>
</tr>
<tr>
<td>verb adv</td>
<td>5 1.92</td>
<td>2 0.73</td>
</tr>
<tr>
<td>verb_cprep</td>
<td>9 3.46</td>
<td>2 0.72</td>
</tr>
<tr>
<td>verb_chain</td>
<td>5 1.92</td>
<td>10 3.61</td>
</tr>
<tr>
<td>Cross-Clause</td>
<td>23 8.85</td>
<td>31 11.19</td>
</tr>
<tr>
<td>Expansions</td>
<td>133 51.51</td>
<td>71 25.63</td>
</tr>
<tr>
<td>dobj_verb</td>
<td>65 25.00</td>
<td>39 14.08</td>
</tr>
<tr>
<td>subj_verb</td>
<td>68 26.15</td>
<td>32 11.55</td>
</tr>
<tr>
<td>Total</td>
<td>260 100</td>
<td>277 100</td>
</tr>
</tbody>
</table>

Table 1: Distribution of enjambment types in both test corpora (the diachronic SonnetEvol and the contemporary Cantos20th corpus): Number and percentage of items.

<table>
<thead>
<tr>
<th>Corpus</th>
<th>Match</th>
<th>N</th>
<th>P</th>
<th>R</th>
<th>F1</th>
</tr>
</thead>
<tbody>
<tr>
<td>SonnetEvol</td>
<td>untyped</td>
<td>260</td>
<td>74.18</td>
<td>87.64</td>
<td>80.35</td>
</tr>
<tr>
<td></td>
<td>typed</td>
<td>61.24</td>
<td>72.31</td>
<td>66.31</td>
<td></td>
</tr>
<tr>
<td>Cantos20th</td>
<td>untyped</td>
<td>277</td>
<td>84.01</td>
<td>89.17</td>
<td>86.51</td>
</tr>
<tr>
<td></td>
<td>typed</td>
<td>78.04</td>
<td>83.39</td>
<td>80.63</td>
<td></td>
</tr>
</tbody>
</table>

Table 2: Overall enjambment detection results. Number of test-items (N), Precision, Recall, F1 in our two test-corpora, for the untyped and typed-match tasks.

### 4.2 Enjambment-detection Tasks Evaluated

We defined two enjambment-detection tasks: untyped match and typed match. In untyped match, the positions of enjambed lines proposed by the system must match the positions in the reference corpus for a correct result to be counted. In typed match, for a correct result, both the positions and the enjambment type assigned by the system to those positions must match the reference.

The untyped match task can be seen as an enjambment recognition task, and typed match corresponds to an enjambment classification task.

### 4.3 System Results and Discussion

Precision, recall and F1 were obtained. Table 2 provides overall results for both corpora. Table 3 provides the per-type results on the diachronic test-corpus (SonnetEvol). The project’s site shows more detailed results.6 Lexical enjambment is not listed on the tables above, as no occurrences were found in the test corpora.

For untyped match, F1 reaches 80 points in the SonnetEvol corpus, whereas F1 for typed match is 66.31. For the contemporary Spanish corpus (Cantos20th), F1 is higher: 80.63 typed match, and 86.51 untyped match. This reflects additional difficulties posed by archaic language and historical varieties for the NLP system whose outputs our enjambment detection relies on.

A common source of error was hyperbaton: the displacement of phrases triggers constituency and dependency parsing errors. Prepositional phrase (PP) attachment also posed challenges: Verbal adjuncts get mistaken for PPs complementing nouns or adjectives.7 Creating a reparsing module to manage hyperbaton and improve PP attachment results may be fruitful future work.

Further interesting future work would be a detailed analysis of error sources. This would help determine the extent to which errors are due to the enjambment detection rules in themselves or to the NLP pipeline. In the second case, it would be useful to know the extent to which POS-tagging

*https://sites.google.com/site/spanishenjambment/evaluation

6PP attachment is a difficulty even in current languages (e.g. Agirre et al. (2008) for English). For historical varieties, Stein’s (2016) results for verbal adjuncts and prepositional complements in Old French also suggest this difficulty.
or parsing errors are due to archaic features and complex diction in some of the earlier sonnets in the corpus. The earlier varieties of Spanish covered in the corpus have a large lexical and syntactic overlap with contemporary Spanish, which justified applying NLP models for current Spanish to the entire corpus (besides the fact that we are not aware of NLP tools for 15th–17th century Spanish). However, it would be relevant to quantify error sources per period.

5 Relevance for Literary Studies

The system’s goal is detecting enjambment to help literary research on the phenomenon, via providing systematic evidence for its analysis. For instance, in our result validation, we find that the system annotates line-pairs that formally fit the description of an enjambment context (see section 2), but that we’d actually consider unlikely to yield a stylistic effect. Conversely, our annotators are sometimes surprised that line-pairs where they perceive an unnatural mismatch between syntactic and line-boundaries are not captured by our typology and left unannotated by the system.

Regarding the system’s potential for quantitative analyses, we consider our untyped detection results helpful, given an F1 of ca. 80 points on the diachronic test-set. As an example application, we examined the distribution of enjambment according to position in the poem, particularly in positions across a verse-boundary (lines 4–5, 8–9 and 11–12). Comparing the results for the 15th-to-17th centuries vs. the 19th century (Figure 1), we see that enjambment across the tercets increases clearly in the 19th century, with a small increase of enjambment across the quatrains (lines 4–5) and across the octave-sestet divide (lines 8–9). Performing such analyses on a large corpus opens the door for scholars to assess the literary relevance of the findings, and search for the best interpretation.

6 Outlook

With automatic enjambment detection, our goal is to help gather systematic large scale evidence to study the complex phenomenon of enjambment, which poses challenges for metrical and stylistic theory to characterize, and for critical practice to apply. Our metrics students have so far manually annotated enjambment for 400 sonnets; their work will permit computing inter-annotator agreement, and performing new tests of the automatic system. As our manually annotated corpus grows, we will examine the possibility of using supervised machine learning to train a sequence labeling and classification model to complement our current rules. A specific goal is improving enjambment type detection for the typed match task.
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Abstract

The post-modern novel “Wittgenstein’s Mistress” by David Markson (1988) presents the reader with a very challenging non-linear narrative, that itself appears to one of the novel’s themes. We present a distant reading of this work designed to complement a close reading of it by David Foster Wallace (1990). Using a combination of text analysis, entity recognition and networks, we plot repetitive structures in the novel’s narrative relating them to its critical analysis.

1 Introduction

Certain novels not only cry out for critical interpretations but actually try to direct them.  
(Wallace, 1990, p. 244)

In recent years, a considerable body of research has contrasted the close reading of traditional literary criticism with distant readings based on text and network analytics (e.g., Jänicke et al., 2015; Moretti, 2005, 2013; Serlen, 2010). In this paper, we take the ecumenical position that distant readings can surface unappreciated patterns in a literary work to support close readings (c.f., Coles et al., 2014; Jänicke et al., 2015). For instance, a number of distant readings have supported close readings by providing abstractions showing the social networks of characters involved in a literary work (Agarwal et al., 2012; Grayson et al., 2016; Elson et al., 2010). The present work has, in part, been inspired by these distant readings, thought it explores phrase repetition and association networks. Specifically, we analyse the structure of repetitions in the post-modern novel “Wittgenstein’s Mistress” (1988) by the American author, David Markson to support a close reading of the novel by David Foster Wallace (1990).

1.1 Close Reading “Wittgenstein’s Mistress”

David Markson’s (1988) novel “Wittgenstein’s Mistress” (WM) is renowned for it use of an experimental, non-linear narrative structure. The novel deals with the thoughts of a woman – simply known as Kate – who appears to be the last living person on earth. The narrative captures the streamed consciousness of her thoughts about art, her travels though her empty world, and her reflections on the imprecision of language. The novel has no chapters but consists of almost 4,000 short paragraphs many of which are single sentences, exemplified by following excerpt:

   Gaetano Donizetti being still another person whom I otherwise might have mixed up with Vincenzo Bellini. Or with Gentile Bellini, who was also Andrea Mantegna’s brother-in-law, being Giovanni Bellini’s brother. 
   Well I did mix him up. With Luigi Cherubini.
   Music is not my trade.
   Although Maria Callas singing in that particular scene has always sent shivers up and down my spine.
   When Van Gogh was mad, he actually once tried to eat his pigments.
   Well, and Maupassant, eating something much more dreadful than that, poor soul.
   The list becomes distressingly longer.
   (Markson, 1988, p. 111)

One major feature of the narrative is Kate’s repetitive turn of thought. Regularly, phrases and paragraphs are repeated throughout the novel, or the same entities, people and places are mentioned over and over again. To the reader the narrative often seems like a long piece of classical music where various motifs and themes are repeated and returned to at definite intervals; but, this structure is almost impossible to grasp because the “musical phrases” are “word phrases”, repetitions of named people (e.g., Maupassant), places (e.g., Rome) and turns-of-phrase (e.g., ‘so
to speak’). Understanding this repetitive stream of consciousness and its significance is perhaps one of the main critical challenges of the novel. In his critical commentary, David Foster Wallace (1990) says:

You could call this technique ‘deep nonsense’, meaning I guess a linguistic flow of strings, strands, loops and quiffs that through the very manner of its formal construction flouts the ordinary cingula of ‘sense’ and through its defiance of sense’s limits manages somehow to ‘show’ what cannot ordinarily be ‘expressed’.

(Wallace, 1990, p. 248)

One way to think about the current distant reading is that it is an attempt to surface the “formal construction” of WM, to better understand its message.

A second major feature of the novel is its concern with language itself, or rather many of the concerns raised by Wittgenstein in his early and late philosophy of language. Wallace argues that the book could be viewed as “a weird cerebral roman a clef” that attempts to dramatise “the very bleak mathematical world (of) Wittgenstein’s Tractus”; that it tries to show what it would like “if somebody really had to live in a Tractatus-sized world” (Wallace p. 246). In particular, Wallace points to the atomistic, independence of words and what they refer to, in this world, quoting Wittgenstein:

The world is everything that is the case; the world is nothing but a huge mass of data, of logically discrete facts that have no intrinsic connection to one another. Cf the Tractatus 1.2: ‘The world falls apart into facts...’ 1.2.1” ‘Any one fact can be either the case, or not the case, and everything else remains the same’.

(Wallace, 1990, p. 254)

Faced with this world where there is no connection between ‘facts’, Wallace points out “that Kate’s textual obsession is simply to find connections between things, any strands to bind the historical facts & empirical data that are all her world comprises” (pp. 254-255).

It is clear that a close reading of WM presents real challenges for anyone attempting to understand its structure. Hence, in this paper, we have attempted a distant reading using text analytic techniques to surface the novel’s repetition-structures to support Wallace’s critical analysis.

2 Analysing Markson’s Mistress

We believed that the key to the narrative structure of Wittgenstein’s Mistress lies in surfacing the repetitive aspects of the narrative, taking the novel’s short paragraphs as a sort of “fundamental unit of analysis”. Hence, we progressively analysed the text in four distinct ways to surface these repeating structures, exploring:

- **Repeated Phrases**: generating all n-grams of differential lengths from (2-32) we identified repeating unique, maximal strings of characters in the text (aka repeated phrases)
- **Named Entities**: taking these maximal n-gram strings, we extracted all the entities mentioned in them, as the narrative often relies heavily on repeated references to people, places and things
- **Networks of Association**: we then used these named entities to build associative networks, on basis of how “close” they were to one another in these repeating text-fragments (see our definitions of “close” in later section)
- **Sequences of Repetitions**: finally, we examined whether these networks (clumps of associated entities) occurred in definite sequences; that is, was there a definite tendency for one cluster to follow another in patterned sequences, to determine whether we could sketch the “DNA of the novel”

In the following subsections, we elaborate the specific methods used to perform these different analyses and what we discovered using them.

2.1 Finding Repeated Phrases

Intuitively, reading WM one has a strong sense that certain phases are consistently re-used throughout the text. However, it is very hard to get a sense of the scale of this repetition or, indeed, its structure without resorting to text analytic methods. So, to capture the extent of the repetition we performed an analysis of the novel’s repeated phrases.

We transformed a PDF of the novel into a plain text file retaining its punctuation and paragraph boundaries. The novel has 3,804 paragraphs, 4,352 sentences and a total of 81,970 words, referring to approximately 3,058 named entities (people, places, organisations, etc.) of which 462 are unique, named entities. Treating this text as a long string of words, we used different-sized, n-gram windows and slid them over the text to find repeated phrases (using the NLTK
tokenisation packages and our own n-gram pro-
gram). Using this method all possible n-grams
were computed from 2-grams up to 32-grams
halting the search when no further repetition
was found in the n-gram set. As we looped through
n-grams of different window sizes, we retained re-
peated n-grams and discarded any that only occu-
curred once. Furthermore, across n-gram sets of
different sizes we discarded n-grams that had
word-sequences that were subsets of longer n-
grams, so we ended up with a list of all the
unique, maximally-sized n-grams that had been
repeated at least two times or more in the novel.

<table>
<thead>
<tr>
<th>N-gram</th>
<th>N</th>
</tr>
</thead>
<tbody>
<tr>
<td>Was it really some other person I was so anxious to discover when I did all of that looking or was it only my own solitude that I could not abide?</td>
<td>32</td>
</tr>
<tr>
<td>Although doubtless when I say they are half empty I should really be saying they are half filled since presumably they were totally empty before somebody half filled them</td>
<td>29</td>
</tr>
<tr>
<td>Still I find it extraordinary that young men died there in a war that long ago and then died in the same place three thousand years after that</td>
<td>28</td>
</tr>
<tr>
<td>Even if a part I have always liked is when Orestes finally comes back after so many years and Electra does not recognize her own brother</td>
<td>26</td>
</tr>
<tr>
<td>Then again it is not impossible that they were once filled completely becoming half empty only when somebody removed half of the books to the basement</td>
<td>25</td>
</tr>
</tbody>
</table>

Table 1: Top-5 Longest Repeated N-grams

In our n-gram search up to 32-grams, we iden-
tified a large number of unique, maximal n-
grams; there were 4,503 phrases, different-sized
n-grams that were repeated at least twice in the
text (see Tables 1 and 2).

Table 1 shows the top-5 n-grams by length
found in the text (i.e., number of words they con-
tain), each of which only occurred twice in the
novel. Table 2 shows the top-10 most frequently
repeating n-grams found in the text. Notably, the
most frequent maximal n-grams are typically
quite short.

This analysis gives us a first sense of the ex-
tent of the repetition in the text, indicating that
this repetition is being deployed systematically to
achieve some narrative effect. Indeed, of the
3,804 paragraphs in the novel, 3,323 contain at
least one or more maximal n-gram with >3
words. In the next sub-section, we get a sense of
the systematicity that may lie in this repetition by
identifying the named entities involved in these
repeated sequences.

<table>
<thead>
<tr>
<th>N-gram</th>
<th>N</th>
</tr>
</thead>
<tbody>
<tr>
<td>now that I think about it</td>
<td>8</td>
</tr>
<tr>
<td>There would appear to be no</td>
<td>7</td>
</tr>
<tr>
<td>doubtless I would not have</td>
<td>7</td>
</tr>
<tr>
<td>Even if I have no</td>
<td>7</td>
</tr>
<tr>
<td>When one comes right down to it</td>
<td>6</td>
</tr>
<tr>
<td>But be that as it may</td>
<td>6</td>
</tr>
<tr>
<td>As a matter of fact the</td>
<td>6</td>
</tr>
<tr>
<td>As a matter of fact what</td>
<td>6</td>
</tr>
<tr>
<td>And to tell the truth</td>
<td>6</td>
</tr>
<tr>
<td>God the things men used to do</td>
<td>5</td>
</tr>
</tbody>
</table>

Table 2: Top-10 Frequently Repeated N-grams

2.2 Identifying Named Entities

To further analyse the repeated text fragments
found in the n-gram analysis, we used the
NLT K’s Stanford Named Entity Recogniser
(NER) package to find all the named entities
mentioned in the set of maximal n-grams; though
we needed to manually extend its functionality to
remove incorrect identifications and to add miss-
ing entities (to deal with problems like “William
de Kooning” and “de Kooning” being treated as
separate entities). The full text yielded 462
unique entities (from 3,804 paragraphs) and
when we searched our maximal n-gram set, we
found that 117 of these entities were mentioned
in the paragraphs containing repeated phrases
(341 paragraphs). We used this set of entities as a
basis for examining the repetitions of people,
places and things in networks of association.

2.3 Networks of Association

To get a real sense of the structure of the repeti-
tion we constructed networks of association be-
tween the 314 unique named entities that were
mentioned in our n-gram text-fragments. We
build two different networks based on different
measures of association (for other possibilities
see Grayson et al., 2016). First, we build net-
works for entities that were associated by virtue
of being mentioned in the same paragraph (see
Figures 1-5). Second, we build networks for en-
tities that were associated by virtue of being men-
tioned in the same and/or the immediately follow-
ing paragraph (see Figure 6). These networks
revealed that there are definite and distinct repetitive-structures of association in the novel.

For example, Figure 2 shows one of the smaller networks – which we call the Homeric Network -- showing associations between a variety of Greek-related entities, reflecting references to Homer (e.g., Ililiad, Sirens, Odysseus). Note, that the thickness of the link in this network indicates the frequency with which these two entities were repeatedly associated within the paragraphs of the novel. So, for instance, the link between Achilles and Odysseus is thicker because they are mentioned together in paragraphs several times.

Performing this type of analysis we found five disjoint networks of different sizes between other named entities that we have titled after their dominant associations: (i) Paris Network (Figure 1), (ii) Homeric Network (Figure 2), the Rome Network (Figure 3), (ii) the Spanish Network (Figure 4), (iii) the Gallery Network (Figure 5).

These five networks show Kate’s swirling, repetitive thoughts about these entities when we define the association very tightly (i.e., same paragraph mentions). They show a considerable amount of local coherence. However, if we widen the definition of “association” to one-paragraph further out, we find that all of these networks become inter-connected. Figure 6 shows the swirling complexity of the associations between all of the named entities as the more local networks get connected together. Note, again, that the width of the links in this network indicates repeated associations.

This wider definition of association shows that that the original in-paragraph networks are reinforced and expanded with new entities; though they still retain their identity as distinct networks. Figure 6 also shows that there are hub-like entities (e.g., Dylan Thomas, Nightwatch, La Mancha) that play a role in cross-connecting the in-paragraph networks; perhaps indicating that these entities are pivotal in Kate’s thinking (n.b., Markson claimed Dylan Thomas as a major influence). Such hubs could be further elucidated by a pagerank analysis.

3 What Does it All Mean?

We began this paper by proposing that Wallace’s close reading of WM could be complemented by a distant reading of the novel. We have shown that a text analytic and network analysis of the repeated mentions of people, places and things in the novel can reveal some definite structures. But, what does it all mean?
Wallace’s (1990) contention was that the repetition in WM reflects Kate’s response to a Tractusized world; that she is endeavouring to connect things to establish a meaning that is absent. Our distant reading shows the obsessive persistence with which Kate pursues this attempt to connect; she appears to run over the same path of association again and again, hoping it becomes reinforced so that it persists as something “real”.

This analysis is consistent with one of Wallace’s claims about Kate’s predicament:

...that Kate’s textual obsession is simply to find connections between things, any strands to bind the historical facts & empirical data that are all her world comprises. And always – necessarily – genuine connections elude her. All she can find is an occasional synchronicity: the fact that certain names are similar enough to be richly confusing -- William Gaddis and Taddeo Gaddi – or that certain lives & events happened to overlap in space & time. And these very thin connections turn out not to be ‘real’, features only of her imagination;

(Wallace, 1990, pp. 254-255)

If one examines the five disjoint networks (Figures 1-5) one notable feature of them is how they are all only partly-thematic, as their themes are often upset by outliers. For instance, the Homeric network (Figure 2) has mostly Homeric entities, but then Alexander the Great and Plato are thrown in (people associated by place and race but not part of the Homeric tales). Similarly, the Spanish network (Figure 4) has a lot of Spanish-related nodes (e.g., Madrid, El Greco, Prada) but then it veers into outlier sub-networks involving European philosophers and American writers. These structures confirm Wallace’s proposition that Kate’s networks of repetition ultimately lack real coherence and meaning, beyond that which she tries to impose by obsessive repetition. In this way, we see this network analysis as providing a highly complementary reading to that of Wallace.

4 The DNA of a Novel

There is one outstanding question that is invited by the current analysis, though we do not have a complete answer to it. Namely, are there definite sequences in the references made to different networks in the novel? That is, is there a tendency for a reference to one network to follow the reference to another, defining a type of higher-level DNA for the novel?

Figure 7 shows the paragraphs of the novel numbered from 1-3804 with each paragraph coloured on the basis of whether it refers to the Homeric (pink, Figure 2) or Rome Networks (blue, Figure 3). It shows a number of interesting properties: (i) these two networks dominate large parts of the novel, even though they are not the largest of the five found, (ii) there are definite sections of the novel where they dominate or fail to be referenced (i.e., the blank, white strips), (iii) references to them form definite banded sequences. To verify the latter point we analysed the frequency of these two networks in sequences of different lengths. Table 3 shows that they tend to commonly follow one another, sometimes in quite long sequences.

Overall, this shows that there are higher levels of repetitive structure that could yield other insights about repetition in WM. Indeed, it may well be that the novel has definite higher-level structure (yet to be found) that could constitute the “DNA of the novel” (see Figure 8).
Figure 6. The Network of Networks in *Wittgenstein’s Mistress*

Figure 7: Paragraphs Where the Homeric (pink) and Rome Networks (blue) Are Referenced

5 Conclusion

In this paper, we have considered the use of data analytics techniques to provide a distant reading of David Markson’s novel “Wittgenstein’s Mistress”. We have tried to address the role of repetition in the novel and to pursue evidence for proposals made by David Foster Wallace in his close reading of the text. In the round, specifically supporting patterns have been found in our analysis. Obviously, more could be done, in particular perhaps around the exploration of the repeating references to networks we have found; in this respect we are currently examining techniques in time-series analysis and sequence induction with this question in mind.

This analysis also invites comparative treatments of such associative references in other works that (i) are equally concise at the paragraph-level but which lack explicit repetition (e.g., Hemingway) or (ii) aim for similar stream-of-consciousness effects (e.g., Joyce). Such analyses could reveal new insights into repeated, associative referencing in diverse literary works.
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Figure 8: Paragraphs Referencing Networks: (i) Paris (cyan), (ii) Homeric (pink), (iii) Rome (blue), (iv) Spanish (red), (v) Gallery (green)

<table>
<thead>
<tr>
<th>Reference</th>
<th>Frequency</th>
</tr>
</thead>
<tbody>
<tr>
<td>&lt;3,2&gt;</td>
<td>39</td>
</tr>
<tr>
<td>&lt;2,3&gt;</td>
<td>35</td>
</tr>
<tr>
<td>&lt;2,3,2&gt;</td>
<td>24</td>
</tr>
<tr>
<td>&lt;3,2,3&gt;</td>
<td>21</td>
</tr>
<tr>
<td>&lt;2,3,2,3&gt;</td>
<td>15</td>
</tr>
<tr>
<td>&lt;3,2,3,2&gt;</td>
<td>14</td>
</tr>
<tr>
<td>&lt;2,3,2,3,2&gt;</td>
<td>11</td>
</tr>
<tr>
<td>&lt;3,2,3,2,3&gt;</td>
<td>10</td>
</tr>
<tr>
<td>&lt;2,3,2,3,2,3&gt;</td>
<td>8</td>
</tr>
<tr>
<td>&lt;3,2,3,2,3,2&gt;</td>
<td>9</td>
</tr>
<tr>
<td>&lt;3,2,3,2,3,2&gt;</td>
<td>7</td>
</tr>
<tr>
<td>&lt;3,2,3,2,3,2&gt;</td>
<td>6</td>
</tr>
<tr>
<td>&lt;2,3,2,3,2,3,2&gt;</td>
<td>4</td>
</tr>
<tr>
<td>&lt;3,2,3,2,3,2,3,2&gt;</td>
<td>5</td>
</tr>
<tr>
<td>&lt;2,3,2,3,2,3,2,3&gt;</td>
<td>2</td>
</tr>
<tr>
<td>&lt;3,2,3,2,3,2,3,2&gt;</td>
<td>2</td>
</tr>
</tbody>
</table>

Table 3: Frequencies of Paragraph Sequences Referencing Homeric (2) & Rome Networks (3)
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Abstract

In this paper, we present the annotation challenges we have encountered when working on a historical language that was undergoing elaboration processes. We especially focus on syntactic ambiguity and gradience in Middle Low German, which causes uncertainty to some extent. Since current annotation tools consider construction contexts and the dynamics of the grammaticalization only partially, we plan to extend CorA – a web-based annotation tool for historical and other non-standard language data – to capture elaboration phenomena and annotator unsureness. Moreover, we seek to interactively learn morphological as well as syntactic annotations.

1 Tracing Elaboration Processes

Language elaboration is a continuous development. According to Traugott and Trousdale (2013), it involves processes that change existing constructions with respect to formal or semantic aspects (constructional change) and processes in which new constructions emerge (constructionalization). To distinguish between these processes and to be able to describe their dynamics, one needs a sophisticated inventory of descriptive categories. Those categories should capture formal and/or semantic micro-changes as well as ambiguity and vagueness. Assuming that constructions are “holistically” determined by interacting formal and semantic-functional characteristics, a single characteristic is always judged by its construction binding, i.e. in cooccurrence with other characteristics. Capturing (diachronic) semantic changes of constructions that are formally (yet) hardly visible or – vice versa – to recognize that formal characteristics have not (yet) the grammatical function that they will acquire in later language stages is only possible in a given context.

1.1 Related Annotation Work and Tools

Over the last years, historical texts gained a lot of interest from both computational and corpus linguistics. Due to the graphematic and grammatical variability, those texts are interesting and analytically challenging (Dipper et al., 2013b; Bollmann et al., 2014). Accordingly, many works emerged that deal with the annotation of historical texts. For German, Dipper et al. (2013a) introduced a tag set for historical language levels (called HiTS). Multiple projects developed different reference corpora for historical language levels that were annotated with or in analogy with HiTS. Recently, a reference corpus Middle Low German/Low Rhenish (1200–1650) was compiled in a collaboration between the German universities of Hamburg and Münster. Additionally, annotation tools ANNIS (Zeldes et al., 2009) and CorA (Bollmann et al., 2014) were introduced. In the context of literature studies, the heureCLÉA project used CATMA (Meister et al., 2017) to annotate their data in correspondence with strict annotation guidelines that cover aspects of uncertainty/ambiguity (Gius and Jacke, 2016).

1.2 Problem Definition

However, current annotation tools consider construction contexts and the dynamics of the grammaticalization only partially. Although these problems are well known (Dipper et al., 2013a; Bollmann et al., 2014), satisfying solutions are
still missing. For our purposes, an annotation tool should provide the following features/labels:

- **Part-of-speech (POS) tag ambiguity**: If a human annotator cannot clearly indicate which POS tag can be assigned on morphological or syntactic level, there must be an option to annotate which one is more likely. However, the annotator should not be forced to disambiguate – several (prioritized) interpretations should be allowed.

- **Syntactic gradience (Aarts, 2007)**: Even in case of syntactic constructions, the above-mentioned grammatical indeterminacy will occur for construction tags.

- **Individual annotation order**: Instead of using the common text analysis pipeline with a strict order, where first POS tags and then constructions tags are assigned, our tool supports the cognitive annotation process. In some contexts, it is easier for annotators to start with (local) syntactic segmentation before POS tags can be disambiguated within its corresponding construction borders.

- **Annotator support**: We provide autosuggestions (i.e. POS and/or construction tags and their corresponding uncertainty values stating a certain annotator unsureness) for unlabeled corpus data based on an interactive machine learning approach.

- **Annotator unsureness**: We need to express if human annotators are (un)sure about their annotation decision. In case of unsureness, we need additional comments which explain their incapability to make a clear decision.

We settled on the aforementioned features within our interdisciplinary group, especially valuing the expertise in Middle Low German from the group’s linguists. In order to significantly reconstruct the temporal and spatial dynamics of elaboration processes, it is essential to analyze bigger corpora. Methodologically, it is not possible to do that on the basis of single occurrences. Moreover, on the basis of statistically significant evidence provided by our tool, the difference between the construction change and the emergence of new constructions can be detected much easier. To face the above-mentioned features, we will extend CorA (Bollmann et al., 2014) instead of starting from scratch.

1.3 Scope of Study

Although there are some annotation tools dealing with historical German, they do not perfectly fit our purposes. For one, it is clear that we are dealing with highly ambiguous data (due to the language shift) and this can result in uncertainty. Next, having a large corpus means a lot of manual annotation. As this is very time intensive work, we want to develop a parser that learns over time to suggest possible annotations for each token and even constituents. Finally, as language elaboration involves the change and emergence of constructions, we need syntactic/grammatical annotations for such constructions. None of the features mentioned in Section 1.2 is currently supported by any annotation tool.

The outline of the paper is as follows. In Section 2, we give an overview of our project goals, data, and scope before we show in Section 3 what kind of uncertainties we are facing. Finally, we will draw our conclusions and present some future work in Section 4.

2 Interactive Grammar Analysis

2.1 Project Aims

As already stated above, we investigate the (structural) elaboration of Middle Low German (MLG) from the 13th century to the written language shift (16th/17th century). During this period, MLG lost its dominant position as a supraregional written language accompanied with the growing influence of (written) Early New High German (ENHG). The study makes an important contribution to the reconstruction of grammatical developments in written MLG, which are hitherto examined only to some extent. Our overall aim is to verify the assumption that written ENHG instantiates – despite an ENHG lexis – a MLG syntax/grammar. Particularly, we have four questions that we intend to answer: (1) Which kind of elaboration processes do occur? (2) How far does the elaboration go? (3) How fast does each elaboration process establish itself? (4) Are spatial points of origin identifiable?

2.2 Key Facts about our Corpus

Our empirical base is a corpus that consists of legal texts from the 13th to the 17th century.

2.2.1 Characteristics

There are several reasons why we focus on *urban legal statutes*: We assume that processes of lan-
language elaboration can be investigated especially in legal texts. They have to construe complex (legal) issues understandable independently of contextual information, so that elaborated linguistic structures capable of such a construal must be developed. These legal issues specifically occur in the form of conditional relations; consequently, we are able to examine changes concerning the linguistic construction of conditionality during the investigation period. Furthermore, legal statutes are locatable and datable, with the result that developmental dynamics of elaboration processes can be spatio-temporally reconstructed.

2.2.2 Distribution and Size
The corpus is divided into two parts: MLG consists of Middle Low German texts from 1227 to 1650 and covers about 1.2 million tokens. ENHG contains a selection of the first ENHG texts (400,000 tokens) arising in the Low German language area after the written language shift.

2.2.3 Text Sources
Another important aspect of our corpus is the use of primary materials for transcriptions and not editions. We want the transcriptions to be as diplomatic as possible, i.e. we keep text structuring elements like numbering, paragraphs, rubrifications, initials, and similar. In a broader sense, changes in the layout of a written text can be seen as elaboration phenomena (Krämer et al., 2012). It is conceivable that structural elements were introduced to separate or highlight textual and/or grammatical units. Keeping this information enables us to examine whether the language shift was accompanied by grammaticalization of interjection.

2.3 Human-in-the-Loop Annotation Support
It is common practice for annotation tools to provide annotation suggestions (e.g. Cunningham et al. (2011); Stenetorp et al. (2012); Yimam et al. (2014); Bollmann et al. (2014); Bügel et al. (2015)). We also plan to develop an interactive procedure that combines machine learning and expert feedback (Holzinger, 2016) to solve one of the most central problems of existing annotation tools for historical texts. Due to the historical dynamics of grammar, we cannot use existing parsing and tagging system since those require static (a priori defined) syntactic rules and grammatical categories. We want to discover an evolving, dynamic grammar by using rule-based text analysis techniques and machine learning methods (Hüllermeier, 2011). This enables us to reconstruct the language elaboration in an evidence-based way, which is a novelty.

3 Annotation Uncertainties
None of the current annotation tools cover the aspect of uncertainty as we do. Of course, this aspect is known and projects have strategies to cover it. In the end, it always comes down to the annotators being forced to decide for exactly one annotation. Instead, our tool allows for multiple annotations with an option to state which one is more likely. A similar idea by Jurgens (2013) allowed weighted multiple word sense annotations, and his results show improvements in the task of word sense disambiguation. In the following, we will explain our morphological (3.1) and syntactic (3.2) uncertainty.

3.1 POS Tag Ambiguity
The sentence in example (1) shows an excerpt for a specific state of the language shift process. The function word group na deme dat consists formally of a preposition1 + reanalyzed pronoun2 + primary subjunction3 but expresses a functional unit [complex subjunction]4. This is an obvious interpretation, as the unit na deme dat establishes a (temporal) relation between two entities construed as processes. From a cognitive grammar point of view, this functional characteristic is the crucial subjunctional criterion. Besides that, its further grammaticalization – which can be reconstructed based on our texts – suggests such an analysis as complex secondary subjunction (early state of a so-called subjunctionalization). In the following stadium, as part of a formal erosion powered by frequency effects, we can observe the reduction of the primary subjunction dat and the univerbation of na and dem(e) as shown in example (2). Furthermore, as a result of desemanticization, a causal relation is encoded. In our tool, users can annotate each member of the function word group of example (1) with its respective POS tag as well as assigning a POS tag to the whole group. Additionally, they can state which analysis is more likely.

When annotating historical texts, one could be uncertain which POS tag to assign due to missing context information or other circumstances. This is quite normal, but we are facing uncertainty due to our goal to analyze a language that is undergo-
We sik erue godes vnderwint · oder an spricht · [na₁ deme₂ / dat₄] it

Who himself hereditary goods takes possession of · or claims · after this / that it

im vordelet is vor gherichte · Dat is en vredbrake

him denied is before court · This is a breach of peace

‘Who takes possession of hereditary goods or claims them after it was denied through a court order to do so:

This is a breach of peace.’

(3) [...]

[43]

(2) [...]

Nademe] yt ein groht / und erschrecklyk Laster / unde Sünde ys den Nahmen des

After it a great / and terrible vice / and sin is the name of

Allmächtigen Gades tho miszbraken. §.1. So scho+elen vo+erdann dejennigen / de ...

Almighty God to misuse. §.1. So shall henceforth all those / who ...

‘Thus, it is a great and terrible vice as well as a sin to misuse the name of the Almighty God. Henceforth, all those who ...’

(Dithmarschen, 1567)

ing a shift. In our case, we will have to face issues where it is hard to tell if a token is still a member of category A or already a member of category B. So we should add a degree of how certain an annotation is and give annotators the possibility to exactly state why the annotation is uncertain in this case. This provides a great level of transparency and may lead to new insights.

3.2 Syntactic Gradience

Our aim is the analysis of constructions in the area of language elaboration (Maas, 2010; Tophinke, 2012; Merten, 2015). Therefore, we focus on constructions that model conditional relations of circumstances or have a conditional interpretation. Additionally, we capture all characteristics that cooccur for each construction given the temporal aspect that proved to be typical for this form. Furthermore, we investigate gradient structures and describe constructional changes in their gradual nature in a detailed way. We are interested in changes concerning form and/or meaning/function with respect to the textual perspective: from texts meant to be read out to texts that were designed for reading for oneself (Tophinke, 2009).

In previous work, we already identified some constructions that proved to be relevant to evidently reconstruct the language shift. These syntactic constructions are of varying complexity that can be either called phrases (i.e. nominal phrase, prepositional phrase, ...) or transphrases (i.e. complex sentences). An interesting constructionalization is the evolution of subjunctional constructions. In our earliest texts, those have the form “[situational context] [specification of situation]” and differ a lot from (literate) subjunctional constructions as we know them today. Although they are formally marked as subjunctional entities (initial subjunction markers like of, (so) wanne, weret also dat¹ + verb final position), they are not integrated into a (supposed) matrix structure. This is illustrated in Example (3) through bracketing. From a syntactic perspective, the relation between the syntagma introduced by the subjunction and the following entity is much more loose than we know it from typical subjunctional constructions of present times. But focusing on semantic-functional aspects, one has to emphasize their specific functionality: They are typical structures of so called space building (Merten, 2016) which is highly linked to/functionialized with respect to the reception of these (older) texts. As they were meant to be read out, these orate structures ensured – to a certain extent – an easier access for potential listeners (Szczepaniak, 2015).

As a result of the ongoing syntactic elaboration processes, the form turned into “[subjunctional sentence] matrix structure” where the complete sentence is a subordinative conditional construction that exhibits the nowadays common if-then structure. We show an excerpt from our texts in Example (4).

4 Conclusion and Future Work

We showed that there are still missing features in current annotation tools and how we plan to provide them. Our CorA-based annotation tool will be able to handle uncertainties and allow syntactic annotations. Additionally, it will have a feature that provides annotation suggestions to support the human annotator in his/her work.

¹All three markers translate to if. The literal meaning of weret also dat is were it so that = if.
In the future, we plan to also integrate an information retrieval system that allows one to search for certain grammatical/syntactical constructions. As we are interested in temporal-spatial aspects, limiting the search to a specific time span and/or a specific region should be possible. In the long run, it is planned that the tool displays the search results on a (dynamic) map over time.

All tools created in the course of this project will be made available. We will report our progress and news on the project website: http://www.uni-paderborn.de/forschungsprojekte/intergramm/
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Abstract

The oral component of medieval poetry was integral to its performance and reception. Yet many believe that the medieval voice has been forever lost, and any attempts at rediscovering it are doomed to failure due to scribal practices, manuscript *mouvance*, and linguistic normalization in editing practices. This paper offers a method to abstract from this noise and better understand relative differences in phonological soundscapes by considering syllable qualities. The presented syllabification method and soundscape analysis offer themselves as cross-disciplinary tools for low-resource languages. As a case study, we examine medieval German lyric and argue that the heavily debated lyrical ‘I’ follows a unique trajectory through soundscapes, shedding light on the performance and practice of these poets.

1 Introduction

Research attempting to generalize medieval literary form has been severely hindered by the gap between performativity and manuscript evidence, manuscript *mouvance*, and linguistic normalization in editing practices.1 How can formal features be identified and agreed upon if manuscripts differ significantly, and most transcriptions used by scholars today have been heavily edited? Recent scholarship has called for medievalists to move beyond such obstacles and recognize the importance of form in composition, performance, and reception (Stock, 2004; Kragl, 2011; Braun, 2013). Markus Stock focuses on sound, reasoning that if we believe these poems were primarily read or sung aloud (with or without musical accompaniment), any insight into how they sounded to the audience would reveal a crucial aspect of the performance. Stock’s reading emphasizes the sounds of words and how the repetition of words is not only a repetition of a concept, but a repetition of a sound, reinforcing an idea’s connection to that sound (Stock, 2004, 195). Yet it is not necessarily about hearing and recognizing these patterns, rather that “in the sound dimension the individual rhetorical figure is blurred and a total acoustic impression emerges” (Stock, 2004, 200).

This paper proposes taking advantage of the information in syllables to gauge the aesthetic affect of a poem’s soundscape by calculating the percentage of open syllables in stanzas of medieval poetry. It then attempts to correlate these “total acoustic impression[s]” with the medieval voice.

2 Soundscapes

For orientation purposes, we may first read aloud the following stanzas from the German poet Reinmar der Alte. As our focus is on the phonological sound and rhythm, we may for now set aside understanding the poem, opening up this experience to those who are not experts in medieval German.2

> Dést ein nöt, daz mich ein man vor al der werlte twinget, swes er wil. sol ich, des ich niht enkan, beginnen, daz ist mir ein swaerez spil. Ich hât ie vil staeten muot nu muoz ich leben als ein wîp, diu minnet und daz angestlichen tuot.

1 Dëst ein nôt, daz mich ein man vor al der werlte twingeit, swes er wil. sol ich, des ich iht enkan, beginnen, daz ist mir ein swarez spil. Ich hâit ie vil staeten mut nu muoz ich leben als ein wîp, diu minnet und daz angestlichen tuot.

2 Each stanza is excerpted from a different poem.

3 *Des Minnesangs Frühling* (MF) 192, 25-214C. “It is distressful that a man may force me before all the world to do as he wishes. Am I to begin things that I cannot, that is for me a difficult game. I’ve always had steadfast courage. Now I must live as a woman who loves, and does so in fear.” All translations are the author’s own unless otherwise noted.

[1]

It is difficult to not be immediately drawn to the unique phonological soundscapes. *Dës ein nôt* is marked by many closed syllables, creating a short abbreviated affect, while *Swenne ich sì*, with a majority of open syllables, generates a more iambic rhythm. Although the musical settings and performance for these medieval poems and many others have not survived, we can gather from the phonology of the stanzas that they must have been very different. The great French philosopher Jean-Jacques Rousseau wrote extensively about language and music, arguing that some languages were more phonologically suitable to music than others. Rousseau believed that an unsuitable language would be “indistinct” and “piercing” when set to music (Rousseau et al., 1998, 144). To avoid this, one would have to be selective with words, generating very “insipid and monotonous” music: “its progress would also be slow and tiresome for the same reason, and if one wanted to press the movement a little, its haste would resemble that of a heavy and angular body rolling along on cobblestones” (Rousseau et al., 1998, 144).

Although Rousseau’s description is surely exaggerated, many writers after him have shared his sentiment that vowels and open syllables are crucial to the composition of sung music and may even correlate with melismatic syllables. Ger-

\[2\] Swenne ich sì mit mîner valschen rede betrüge, sò het ich sì unreht erkant. Und gevâhe sì mich ieemer an deheiner lûge, sà sô schupfe mich zehund Und geloube niemer mîner klage, dar zuo niht, des ich sage dà vor müeze mich got behüeten alle tage.4

Rousseau’s characterization of a less-suited language can also shed light on the formal play in MHG poetry emerging in the early 13th century observed by Hugo Kuhn, Thomas Cramer, Markus Stock, and Manuel Braun (Kuhn, 1967; Cramer, 1998; Stock, 2004; Braun, 2013). Rousseau’s claim that a less-suited language would be “force[d]” to exclude many words and would thus become “monotonous” is exactly what the scholarship has identified (Cramer, 1998, 45). Motifs are constantly rehashed and Kuhn claims that nothing new was contributed after the formal shift. It appears that a musical vocabulary re-

\[3\] Frowe, bluomen unde klê unde heide, diu so wunnekliche grüene lît, Die wen muoten unde mê, daz diu vogelliñ wol singen suozze widerstrît. Des fröit sich sëre min gemüete, dàz si sint fröiderîch. al dur ir êre singe ich mère, sît si ist minneklich. Deilidurei faledirannurei lîdundei faladaritturei!8

4*MF* 173, 13-96C, 53b. “If I were to ever deceive her with my false words, then I would have valued her improperly. And if she were to ever catch me in any lie, then she would immediately shake me up and never believe my lamentation, moreover anything I say. May God protect me from that every day.”

5Rousseau understands Italian as having one of the greatest phonemic inventories due to its open syllables and bright vowels (Rousseau et al., 1998, 148).

6Charles Kensington argues that languages with fewer open syllables, English in particular, can remedy this if lexical breadth is sufficient to substitute words (Salaman, 1876, 123-124).

7See forthcoming work by Murray Schellenberg, “Influence of Syllable Structure on Musical Text Setting.” Ross et al. (2007) suggest that preferred musical intervals are related to formants in vowel phones.

8MHG text from Bartsch (1964). “Lady, flowers, and clovers, and heather, which lay so wonderfully green, and who want very much that the little bird sings well and sweet in response. They are pleased by this very much, my senses, that they are joyful. All by her honor, I sing more, since she is dear. Deilidurei faledirannurei lîdundei faladaritturei!”
stricted by the phonology of a language, in addition to the natural development of the genre, led to formal play aimed at breaking these boundaries. With Konrad von Würzburg’s mid-13th century infamous rhyme poem (Schlagreimlied 26, I), in which every word is rhymed, we understand well Rousseau’s sense of “a heavy and angular body rolling along on cobblestones”.

3 Syllabification

To analyze phonological soundscapes on a large scale we must first be able to accurately syllabify words. The sonority sequencing principle (SSP) (Jespersen (1904)) and onset maximization and legal initials (Vennemann (1972) and Kahn (1976)) capture the fundamentals of syllabification in many languages. The SSP proposes a scale in which every phoneme in a language may be ordered. A phoneme’s sonority value is based on the degree to which the lips are opened and sound is allowed to pass through the mouth (Jespersen, 1904, 186-187). Accordingly, the most sonorous phoneme is an open [a]. Jespersen’s phonemes first by whether they are voiced or voiceless, then stops, fricatives, nasals, laterals, rhotic consonants, and three levels of vowels (high, medium, and low). A syllable break appears before a trough in sonority (Jespersen, 1904, 187-188). While what follows details the syllabification of MHG, this method is easily generalized to many other languages.

For the purposes of syllabifying MHG, it was determined that a three tiered sonority hierarchy was most accurate. Computationally, each phoneme in a word is assigned a value from 1 to 3. Vowels, both long and short, receive a 3. Sonorants (‘l’, ‘m’, ‘n’, ‘r’, and ‘w’) receive a 2. All remaining consonants receive a 1. The MHG word ‘werltlichen’, viz. ‘worldly’, is syllabified by the SSP accordingly:

werl — tlf — (ch)en

2322 123 1 32

While the SSP alone can be very accurate, errors may still occur in the onset. The legality principle argues that “[m]edial syllable initial clusters should be possible word initial clusters” (Vennemann, 1972, 11). Daniel Kahn notes that this principle still leaves several possibilities if a consonant cluster could be broken up into more than one permissible word-initial grouping. To remedy this, Kahn argues that there “is a strong tendency to syllabify in such a way that initial clusters are of maximal length” (Kahn, 1976, 41). Because ‘tl’ is not a legal onset in MHG, i.e., ‘tlf’ does not start any MHG word, the ‘t’ is then drawn to the first syllable, and ‘wer-tl-chen’ becomes ‘wer-lt-li-chen’.

While some may consider this the correct syllabification, we argue that an intervocalic ‘ch’ should be considered ambisyllabic and thus also be split up. This and other individual fixes were informed partly by a metrical analysis. MHG epic poetry generally alternates between stressed and unstressed syllables, following trochaic tetrameter (Tervooren, 1997). A typical MHG epic verse foot is two syllables in length, a stressed syllable followed by an unstressed syllable. However, feet may also consist of one or three syllables (Domanowski et al., 2009). Only phonologically heavy syllables (ending in a long vowel or a consonant) may fill an entire foot. If a foot is filled by three syllables, either the first two or the last two syllables are often phonologically light. Thus the line belows necessitates the syllabification ‘zec-he’ so that the single syllable may be heavy and fill the entire foot:

daz | ist ein | fremdiu | zec | he

The syllabification ‘ze-che’ would leave a light syllable to fill an entire foot, which is not permitted. Other syllabifications would break with the natural stress of the language. The final syllabification thus yields ‘werl-tl-chen’.

A similar decision had to be made for inter-
vocalic affricates, which may be viewed as either ambisyllabic or biphonemic. For example, MHG ‘sitzen’ (‘sit’) could be syllabified as ‘sit-zen’ ([zıts.ın]), ‘sit-zen’ ([zıts.ın]), or ‘sitz-en’ ([zıts.ın]). The first syllabification would yield NHG [zıts.ın], which is incorrect. It similarly does not correspond to manifestations in MHG meter, which deems ‘sit-zen’ preferable, e.g.:

\[
\text{sie} | \text{sère} | \text{solde} | \text{let|zen^{17}}
\]
\[
\times | \times \times | \times | \times | \times
\]

The workflow for this process as implemented on MHG is charted in Figure 1. A text is first tokenized into words, from which a list of permissible onsets is extracted. Each word is then syllabified according to the SSP and controlled for legality of onset. A final small set of language specific morphological fixes are made to yield the final syllable set.

While algorithmic computational syllabification is nothing new, previous methods have not combined syllabification principles in the manner presented here by controlling SSP syllabification with the legality principle (LP). Moreover, this method is particularly suited to languages lacking a standardized orthography. Testing the algorithm across dialects on the new Referenzkorpus Mittelhochdeutsch (REM) corpus (Klein et al., 2016) yielded an accuracy of 99.4% on a randomly sampled 1,000 words from the entire corpus of diplomatically transcribed texts. This algorithm thus offers itself as a useful tool for the syllabification of low-resource languages, particularly those with varied orthography, a significant obstacle for computational text analysis of medieval texts.

4 Method

Returning to Reinmar’s stanzas above, with such clear voice distinctions one may wonder if these soundscapes are correlated with specific content. To this end, we propose treating each stanza of poetry as a single observation. The soundscape for a stanza is quantified simply by calculating the percentage of open syllables, i.e., syllables ending in a vowel. Reinmar’s stanza [1] above has 9 open syllables and 50 closed syllables, and is thus assigned the value of 15.25%. Stanza [2] has 42 open syllables and 31 closed syllables and is assigned 57.53%. Each stanza in the corpus is then lemmatized and the lemmata are assigned to one of seven buckets at 5% intervals based solely on this percentage. Finally, normalized lemmata frequencies are calculated for each bucket and are

\[\text{Hartmann and Mertens, 2005, 250, l. 361} \] “[that his death] would cause them great harm.”

\[\text{The individual fixes include: intervocalic ‘ch’, intervocalic ‘sch’, a sequence of one long vowel followed by one short vowel, and the suffixes ‘lich’ and ‘heit’. These morpheme boundaries interfere with the otherwise normal processes of syllabification. For example, with the fix the common MHG suffix ‘lich’ in wiplich results in the syllabification ‘wip-lich’, not ‘wip-lích’, despite onset maximization preferring the latter ‘pl’ is a legal MHG onset.}

\[\text{Early work from Bartlett et al. (2008) devised a new method for phonemic transcription of English, an important step toward accurate syllabification. Bartlett et al. (2009) produced gold standard results of the SSP, LP, and OM, also creating an SVM-HMM model. Adsett and Marchand (2009) test several algorithms across multiple languages concluding that Syllabification by Analogy is most accurate. Rogova et al. (2013) develop an SCRF model for phonetic transcription.}

\[\text{Kondrak et al. (2016) seek to improve the gold standard syllabification by including morphological segmentation information.}

\[\text{Syllabifying diplomatically transcribed texts introduces several orthographic obstacles for computers. Most symbols have a 1-1 signification to a standard grapheme, which for computational purposes, were resolved. The greatest obstacle was resolving ‘v’ and ‘u’ notations, as the consonant ‘v’ is at the other end of the sonority hierarchy than the vowel ‘u’. This project assumes a conservative approach by using a corpus of standardized texts from the Mittelhochdeutsche Be-}

\[\text{griifdatenbank (MHDDBB) (1992-2017) to determine permissible environments of the ‘v’ grapheme. If a given environment with a ‘v’ grapheme in the diplomatic translation does not exist in the standardized environments, the ‘v’ is converted to a ‘u’. All other cases remain, and no other changes are made to the diplomatic transcriptions. Other spelling variations do not undermine the algorithm, as they commonly remain at the same level of the sonority hierarchy. This project therefore errs on the side of undercorrec-}

\[\text{Note, however, that one should not compare results to Bartlett et al. (2009) as MHG is significantly easier to syllabify than English due to orthography and vocabulary. These results also include repeated words to demonstrate relevance to its application in the method.}

\[\text{Lemmata in the MHDDBB corpus are annotated by hand for each text included in this analysis.}
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Table 1: Summary statistics for soundscape stanza analysis

<table>
<thead>
<tr>
<th></th>
<th>count 7856</th>
</tr>
</thead>
<tbody>
<tr>
<td>median syllables per stanza</td>
<td>81</td>
</tr>
<tr>
<td>median lines per stanza</td>
<td>9</td>
</tr>
<tr>
<td>median syllables per line</td>
<td>8</td>
</tr>
<tr>
<td>median percent open syllables</td>
<td>32.88%</td>
</tr>
</tbody>
</table>

Table 2: Counts of stanzas per soundscape bucket

<table>
<thead>
<tr>
<th></th>
<th>stanzas</th>
</tr>
</thead>
<tbody>
<tr>
<td>&lt; 20%</td>
<td>272</td>
</tr>
<tr>
<td>&lt; 25%</td>
<td>803</td>
</tr>
<tr>
<td>&lt; 30%</td>
<td>1582</td>
</tr>
<tr>
<td>&lt; 35%</td>
<td>2055</td>
</tr>
<tr>
<td>&lt; 40%</td>
<td>1592</td>
</tr>
<tr>
<td>&lt; 45%</td>
<td>974</td>
</tr>
<tr>
<td>≥ 45%</td>
<td>516</td>
</tr>
<tr>
<td>total</td>
<td>7794</td>
</tr>
</tbody>
</table>

Figure 2: Distribution of soundscapes in the MHDBDB lyric corpus

We take all lyric poetry from the MitTELHochdeutsche Begriffsdatenbank (MHDBDB) (1992-2017) corpus of medieval German texts. Relevant summary statistics for this subset of the corpus are reproduced in Table 1. The distribution of soundscapes is shown in Figure 2 and the selected buckets and counts are given in Table 2.

Because the MHDBDB corpus is a collection of primarily edited texts with a range of dialects it is important to determine the degree to which editorial linguistic normalization practices might influence our measure of soundscapes. This problem is not unique to medieval German, and stands as a further significant obstacle to text analysis. A diplomatic transcription of Reinmar’s stanza [1] from the Codex Manesse (Handschrift C) serves to illustrate:

D est ein not das mich ein man

vor al d wlte twinget swes er wil.
sol ich des ich niht enkan
beginnen dc ist mir ein sweres spil.
ich hat ie vil stetē mwvt.
νv mŷs ich lebē als ein wib
dv minet vů das angestlichen tvt. 24

 Aside from shorthand, the primary differences are in vowel orthography and length. Unfortunately, diplomatic transcriptions of MHG lyric, as well as other traditions, are far too few to cover the breadth of the MHDBDB or to serve as the data for a large analysis of MHG lyric. Nevertheless, an impressive effort has been made by the Lyrik des deutschen Mittelalters (LDM) (1992-2017) project to provide a complete online edition of MHG lyric with side-by-side diplomatic transcriptions and edited editions of all extant manuscripts in which a poem survives. The LDM project has completed all of the stanzas attributed to Dietmar von Aist (42), Rubin (68), and Der wilde Alexander (35) in the largest manuscript of MHG lyric, the Codex Manesse. Across these texts we compare the soundscapes for each stanza in the diplomatic transcription and the normalized MHG. Table 3 gives the mean discrepancy in our measure (the percentage of open syllables) weighted by syllable count, demonstrating that it is unlikely that with buckets of 5% a soundscape would be placed in a bucket more than one bucket away from the correct placement. This test is an important step in building confidence to implement text analysis techniques on noisy medieval manuscripts. By abstracting from the grapheme and varied orthography, this method is still able to garner an accurate representation of a soundscape regardless of editing practices, perhaps even proxying for the other
The ‘Wechsellied’, viz. ‘alternating song’, quality of his dawn song. This change in soundscape is a feature that largely goes unnoticed by modern readers, as these songs are no longer performed or read aloud. Manuel Braun, describing Ulrich von Liechtenstein’s Wizet frouwe wol getan, similarly shows a clear formal distinction between male and female voices: “The man speaking in the first stanza demonstrates his abilities by using only a single rhyme. The woman in the second stanza does the opposite, not rhyming at all. Thus her speech appears artless and inferior [...]” (Braun, 2013, 223). Thomas Cramer illuminates the same poem, emphasizing that such formal mastery would not have been understood by the average audience member, especially not in a purely oral tradition (Cramer, 1998, 16). Yet this paper argues that these formal distinctions would have been experienced as such by an audience accustomed to such performances, and that these soundscapes have thematic and voice associations.

Among the many possibilities of correlating thematics and voice with soundscapes, we choose here to investigate voice through one of the most common groups of words in the entire corpus: pronouns. Figure 3 shows the relative frequency of the lemmatized pronouns for ‘I’ (‘ich’), ‘he’ (‘er’), and ‘she’ (‘sie’) for each soundscape grouping. Shaded regions depict 95% confidence intervals determined by bootstrap resampling 1,000 stanzas from each bucket. Among the pronouns there is a clear trend in ‘ich’ and ‘er’. To reiterate, ‘ich’ in this analysis includes all inflected forms—‘ich’, ‘mich’ (me, acc.), ‘mir’ (me, dat.), etc. Figure 3 implies that with a greater share of open syllables in any given stanza, the share of all words referring to a first person subject ‘I’ increases. The opposite holds true for ‘he’, while ‘she’ remains relatively constant across buckets.

For further confirmation of this method, we also chart the trends of each grammatical gender’s definite article with the hypothesis that due to the definite article inflections and nominal adjective endings attributed to each gender, the feminine article lemma would increase as the mascul-

---

5 Soundscapes and Voice

Returning to Reinmar’s stanzas, it is noteworthy that Dëst ein nët is a male voice and Swenne ich sï is a female voice. Reinmar was not the only one to distinguish speaker roles through soundscapes:

25 Heinrich von Morungen, MF 143.22-93C ff.
26 Several tests were conducted to further ensure and explore the accuracy of these results. The most obvious potential complication from the above analysis is that the size, content, and style of these texts vary significantly, and larger texts will inevitably have a larger influence on the analysis. The analysis was rerun holding out a different text each iteration, producing similar results. The five largest texts were also removed, yielding similar results.
line article lemma decreases, and the neuter article lemma would remain relatively stable across soundscape buckets. Figure 4 confirms this hypothesis and demonstrates the inevitability that underlying grammatical genders have a significant impact on the soundscape of a MHG stanza.

The duration of this study will focus on the soundscapes of the first person pronoun and the lyrical ‘I’. ‘ich’ and all of its inflected forms are unambiguous in MHG in their reference to a first person speaker. Moreover, save the feminine accusative possessive pronouns, each form of ‘ich’ is a closed syllable. To be growing in presence inside of a soundscape with a greater share of open syllables implies that it must be counteracting itself with more open syllables to offset its own closed quality.

6 The Medieval German Lyrical ‘I’

In MHG lyric there are two opposing interpretations of the lyrical ‘I’, with a wide spectrum in between. One interpretation claims that the lyrical ‘I’ and all other roles are entirely fictional, created for entertainment or pedagogical purposes. It follows that we know nearly nothing about the real authors and performers. Günther Schweikle, while not assuming this extreme stance, argues that Minnesang (medieval German love lyric) is a constructed realm of stage play (Schweikle, 1995, 92).

Schweikle’s position has been softened significantly by Jan-Dirk Müller, who, while acknowledging and emphasizing the fictional aspect of Minnesang, seeks to reconcile this aspect with the many attempts by the Minnesänger (the poets of Minnesang) to integrate a very real aspect of their life, society, and work into their poems. Elements of reality, Müller argues, are necessary to convince and captivate the audience. One great difference in Minnesang from other forms of poetry is that the poets commonly represent not a single fictional or non-fictional person, but an entire community (ladies, knights, singers, etc.), as these roles often collapse into one through an abundance of references, not hinting at reality, but at what reality could or should be (Müller, 2001, 110, 113, 127). Müller argues for an inclusive interpretation of this the apostrophization of the male partner” (Boll, 2007, 117). This ‘Inquit’ formula, “sprach diu vrouwe” (“the lady said”), is not measured in the preceding analysis. However, the common internal pronoun reference (‘er’ and its inflections) is captured clearly and is consistent in soundscapes with a lower share of open syllables, exemplified by Reinmar and Heinrich above. While we hesitate to make any stronger claims due to referential ambiguity, this line should be further investigated and the groundwork for constructing a supervised classifier has been laid.


32Horst Brunner adopts a similar stance for MHG lyric outside the Minnesang genre (Brunner and Tervooren, 2000, 7). Sabine Obermaier argues that even when speaking self-reflexively, these poets recreate themselves many times over in different professions (Obermaier, 2000).
‘I’ as an individual, an author, a singer, and community, also emphasizing the agenda behind the ‘ich’.

Intensifying some of Müller’s claims, Harald Haferland maintains that the fiction of Minnesang is actually much closer to reality and that the Minnesänger, through situational references, often speak directly to the audience as themselves (Haferland, 2004, 77). Haferland argues that Minnesang’s success was contingent upon believable reception. The effect of the poems would be much stronger if the poet could relate situations directly to the audience without a fictive role.

What consequences do these soundscapes have for the configuration of the first person in MHG poetry? Considering Stock’s recent research on sound, we recognize that repeating the first person pronoun is not only repeating a semantic concept, but the actual sounds of ‘ich’, ‘mich’, ‘mir’, etc. Stock’s example is Gottfried von Neifen, one of the lead poets in shifting the genre toward more formalist ambitions. He is interested in Gottfried’s use of sound through word repetition, specifically through the repetition of ‘fröide’ (‘joy’) and ‘liebe’ (‘love’), in the sense of Vickie Ziegler’s ‘Leitwort’, viz. ‘leading-’ or ‘guiding word’ (Ziegler, 1975). While the ‘Leitwort’ is generally understood to have semantic importance due to its high frequency relative to the rest of the corpus or song, what if the ubiquitous lyrical ‘I’, this heavily controversial figure, is elevated to ‘Leitwort’, or perhaps ‘Leitklang’ (‘leading sound’), via its unique soundscape presence?

[6] Ich solt aber dre die süezen grüzen meien walt heid owue und der kleinen vogel süezezz singen, lieze eht mir an ir gelingen trüt mín tröst, míis herzen frouwe, daz si mínen kumber wolde büezen: seht, só wurde ich noch an fröiden riche. truter lip, nu tuot genäedelechlice: röter munt, du maht mín leit verdringen.33

[7] Süeziu minne, sít dün minne

33Text from Kraus (1951-1958). 35.71% open syllables. “I should but sing sweetly through the sweet, welcoming May forest, heather, water, and to the small birds. May it only reach her as comfort, my dear, lady of my heart, that she would wish to relieve my suffering; see, so will I be rich in joy. My dear, now do so graciously: red mouth, you drive away my suffering.”

sinne krenket zallen stunden, wie sold ich dan iemer frö befiben? lieber lip vor allen fiben, heilet mir míns herzen wunden, daz mín fröide lige an dem gewinne. tuot ir daz, só wärde ich froidebare. sëlic wip, nu scheiden mich von swære. Minne, dú maht mín leit vertriben.34

[8] Ich hàn fröide von ir eine: seine troestet mich ir güete. dà von muoz mir spîndiu fröide winden. lieze sie mich gnâde vinden, seht, so fröite mín gemüete, daz mír wurde ir röter kus, ein kleine; so w ær ich vil manger sorgen âne. trütelehter lip, ich lebe in wâne daz ich fröide von iu müge enpfinden.35

Formal play is clearly on display in Gottfried’s song through rhyme, alliteration, and soundscape. The percentage of open syllables gradually increases in each stanza, taking on an entirely new soundscape in the last stanza, while retaining nearly the same number of syllables per line and presumably the same metrical scansion. While we clearly see the increased presence of the ‘Leitwort’ ‘fröide’, it is easy to overlook the simultaneous increased presence of the first person (following the trend in Figure 3). Not only does this subject increase in count, but also in space and time intervals, both crucial aspects of the performance. In the first two stanzas the subject appears in more concentrated sections, while Gottfried leaves himself (or his fictive role) out of consecutive verses to describe nature, a bird, and love. Not so in the final stanza, in which Gottfried’s subject asserts himself in every verse, refocusing the audience’s attention on the subject before them, not only through these self-references, but also by intensifying the sound-
scape. Each self-reference throughout the entire poem is itself a closed syllable for which Gottfried must compensate further as the song progresses. The clear increased presence of ‘froide’ is certainly one solution. Stock hesitantly borrows from Kuhn’s terminology, that the ‘froide’ ‘Leitwort’ in Gottfried’s complementary KLD song 3 through its repeated employment in formal moves becomes ‘objective’. The objective ‘froide’ becomes the central theme of the poem, superseding the singer himself. Yet in his poem above, Gottfried appears to struggle with the objectivisation of ‘froide’ in order to maintain the singer as the central reference, in fact it is the subject, to which this increased presence of the sound (and ‘reality’) of ‘froide’ is constantly subjected. Although as we have now come to learn, it is not only the sound of ‘froide’, rather the sonorous sound of open syllables, with which the subject is temporally and sequentially surrounded, and which may simply serve as a counter-weight to the increased presence of the ego-centric subject.

7 Conclusion

This paper has demonstrated that abstracting from orthographic variation and individual graphemes to the building blocks of language can help unite a diverse corpus for analysis. Testing this method on various levels of mediation demonstrates its potential for text analysis on the heavily mediated medieval corpus. Implementing this method reveals unique soundscape experiences of a medieval audience. This paper thus answers calls for new formal approaches to sound across disciplines, and provides a generalizable workflow for the syllabification of low-resource languages. The results from a case study of medieval German lyric support a counter-intuitive trend in the positioning of the lyrical ‘I’, and paves the way for feature extraction and classification of gendered voice.
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36See Stock (2004, 188) and Kuhn (1967).
37The source code for this project is available at https://github.com/henchc/ACL-LaTeCH-CLfL-2017.
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Abstract

This paper presents an approach to extract co-occurrence networks from literary texts. It is a deliberate decision not to aim for a fully automatic pipeline, as the literary research questions need to guide both the definition of the nature of the things that co-occur as well as how to decide co-occurrence. We showcase the approach on a Middle High German romance, Parzival. Manual inspection and discussion shows the huge impact various choices have.

1 Introduction

The main contribution of this paper is the presentation of a conceptualized and implemented workflow for the study of relations between entities mentioned in text. The workflow has been realized for multiple, diverse but structurally similar research questions from Humanities and Social Sciences, although this paper focuses on one from literary studies in particular. We see this workflow as exemplary for research involving Natural Language Processing (NLP) and Digital Humanities (DH), in which operationalization and modularization of complex research questions often has to be a first step. It is important to realize that this modularization can not be guided by NLP standards alone – the interests of the respective humanities discipline need to be considered, and practical considerations regarding timely availability of analyses as well: If a large portion of the funding period is spent with developing, adapting and fine-tuning NLP tools, the analysis of the results (with often leads to new adaptation requests) risks being missed out.

Our workflow combines clearly defined tasks for which we follow the relatively strict NLP paradigm (annotation guidelines, gold standard, evaluation) with elements that are more directly related to specific Humanities research questions (that often are not defined as strictly). The final module of this workflow consists in the manual exploration and assessment of the resulting social networks by literary scholars with respect to their research questions and areas. In order to enable scholars to explore the resulting relations, we make use of interactive visualization, which can also show developments and changes over time.

More generally, this workflow is the result of ongoing work on the modularization and standardization of Humanities research questions. The need for modularization is obvious for computer scientists (and computational linguists), as they are often consciously restricting their tasks to clearly defined problems (e.g., dependency parsing). However, this opposes typical Humanities research style, which involves the consideration of different perspectives, contexts and information sources – ignoring the big picture would be a no-go in literary studies. This makes research questions seemingly unique and incomparable to others, which in turn leaves little room for standards applied across research questions.

Our ultimate goal is to develop methodology that supports the work of humanities scholars on their research questions. This in turn makes interpretability of the results of NLP-tools an important constraint, which sometimes goes against the tendency of NLP research to produce methods that are solely judged on their prediction performance. However, we intentionally do not focus on tool development: The appropriate use of tools and adequate interpretation of their results is of utmost importance if these form the basis of hermeneutical interpretations. To that end, scholars need to understand fundamental concepts of quantitative analysis and/or machine learning.

The trade-off between interpretability and pre-
diction performance has also been discussed in other projects, e.g. in Bögel et al. (2015). In our project we follow two strategies: (i) Offering visualization and inspection tools as well as a close feedback loop and (ii) integrating humanities scholars early into the development cycle, such that they are involved in the relevant decisions.

Parzival  We will use Parzival as an example in this paper, because it involves a number of DH-related challenges. The text is an Arthurian grail novel and has been written between 1200 and 1210 CE by Wolfram von Eschenbach in Middle High German. The text comprises of 25k lines and is divided into 16 books. The story of the books mainly follows the two knights Parzivâl and Gâwân and their interaction with other characters. One of the key characteristics of Parzival is a large inventory of characters that have complex genealogical patterns and familial relations. This led to an ongoing discussion about the social relations in Parzival (Bertau, 1983; Delabar, 1990; Schmidt, 1986; Sutter, 2003), which are much more complex than in other Arthurian romances (Erec, Iwein). The systematic comparison of the social/spatial relations in different narrations of a similar story is one of our goals. With that in mind, we investigate various operationalization options for these networks.

2 Workflow

Given the above discussion about Parzival, we are aiming to establish a workflow to extract social networks from text, such that scholarly/domain experts are enabled to compare the resulting networks from different narrations. Therefore, the steps in this workflow need to be reasonably transparent, errors traceable and the overall results interpretable for scholars without deep technical background.

Next to our example case Parzival, we believe that many research questions in Humanities and Social Sciences can be cast as such a network/relation extraction task, at least on a structural level: Studying the relation of characters in narrative texts is structurally similar to the relation of concepts in philosophical texts, for instance. The workflow we employ consists of the following steps:

1. Identification of textual references to entities of various types (Sect. 3),

2. Grounding of detected entity references (e.g., identifying “the knight” as a reference to the main character Parzivâl; Sect. 4),

3. Segmentation of the texts in appropriate parts (e.g., story taking place at a specific location; Sect. 5),

4. Manual, interactive exploration of proto-networks for validation (Sect. 6), and

5. Creation and analysis of networks of entities that co-occur within a segment (e.g., the characters that take part in a great feast; Sect. 7).

It is important to note that this workflow is impacted by the Humanities research question at multiple stages. The notion of entity is relatively generic and we have applied it to a number of different genres. However, in order to group entity references into entity types, one has to determine what entity types are actually relevant in the text at hand and for the specific research question. While we assume intersubjective agreement on entity annotations, we make no such assumption for segment annotations. Different segmentation criteria can be tested and the resulting networks compared.

In general, we make no assumptions on every step being automatic. Semi-automatic, manual, interpretative or other kinds of work packages can be integrated in such workflows (and, given the nature of (Digital) Humanities, often need to be). The Parzival corpus is preprocessed by several webservice from the CLARIN infrastructure\(^1\) (Mahlow et al., 2014) to obtain a sentence splitted, tokenized and part-of-speech tagged corpus for the previously described workflow steps.

3 Detecting Entity References

3.1 Conceptualisation and Annotation

We define entities as individually distinguishable objects in the real or a fictional world. Words in texts may refer to entities and are thus called entity references (ERs). Linguistically, entity references can be expressed as proper names, pronouns and appellative noun phrases (which together are typically called mentions within coreference resolution). Our annotations include only proper names and appellative noun phrases, pronouns have been excluded by definition. Therefore, the task described here is situated in between

\(^1\)European Research Infrastructure for Language Resources and Technology: https://www.clarin.eu/
the well-known NLP tasks of named entity recognition (NER) and coreference resolution. This was a pragmatic decision, in order to avoid the most difficult coreference resolution challenges (as pronouns are the most ambiguous mentions) and still include more occurrences than just names. In addition, the referents for appellative noun phrases can be resolved with only a limited amount of context, which makes their grounding (cf. Sec 4) faster for Humans and more promising to automatically support. Our annotation scheme distinguishes between different types of entities. Entity references are marked with the type of the entity they refer to.

We annotate manually five books of *Parzival*, following the annotation guidelines developed in parallel with the annotation process. The manual annotation is done in parallel by two different annotators. Annotation differences have been adjudicated by a third person, after discussion with the annotators. Difficult cases have been discussed with annotation groups for different texts.

In *Parzival*, two different types are actually appearing: Persons and locations. Table 1 shows the distributions of the entity types across the five books that constitute our gold standard. As can be seen, the variance across the books is quite low.

<table>
<thead>
<tr>
<th>Book</th>
<th>Lines</th>
<th>Tokens</th>
<th>PER</th>
<th>LOC</th>
</tr>
</thead>
<tbody>
<tr>
<td>III</td>
<td>1,898</td>
<td>12,015</td>
<td>610</td>
<td>120</td>
</tr>
<tr>
<td>IV</td>
<td>1,338</td>
<td>8,035</td>
<td>464</td>
<td>122</td>
</tr>
<tr>
<td>V</td>
<td>1,682</td>
<td>10,441</td>
<td>472</td>
<td>140</td>
</tr>
<tr>
<td>VI</td>
<td>1,740</td>
<td>10,918</td>
<td>594</td>
<td>144</td>
</tr>
<tr>
<td>VII</td>
<td>1,800</td>
<td>11,358</td>
<td>687</td>
<td>134</td>
</tr>
</tbody>
</table>

Mean 1,691.6 10,553.4 565.4 132
SD 231.2 1,522.5 95.7 10.7

Table 1: Corpus Statistics. PER/LOC: References to persons or locations, SD: Standard deviation.

### 3.2 Automatic Entity Reference Detection

Our entity reference tagger is built using ClearTK (Bethard et al., 2014), which in turn employs mallet CRF (McCallum, 2002) and the BIO scheme. Feature set The features presented in Table 2 are extracted for the current, two preceding and one succeeding tokens. Since we are applying this tagger to different corpora in different languages, we use language-, genre- or text-specific resources only in two, clearly defined cases: part of speech and names gazetteers. Part of speech taggers are available even for many low resource languages (or are among the first being created), gazetteers can often be created by domain experts.

<table>
<thead>
<tr>
<th>Id</th>
<th>Feature</th>
<th>Description</th>
</tr>
</thead>
<tbody>
<tr>
<td>F1</td>
<td>Surface</td>
<td>The surface form of the token</td>
</tr>
<tr>
<td>F2</td>
<td>PoS</td>
<td>The part of speech tag of the token. For <em>Parzival</em>, we are using a fairly new, publicly available model (Echelmeyer et al., 2017) for tree-tagger (Schmid, 1994).</td>
</tr>
<tr>
<td>F3</td>
<td>Case lookup</td>
<td>Do tokens written in upper case also exist in lower case?</td>
</tr>
<tr>
<td>F4</td>
<td>Unicode character pattern</td>
<td>A canonicalized list of Unicode character properties that appear in the token. “Obilöte”, for instance, is represented as LuLl, signaling upper case letters followed by lower case letters.</td>
</tr>
<tr>
<td>F5</td>
<td>Gazetteer</td>
<td>A list of names. The gazetteer in our experiment has been collected from various MHG texts by extracting tokens with upper case letters and manually removing the non-names. Generally, this feature allows the inclusion of domain knowledge in a simple and broadly applicable manner.</td>
</tr>
</tbody>
</table>

Table 2: Feature set

### 3.3 Evaluation

The entity reference tagger is evaluated using book-wise cross-validation (i.e., 5-fold CV). In the strict setting, we only count exactly matching boundaries as correct, while in the loose setting, we count a true positive as long as there is a one-token overlap between system and reference.

**Baselines** We compare the entity reference tagger against two baselines: The Stanford named entity recognizer for Modern German (BL NER) and marking every upper case word as a majority class reference (i.e., Person; BLCase).
Table 3: Evaluation results for the entity reference tagger (ERT), compared with two baselines (NER and case-based).

<table>
<thead>
<tr>
<th></th>
<th>Person</th>
<th>Location</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Prec</td>
<td>Rec</td>
</tr>
<tr>
<td>strict</td>
<td>BL-NER</td>
<td>27.3</td>
</tr>
<tr>
<td></td>
<td>BL-Case</td>
<td>36.2</td>
</tr>
<tr>
<td></td>
<td>ERT</td>
<td>71.2</td>
</tr>
<tr>
<td>loose</td>
<td>BL-NER</td>
<td>72.9</td>
</tr>
<tr>
<td></td>
<td>BL-Case</td>
<td>74.8</td>
</tr>
<tr>
<td></td>
<td>ERT</td>
<td>91.6</td>
</tr>
</tbody>
</table>

**Discussion** The results achieved purely automatically can be seen in Table 3. As expected, evaluation scores for the loose setting are higher than for the strict setting. The loose setting in fact is more representative for the actual performance of the tagger in our workflow. As the domain experts perform semi-manual grounding anyway, the exact boundaries of the found entity reference are not that important. In addition, manual inspection revealed that in many cases the entity tagger in fact marked the head of the noun phrase.

Performance scores are higher for Person references, which can be attributed to their frequency. Both baselines are clearly outperformed, although both have their presumed strengths for the proper noun references. Manual inspection also revealed that most of the remaining recall errors are apppellative noun phrases (e.g., “des burcgräven tohterlin”/“the burgrave’s daughter”).

3.4 Semi-Automatic Labeling

Although automatic labeling of entity references is an important part of our workflow, a recall error of about 25% of the persons severely limits its usefulness for applications in digital literary studies. We therefore implemented a user interface (not shown) in which scholars can inspect the found entity references on unseen texts and mark them as either correct, incorrect, or boundary-incorrect, for span errors as well as subsequently annotate missing entity references (recall errors). For once, these annotations are then stored as manual annotations that can be used in subsequent workflow steps and secondly, they can be employed as additional training material.

This procedure also gives clear guidance on where to focus the improvements of the tagger: Precision errors are much easier to spot and correct in this fashion, making improvements in terms of recall our priority.

4 Entity Grounding

Each annotated entity reference is mapped to a pre-defined list of characters\(^3\). This task can be seen as entity linkage or entity grounding (Ji and Grishman, 2011). In this paper we restricted the mapping to persons but it can easily be applied to other entity classes. While the entity reference detection task was supported automatically, grounding is done manually. Fig. 1 displays the user interface of the mapping tool. The detected entity references are listed on the left, and the characters on the right. Each surface form can appear more than once in the text (e.g., 36 times “der wirt”). The user has two options for the grounding: a) map all occurrences to one character; b) consider

---

\(^3\)The character list was created in several iterations by merging already existing lists and automatically extracted candidates from the corpus.
Character #ER #Proper nouns Ratio
Parzivál 427 111 25.8
Gáwán 185 118 63.8
Artús 128 88 68.8
Jeschûte 103 30 29.1
Clâmídê 74 47 63.5
Herzeloyde 69 9 13

Table 4: Ratio of proper nouns among references

each textual context and map each occurrence differently (Fig. 2).

Table 4 shows the grounding result for some main characters. These characters can be divided into two classes: i) characters which are often referred by their name (Gáwán, Artús, Clâmídê); ii) characters (Parzivál, Jeschûte, Herzeloyde) which are mainly referred to by appellative noun phrases.

5 Text Segmentation

For the later network analysis a segmentation is needed to define windows in which relations between characters are extracted. In contrast to the task of entity reference detection, we do not cast text segmentation as a ‘real’ NLP task, for which we create annotation guidelines, train annotators etc. The reason for this is that this task is directly related to the research question a scholar wants to investigate. It is difficult to imagine context- and text-independent criteria for the segmentation. Annotation guidelines created for Parzival might not generalise to other texts.

We therefore explore segmentation approaches based on linguistic and structural criteria and with regards to the content. For all segmentation settings, we (manually) removed non-narrative sections (in which the heterodiegetic narrator gives comments; cf. Coste and Pier (2014)).

Linguistics Straightforwardly, one can segment according to sentences. Sentence boundaries have been detected automatically using rules based on punctuation. The lack of abbreviations in Parzival also removes the most frequent error source for punctuation-based sentence splitting. Each sentence is considered an individual segment.

Structure Parzival is structured into strophes of 30 lines each. There is no apparent meaning to these strophes, and sometimes sentences are split over multiple strophes. In this segmentation setting, each strophe is used as a segment.

Content Content-based segments are designated as episodes. An episode is a self-contained and homogenous segment of the story. Typical indicators of an episode break are changes in character constellations, time and/or space. Episodes have been annotated manually by one of the authors.

6 Interactive Visual Exploration

To inspect and verify automatic results we use a web-based tool that supports close and distant reading. It provides different views including word clouds, plot views, and graph visualizations that allow analyzing entities and exploring their relationships. Each view allows to directly access the corresponding text passage(s).

In this context particularly relevant is the interactive graph visualization, through which processing errors become apparent quickly. The graph visualization uses a force-directed graph layout and represents the relations between entities, as depicted in Fig. 3 (on the left side). The nodes represent characters/persons and the edges the relations between them. The view is complemented by a fingerprint visualization (A) that indicate where the characters are mentioned in the text. A range slider (B) enables users to select a certain range of the text, for example a single chapter. This way, users can analyze not only the overall text but also the development of the relationships between characters. In a list view (C) users can dynamically adapt the network by selecting or deselecting the entities in the list. Furthermore, they can select an edge in the network view to highlight the co-occurrences of two related entities in the fingerprint visualization. By selecting an occurrence, users can jump to the corresponding text passage as depicted in Fig. 3 (right side).

In the text view the selected entities are highlighted in their assigned color. The background color (orange) represent the respective text segmentation. Next to the scrollbar, a vertical fingerprint displays the further co-occurrences. By hovering over an occurrence the corresponding text passage is displayed in a tooltip, as depicted in (D). After clicking on one, the text view jumps to the corresponding position. This way, users can easily analyze and compare the relevant text passages of the selected entities. With the aid of both views, users can determine incorrect relationships
Figure 3: Graph visualization and the text view with selected entities Parzivál and Clámídë.

(a) including embedded entity references and direct speech
(b) without embedded entity references and direct speech. Several nodes and sub-networks (around Gurzgrí or Gálões) disappear; some characters (Gahmuret) become less important because they are often embedded in other entities’ expressions.

Figure 4: Entity network of Book III, using content-based segmentation (graph visualization) and inspect or verify them in detail (text view).

Table 5: Influence of removing direct speech and embedded entity references on network parameters. Density: Edges / Possible edges; degree: Number of edges in a node.

<table>
<thead>
<tr>
<th></th>
<th>Direct speech</th>
<th>Embedded ERs</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>+</td>
<td>+</td>
</tr>
<tr>
<td>Nodes</td>
<td>41</td>
<td>24</td>
</tr>
<tr>
<td>Edges</td>
<td>431</td>
<td>144</td>
</tr>
<tr>
<td>Density</td>
<td>0.526</td>
<td>0.522</td>
</tr>
<tr>
<td>Average degree</td>
<td>21</td>
<td>12</td>
</tr>
</tbody>
</table>

7 Network Analysis

In this section we compare different parameters of network visualization and analyze their interdependencies and influences on the network results. In the moment, we focus on person-based networks and leave aside the spatial information, which can be used in further analysis, e.g., to distinguish between static and dynamic characters or to detect events (cf. Lotman, 1977).

All network graphs are created with Gephi (Bastian et al., 2009), which provides various layout algorithms, offers statistics and network metrics, and supports dynamic graph visualization. Plots and tables in this section are based on Book III of Parzival.

7.1 Embedded entities and direct speech

As a first step, we explore the influence of ERs within a) other ERs (embedded) and b) direct speech. This is due to the fact that neither embedded entities (as Gahmuret in “vil li roy Gahmuret”/’son of the king Gahmuret’) nor entities mentioned in (direct) speech are necessarily taking part in the narrated story or event.

Fig. 4 demonstrates the influence of embedded
Table 6: Influence of the different segmentation types on the network parameters. Comparison of the network parameters with and without entity grounding. Connected components: Isolated groups of nodes (lower number: stronger connectivity); diameter: Largest distance between two nodes.

<table>
<thead>
<tr>
<th>Entity grounding</th>
<th>by sentence</th>
<th>by strophe</th>
<th>by content</th>
</tr>
</thead>
<tbody>
<tr>
<td>Edges</td>
<td>24</td>
<td>18</td>
<td>24</td>
</tr>
<tr>
<td>Nodes</td>
<td>65</td>
<td>25</td>
<td>79</td>
</tr>
<tr>
<td>Density</td>
<td>0.18</td>
<td>0.15</td>
<td>0.27</td>
</tr>
<tr>
<td>Average degree</td>
<td>5.4</td>
<td>2.74</td>
<td>6.48</td>
</tr>
<tr>
<td>Connected components</td>
<td>1</td>
<td>3</td>
<td>1</td>
</tr>
<tr>
<td>Network diameter</td>
<td>4</td>
<td>4</td>
<td>3</td>
</tr>
</tbody>
</table>

7.2 Segmentation

Figures 5a-c show the effects of the different segmentation criteria (cf. Sect. 5) on the networks, quantitative network properties are displayed in Table 6. First we observe a decrease in density from the largest content-based segmentation (0.47) to the medium-sized segmentation in strophes (0.27) to the smallest segmentation in sentences (0.177), which comes along with a reduction of the number of edges (from 130 to 79 to 65). The highest average degree can be found in the content-based network (10.8), in the strophe-based network it is reduced to 6.5 and in the sentence-based network it decreases further to 5.5. As the nodes are less and less connected, the network diameter becomes bigger the smaller the segmentation gets. Since the chosen segmentation serves as basis for the extraction of co-occurrences of characters, it has a huge impact on the network properties which is important to reflect for later interpretations of the network.

7.3 Entity grounding

To estimate the influence of entity grounding on the networks we compare networks based on entity grounding (Sect. 4) to those only based on proper names. We identify an interdependency between entity grounding and segmentation. The sentence-based and strophe-based segmentation are relatively small and therefore more dependent on entity grounding. The co-occurrence of two proper names in a sentence is rare (in Book III of Parzival: 25 co-occurrences in over 750 sentences), even in a strophe it rarely appears (26 co-occurrences in 63 strophes). As we see in Fig. 5, the sentence- and strophe-based networks without entity grounding disintegrate into three components, they become less dense and most of the relations get lost.

The last example (Fig. 6) shows the high influence of entity grounding and its importance for an appropriate representation of the character configurations of a narrative text. The unequal ratio of proper names and nouns (cf. Table 4) underlines the importance: By only taking into account the proper names, we found that Parzivál is mentioned 111 times (in Books III-VII) and that Gáwn is mentioned 118 times. Whereas the consideration of other references to both characters leads to the fact that Parzivál amounts to 427 mentions and Gáwn to 185 mentions. This means that the primacy of Parzivál only becomes apparent by including entity grounding.

Thus, being aware of the chosen parameters is a precondition for an adequate analysis and interpretation of the networks. To represent the plot and narrative structure of Parzival by analyzing the development of character configurations over time, for instance, it is necessary to exclude embedded entities and direct speech as well as to include entity grounding. The appropriate way of segmentation still needs to be reconsidered.

8 Related Work

Several researchers have extracted co-occurrence networks from dramatic texts or screen plays (Moretti, 2011; Trilcke et al., 2016; Wilhelm et al.,
Figure 5: Different segmentation options. (a)-(c): With entity grounding; (d)-(f): Without grounding.

Figure 6: Parziváls childhood, content-based segmentation with and without entity grounding. Without entity grounding (b) he is not present despite being a central character (a).

The strong structuring of such texts (scenes, acts) and clearly defined speakers make identifying co-occurring characters simple. The networks extracted from narrative texts by Elson et al. (2010) only include conversational relations: If two characters appear together in a dialogue, they are connected in a network. The work has been conducted on 19th century British novels and is based on named entities only, with a rule-based co-reference resolution. Agarwal et al. (2012) identify ‘social events’ in *Alice in Wonderland* and extract different types of networks (interaction- and observation-network) to investigate the roles/profiles of the characters. Using Mouse and Alice as an example they demonstrate the limitations of static networks and the need for dynamic networks that can display change over time. In later publications, they employ automatically created FrameNet frames as a basis to detect social events between named entities (Agarwal et al., 2014a).

Recently, several approaches for visualizing social networks have been introduced. For example, Oelke et al. (2013) analyze prose literature by using the pixel-based literature fingerprinting technique (Keim and Oelke, 2007). The approach visualizes relationships between characters and their evolution during the plot. A related technique is
used in FeatureLens (Don et al., 2007), which has
been designed to support analysts in finding inter-
esting text patterns and co-occurrences in texts.

There are quite a number of approaches (Vuille-
mot et al., 2009; Stasko et al., 2008) that provide
node-link diagrams to represent social networks.
In general, nodes represent entities and edges re-
lations between them. An alternative method is
a matrix-based representation which shows rela-
tionships among a large number of items where
rows and columns represent the nodes of the net-
work (Henry and Fekete, 2007). Both approaches
have their drawbacks respective the readability of
the structure of the overall network and also for
detailed analysis (Ghoniem et al., 2005). Therefore,
Henry et al. (2007) introduced a hybrid repre-
sentation for social networks which combines the
benefits of both approaches. It supports a set of in-
teractions which allow users to flexibly change the
representation to and from node-link and matrix
forms of certain areas in the network.

9 Conclusions

We have presented an end-to-end environment for
the extraction of co-occurrence networks based on
criteria guided by literary research questions. This
guidance not only informs the kinds of entities
we are taking into account, but also the different
ways of segmenting the text and even the fact that
we are including non-named entities in the net-
works. The given examples in Section 7 demon-
strate the influence of these choices on the net-
works of one and the same narrative text, thus it
is important to make these decisions in close col-
laboration with the domain experts who will use
the results. Ultimately, relying solely on named
entities can lead to highly skewed impressions of
the relative importance of characters in a text, to
misleading interpretations of networks and thus, of
literary texts. This becomes even more dangerous
when large text collections are analyzed, for which
a manual inspection is simply not possible. Allow-
ing interactive exploration of aggregated data (net-
works) mitigates this issue: Domain experts inter-
actively working with a network of a text become
aware of such issues quickly. The early integration
of scholarly experts even into primarily technical
modules is therefore of utmost importance.

The collaboration with experts from different
disciplines from Humanities and Social Sciences
not only greatly benefits the conceptual develop-
ments of, e.g., entity reference annotation guide-
lines: Difficult cases that appear frequently in one
text type might appear rarely in another – Re-
searchers working on the latter benefit from the
collaboration because it would have taken much
longer to come across rare cases. But in addi-
tion, this collaboration helps to ensure that techni-
cal and methodological developments are not too
specialized for one particular text or text type. Too
specialized software is relatively expensive to de-
velop and will be outdated quickly. It also runs
counter to the often purely methodological com-
puter science goals of ‘generic problem solving’.
We therefore also concentrate on the fundamental
methodological questions rather than on tool de-
velopment.

We have focused here on one particular re-
search question and corpus, but the above de-
scribed workflow has been applied to narrative
(modern and medieval) texts, theoretical philo-
sophical texts (with the goal of establishing rela-
tions between philosophical networks) and parlia-
mentary debates (with the goal of connecting po-
litical parties to political issues). We believe that
it is worthwhile and feasible to search for com-
mon interests across multiple Humanities and So-
cial Sciences disciplines and research questions.
The identification of – at least structurally – com-
mon research questions allows to develop work-
flows that are supported by NLP and visualization
methods that otherwise would just not pay off due
to the development efforts.
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Abstract
We present a data-driven approach to investigate intra-textual variation by combining entropy and surprisal. With this approach we detect linguistic variation based on phrasal lexico-grammatical patterns across sections of research articles. Entropy is used to detect patterns typical of specific sections. Surprisal is used to differentiate between more and less informationally-loaded patterns as well as types of information (topical vs. stylistic). While we here focus on research articles in biology/genetics, the methodology is especially interesting for digital humanities scholars, as it can be applied to any text type or domain and combined with additional variables (e.g. time, author or social group) to obtain insights on intra-textual variation.

1 Introduction
While there is an abundance of studies on linguistic variation according to domain, register and genre, text-internal variation, i.e. variation based on changing micro-purposes within a text (Biber and Finegan, 1994), has received much less attention. As such internal shifts occur in all kinds of discourse — be it in spoken (such as spontaneous conversation or speeches) or written mode (such as literary texts, written editorials, research articles) — there has been recently a growing interest in this type of variation. In general, knowledge on intra-textual variation leads to a more comprehensive understanding of the data underlying computational modeling, analysis, interpretation, etc.

In the field of NLP, there is a growing need in the development of applications that consider variation also at the textual level to improve performance. Considering research articles, approaches within BioNLP, for instance, have moved from focusing on abstracts as sources of text mining to using also full-text articles (Cohen et al., 2010), not least because this data is made available through repositories such as PubMedCentral (PMC). To obtain good performance, corpora created from such resources are highly annotated with linguistic as well as semantic categories characterizing e.g. gene names. From these, specific features are selected with a trade-off between ease of extraction and desired type of information. In the field of DH, intra-textual variation is considered especially in literary studies, computational stylistics, and authorship attribution. Hoover (2016) shows, for example, how knowledge about differences between text parts helps to improve computational stylistic approaches. In corpus linguistics, the common approach to intra-textual variation is to start with a set of pre-defined linguistic features (Biber and Finegan, 1994). While the choice of features is clearly linguistically informed, this initial step in analysis is manual and needs to be carried out anew for every new text type or register considered. Also, analysis is restricted to frequency (i.e. unconditioned probabilities).

We present a methodology for investigating intra-textual variation that is data-driven and based on conditional probabilities which are calculated using two information-theoretic measures, entropy and surprisal. Being data-driven, our approach can be applied to any text type or domain, avoiding extensive annotations and manual selection of features possibly involved in variation. Based on probabilities conditioned on ambient and extra-linguistic context, it allows to capture variation in a more fine-grained manner than by considering mere frequencies.

As a testbed for our approach, we use scientific research articles in genetics, as they clearly
exhibit the typical IMRaD (Introduction, Methods, Results and Discussion) structure of scientific articles, with internal shifts in purpose (see e.g. Swales (1990)).

We use relative entropy (Kullback-Leibler Divergence) to detect features typical of specific sections. By considering surprisal (i.e. probabilities of features in their ambient context), we are able to detect the amount and type of information these typical features convey, e.g. more informationally-loaded expressions (e.g. terminology) vs. less informationally-loaded expressions (e.g. linguistic formula, such as These results show that). Thus, besides possible topical variation within articles across sections, we are able to detect also variation of stylistic lexico-grammatical patterns. While our focus is on research articles, the methodology can be applied to any text type or domain to detect (intra-textual) variation in a data-driven way.

2 Related work

Related work in (corpus) linguistics has mainly focused on variation across domains, registers or genres (represented by corpora) and less on variation within text. Among the few approaches to intra-textual variation is Swales’ work on moves, discourse-structuring units with specific communicative purposes (Swales, 1990), which he applies to the analysis of research articles. A different approach is taken by Biber and colleagues (e.g. Biber et al. (2007)), who use multidimensional analysis considering detailed, pre-defined linguistic features to observe intra-textual variation across research article sections. Gray (2015) applies the same approach to observe features of ‘elaborated’ vs. ‘compressed’ grammatical structures (e.g. finite complement clauses such as that-clauses vs. adjectives as nominal pre-modifiers) across disciplines and research article sections. While quite detailed and linguistically informed, these approaches are clearly biased towards the pre-selection of features to be investigated.

In computational stylistics, there is related work on style variation of literary works, where it has been recently shown that knowledge on intra-textual variation among literary texts possibly improves computational stylistic tasks (Hoover, 2016). In terms of methods, similar work is done especially in the field of authorship attribution. These approaches aim to determine probable authors of disputed texts, ranging from considering frequencies of words, keywords and keyness to measures such as Burrow’s Delta and Kullback-Leibler Divergence (see e.g. Burrows (2002); Hoover (2004); Jannidis et al. (2015); Pearl et al. (2016); Savoy (2016)). While we also use Kullback-Leibler Divergence to obtain typical features (here: of specific sections of research articles), in our approach we also account for the amount and type of information typical features provide, allowing a more fine-grained differentiation between topical vs. stylistic features.

In computational linguistics, a related problem is discourse segmentation. For an early approach see e.g. TEXTILING (Hearst, 1997), a cohesion-driven approach for segmentation of multi-paragraph subtopic structure. More recently, topic modeling (notably LDA) has been applied to discourse segmentation as well (e.g. Misra et al. (2011); see also Riedl and Biemann (2012) for an overview). The dominant interest is on topical shifts in text as indicator of discourse structure, however topic modeling estimation is computationally expensive and needs domain-adaptation.

Recently, there is also an increasing interest in argumentative and rhetorical structure (e.g. Gou et al. (2011); Séaghdha and Teufel (2014)). While recent approaches in this field achieved promising results, they rely on highly annotated data and have to be adapted for different domains.

Further, there is work on intra-textual variation within the BioNLP community, motivated by the need to extract biomedical knowledge not only from abstracts, but also from full-text articles (Cohen et al., 2010). Besides the use of a pre-defined linguistic feature set, in BioNLP also ontologies are widely employed. This again involves a bias towards feature selection, use of highly annotated data combined with a restricted use to specific domains.

More recently, information-theoretic notions have been employed to analyze intra-textual variation. For example, Verspoor and colleagues employ Information Gain to measure the difference between conditional probabilities of tokens being part of a term within an ontology (Groza and Verspoor, 2015). The intuition behind this is to model the amount of information a token such as activity provides when being part of a term such as alpha-1, 6-mannosyltransferase activity. In this exam-
ple, *activity* provides a low amount of information, as it is also widely used within other entries (over 25,000) in the Gene Ontology. Others combine entropy with a Bayesian approach to unsupervised topic segmentation (Eisenstein and Barzilay, 2008).

We propose here to employ entropy and surprisal to model intra-textual variation. First, this allows us to detect linguistic features typical of specific sections (rather than using pre-defined ones), modeling intra-textual variation in a data-driven way. Second, by considering the amount of information (i.e. more or less informationally-loaded) and the type of information these typical features provide (i.e. topical vs. stylistic), we obtain a more comprehensive picture of the type of variation. Moreover, while the majority of approaches relies on lexical features, we take a step of abstraction, focusing also on grammatical patterns, which adds to the genericity of our approach.

3 Methodology

3.1 Data

As a dataset, we use a subsection of the SciTEX corpus (Degaetano-Ortlieb et al., 2013) with research articles from genetics, amounting to approx. 2.5 million tokens (see Table 1), and covering the years 2004 to 2006. For tokenization, lemmatization and part-of-speech (POS) tagging, we use TreeTagger (Schmid, 1994) with an updated list of abbreviations specific to academic writing. Sentence splitting is based on labels of punctuations specific to academic writing. Sentence splitting is based on labels of punctuations from POS information.

<table>
<thead>
<tr>
<th>journal</th>
<th>tokens</th>
<th>texts</th>
</tr>
</thead>
<tbody>
<tr>
<td>Gene</td>
<td>1,972,206</td>
<td>280</td>
</tr>
<tr>
<td>Nucleid Acids Research</td>
<td>612,988</td>
<td>71</td>
</tr>
</tbody>
</table>

Table 1: Journals with corpus size and number of texts

The two selected journals have the advantage of having a relatively systematic section labeling, which allows us to automatically detect sections by trigger words (e.g. Abstract, Introduction). The automatic annotation is revised manually to ensure a high quality section labeling. Table 2 shows the amount of tokens across sections.

3.2 Methods

To observe differences in phrasal lexico-grammatical patterns across sections of research articles, we consider part-of-speech (POS) trigrams as features, as they have shown to perform best in inspecting lexico-grammatical patterns.

To consider whether a phrasal pattern transports more or less information, we also consider the amount of information in bits being transmitted by the lexical fillers of POS trigrams in a running text. For this, we use a model of average surprisal (AvS), i.e. the (negative log) probability of a given unit (e.g. a word) in context (e.g. its preceding words) for all its occurrences, measured in bits:

\[
AvS(w) = \frac{1}{|w|} \sum_{i} -\log_{2} p(w_{i}|w_{i-1}w_{i-2}w_{i-3})
\]

where \(w_{i}\) is a word, \(w_{i-1}\) to \(w_{i-3}\) its three preceding words with \(p(w_{i}|w_{i-1}w_{i-2}w_{i-3})\) being the probability of a word given its preceding three words. To obtain AvS values for POS trigrams, we take the mean of the AvS of the three lexical fillers:

\[
AvS(trigram_{i}) = \frac{AvS(w_{1}) + AvS(w_{2}) + AvS(w_{3})}{3}
\]

This allows us to measure the amount of information in bits each instance \(i\), i.e. each lexical realization of a POS trigram, conveys. The distribution of \(AvS(trigram_{i})\) is divided up into three quantiles, categorizing the data into low, middle and high AvS ranges, a methodology that already

---

1As the body of an article can be split into a variety of sections, rather than trying to match these into methods and result sections, we opted for putting this material into one MAIN part.

2We exclude POS trigrams consisting of characters constituting sentence markers (e.g. fullstops, colons), brackets, and symbols (e.g. equal sign).

3Note that bi-grams proved to be too short to capture grammatical information (e.g. passives), four- and five-grams lead to sparse data.

4For a similar approach see Genzel and Charniak (2002).
proven to be useful in detecting diachronic variation\cite{Degaetano-Ortlieb and Teich, 2016}^3. We then combine each instance $i$ information about the POS trigram and the AvS range it belongs to. At the same time, this also provides for each POS trigram the number of $i$ with low, middle and high AvS, i.e. how many times a POS trigram occurs with low, middle or high AvS. These POS trigrams with AvS ranges serve then as features, providing a set of 19,776 features.

Detection of typical features from this feature set is based on Kullback-Leibler Divergence (KLD; or relative entropy), a well-known measure of (dis)similarity between probability distributions \cite{Kullback and Leibler, 1951} used in NLP, speech processing, and information retrieval. Based on work by \cite{Fankhauser et al., 2014a,b}, we create KLD models for each section (ABSTRACT, INTRODUCTION, MAIN, CONCLUSION), calculating the average amount of additional bits per feature (here: POS trigrams with AvS ranges) needed to encode features of a distribution $A$ (e.g. ABSTRACT) by using an encoding optimized for a distribution $I$ (e.g. INTRODUCTION). The more additional bits are needed, the more distinct or distant $A$ and $I$ are. This is formalized as:

\begin{equation}
D(A||I) = \sum\limits_{i} p(feature_i|A) \log_2 \frac{p(feature_i|A)} {p(feature_i|I)} \tag{3} 
\end{equation}

where $p(feature_i|A)$ is the probability of a feature in a section $A$ (e.g. ABSTRACT) and $p(feature_i|I)$ is the probability of that feature in a section $I$ (e.g. INTRODUCTION). The $\log_2 \frac{p(feature_i|A)} {p(feature_i|I)}$ relates to the difference between the probability distributions $(\log_2 p(feature_i|A) - \log_2 p(feature_i|I))$, giving the number of additional bits. These are then weighted with the probability of $p(feature_i|A)$ so that the sum over all $feature_i$ gives the average number of additional bits per feature, i.e. the relative entropy. This allows us to determine whether any two sections are distinct or not and if they are, to what degree and by which features. For this, we inspect the ranking (based on KLD values) of features for one section vs. the other sections. In terms of typicity, the more additional bits are used to encode a feature, the more typical that feature is for a given section vs. another section. For instance, in a comparison between two sections (e.g. ABSTRACT vs. INTRODUCTION), the higher the KLD value of a features for a section (e.g. ABSTRACT), the more typical that feature is for that given section. In addition, we test for significance of a feature by an unpaired Welch’s t-test. Thus, features considered typical are distinctive according to KLD and show a p-value below a given threshold (e.g. 0.05).

We thus obtain typical features for each section, i.e. typical POS trigrams combined with AvS ranges, allowing us to see whether a typical POS trigram carries more or less information (i.e. the amount of information) as defined by AvS.

For analysis, we then categorize typical POS trigrams into phrase types. Table 3 shows examples

<table>
<thead>
<tr>
<th>phrase type</th>
<th>example trigram (POS.AvS)</th>
<th>example</th>
</tr>
</thead>
<tbody>
<tr>
<td>AdjP mod JJ.NN.NN.high</td>
<td>paa2 gene cluster</td>
<td>Indeed, \cite{Wolner and Gralla} (12) showed that</td>
</tr>
<tr>
<td>Citation NP.CC.NP.high</td>
<td>Tbr-I inhibitor SB-431542</td>
<td>silencing should prove</td>
</tr>
<tr>
<td>Compound NP.NN.NP.high</td>
<td>these studies have</td>
<td>In plants, polyamines have been reported to play a crucial role</td>
</tr>
<tr>
<td>Gerund VVG.MD.VV.high</td>
<td>in morphogenesis</td>
<td></td>
</tr>
<tr>
<td>NP demonstrative DT.NNS.VHP.low</td>
<td>Based on the data presented in Figure 5</td>
<td></td>
</tr>
<tr>
<td>Passive NNS.VHP.VBN.high</td>
<td>use of alternative</td>
<td>more detailed studies need to be done</td>
</tr>
<tr>
<td>Past participle VVN.IN.DT.low</td>
<td>in the section presented</td>
<td>but it was possible that they could be transcribed</td>
</tr>
<tr>
<td>PP mod NN.IN.JJ.middle</td>
<td>a use to finally</td>
<td>useful to finally</td>
</tr>
<tr>
<td>Semi-modal VVP.TO.VB.low</td>
<td>to functionally characterize the identified mutations and distinguish between polymorphisms</td>
<td></td>
</tr>
<tr>
<td>that-clause IN.PP.MD.low</td>
<td>it is remarkable that</td>
<td></td>
</tr>
<tr>
<td>to-inf evaluative JJ.TO.RB.middle</td>
<td>There are several hypotheses about</td>
<td></td>
</tr>
<tr>
<td>V coordination NNS.CC.VV.high</td>
<td>we show that</td>
<td>could explain the</td>
</tr>
<tr>
<td>Evaluative it-pattern PP.VBZ.JJ.low</td>
<td>data suggest that</td>
<td></td>
</tr>
<tr>
<td>VP existential EX.VBP.JJ.low</td>
<td></td>
<td></td>
</tr>
<tr>
<td>VP interactant PP.VVP.IN.low</td>
<td></td>
<td></td>
</tr>
<tr>
<td>VP modal MD.VV.DT.middle</td>
<td></td>
<td></td>
</tr>
<tr>
<td>VP reporting NNS.VVP.IN.low</td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

Table 3: Typical phrase types with examples of POS trigrams with AvS range and examples
Figure 1: Typical phrase types across sections and AvS range

4 Analysis

In the analysis, we aim to explore intra-textual variation taking a variationist approach (rather than a text segmentation approach) and pursue the following questions:

(a) Typical features: Which phrasal lexico-grammatical patterns are typical of specific sections?

(b) Amount of information: How much information (by means of AvS) do phrasal lexico-grammatical patterns convey?

(c) Type of information: What type of information do phrasal lexico-grammatical patterns convey?

4.1 Typical phrase types across sections

For better comparison across sections, Figure 1 shows the number of POS trigrams (patterns) for a specific phrase type (on the x and y-axis) and the frequency per million (fpM) of the phrase type by circle size across sections with respect to high (red), middle (yellow) and low (blue) AvS values. For examples of each phrase type consider Table 3.

Considering Abstract and low AvS (lower left part of Figure 1), it is strongly characterized by reporting patterns, mainly used with that-clauses and relatively general nouns (e.g. data suggest that, analysis showed that), and by interactant patterns (such as we show that and we report here). Considering the high AvS range (red), gerunds (see Example 4) as well as adjectival and prepositional modification are typical (see Examples 5 and 6, respectively).

(4) Considering some severe limitations of viral systems [...] synthetic nonviral systems are highly desirable in the above applications. (ABSTRACT; VVG.DT.JJ)

(5) The T. maritima rpoA gene coding the subunit does not complement the thermosensitive rpoA112 mutation of E. coli. (ABSTRACT; JJ.NN.NN)
The minichromosome maintenance (MCM) proteins are thought to function as the replicative helicases in eukarya and archaea. (ABSTRACT; IN.NN.CC)

INTRODUCTION is characterized by passives (e.g. been used with), especially with low AvS, followed by citation with middle and high AvS (e.g. Wolner and Gralla). Also typical is the evaluative it-pattern (see Example 7) and a demonstrative pattern (e.g. these studies/proteins have) both in the context of presenting previous work/knowledge.

It has become evident in the last decade that many, if not the majority, of genes are regulated post-transcriptionally [...].

(INTRODUCTION, low AvS; PP.VHZ.VVN)

MAIN is strongly characterized by passives (e.g. analysis was performed), especially with low AvS, but also with middle and high AvS. Also typical in the low AvS range are past participle patterns (e.g. performed as described, based on the), gerund (e.g. purified by using), and coordination (e.g. and visualized with). In addition, compound patterns are typical in the high AvS range, being clearly terminological (such as Tbr-I inhibitor SB-431542, SG parallel G-quadruplex, GC12/ GC3 correlation).

In CONCLUSION modal verb patterns are most typical across all three AvS ranges (e.g. units might result, could explain the). In addition, with low AvS that-clauses are typical (e.g. suggests that it may require), evaluative it-patterns (e.g. it is important to note, it is possible that) as well as semimodals (e.g. seem/appear to be), existentials (e.g. there are several/other) and prepositional post-modification (e.g. present/useful in the). Thus, modality and evaluation are quite typical for CONCLUSION sections in genetics.

Comparing typical phrase types across sections, we see that while for INTRODUCTION and MAIN passives are quite typical (especially with low AvS for both), ABSTRACT and CONCLUSION are marked by relatively unique typical phrase types (e.g. reporting verb phrases for ABSTRACT vs. modal verb phrases for CONCLUSION).

While this is in line with observations made by Biber and Finegan (1994), who have shown e.g. a preference of passives in the main part of articles as well as a common use of modal verbs in conclusions, besides other features (such as evaluative patterns) we also show the amount of information these features transmit (by AvS). Typical phrase types with high AvS values belong mostly to nominal groups (compounds and nouns modified by adjectives (AdjP mod) and prepositional phrases (PP mod)) conveying topical information, while those with low AvS values mostly to verb groups (passives and verb phrases with different functions such as reporting, evaluative, etc.) conveying a more stylistic type of information.

4.2 Amount of information and type of information of typical phrase types

Zooming into the most frequent lexical realizations of specific patterns, gives a clearer picture of the type of information conveyed by different ranges of AvS.

Here, we present two examples: First, we zoom into typical patterns of ABSTRACT, showing how the type of information differs from topical to stylistic based on the AvS range. Second, we look at CONCLUSION considering its typical modal verb phrase across AvS ranges.

Figure 2 shows lexical realizations of typical phrase types within ABSTRACT across AvS ranges (high: reddish, middle: yellowish, low: blueish) with the size relating to frequency for each range.

Typical reporting verb patterns (VP reporting) with low AvS values (blueish) make use of relatively general nouns (data, analysis, results) with verbs such as suggest, show and indicate. For VP interactional, the phrase we show that is the dominant lexical realization, followed, for example, by phrases such as we characterized the/demonstrate that/report here. The amount of information transmitted by these phrases is relatively low. The purpose of use of these phrases is more style-oriented rather than topic-oriented.

Comparing this to lexical realizations of high AvS values (reddish) for ABSTRACT (see again Figure 2), we see that these are clearly related to quite compact linguistic forms expressing either processes with the gerund form (lining the gas-trovacular) or scientific terms with adjectival (e.g. multiple gene cassette) and prepositional modification (e.g. helicases in eukarya and archaea). Clearly, the amount of information these phrases

Note that for this pattern we have shown more context for better understanding, as the pattern would only show Preposition-Noun-Conjunction, which in the example is realized as in eukarya and.
transmit is relatively high and the type of information is topic-oriented.

Lexical realizations of middle AvS lie in between, i.e. terms seem to be more generic (e.g. by adjectival modification such as positive regulatory factor or prepositional modification such as lack of regulatory) and reporting verb phrases are used in a less confined ambient context (e.g. showed a common instead of showed that). Thus, these phrases transmit a relatively moderate amount of information and can be style- or topic-oriented.

In Figure 3 we zoom into CONCLUSION, showing how the same typical phrase type (here: VP modal; compare also with Figure 1) can differ in the information type it conveys depending on its AvS range. Here, lexical realizations of verb patterns with modal verbs are shown for high (reddish), middle (yellowish), and low (blueish) AvS values. With high AvS, the modal verb is used in combination with specific terms (e.g. tlh genes, tRNA isodecoders). From Examples 8 and 9, we can see how within the whole sentences assumptions are put forward about the two terms tlh genes and tRNA isodecoders. In the middle range, the modal verb patterns are used with a variety of verbs. Examples 10 and 11 show relatively generic preceding contexts (the structure of the substrate in 10 and subtle changes in 11), which are used with modal expressions of middle AvS. In the lower range, the modal verbs are used with a confined set of verbs (suggest, result), in relatively formalized lexical phrases (may/might be due), and in relational phrases (may be an, might be the). Example 12 to 14 show a quite vague preceding context realized by the use of referring expressions such as this and there for modal verbs used with low AvS.

(8) A possibility suggested by the presence of transposable elements in the pericentromeric heterochromatin of higher eukaryotes is that the tlh genes might be parts of transposons that preferentially transpose to heterochromatic regions. (CONCLUSION)

(9) One can envision that tRNA isodecoders may be more harmful than useful in translation. (CONCLUSION)

(10) This assay is performed in the absence of dNTP, so that the structure of the substrate...
cannot be affected by polymerization. (CONCLUSION)

(11) PAX 7 gene expression levels are highly controlled during tissue development and subtle changes could lead to important effects. (CONCLUSION)

(12) Our work does not suggest that gene expression contributes to the asymmetric evolution of paralogs that we observed but again this may be due to small sample size. (CONCLUSION)

(13) This may be due to the short length (11 bp) of the primer [...]. (CONCLUSION)

(14) There may be a few possible reasons for why hix-AG is not bound by Hin [...]. (CONCLUSION)

Given that this is just one type of phrase, i.e. modal verb phrase being typical for CONCLUSION in genetics, by considering AvS we clearly see how it still differs in the type of information it transmits, depending on the ambient context it occurs with, being either topical or stylistic.

5 Section classification

While in the analysis we have taken a variationist approach, we also test how well sections can be distinguished by typical features obtained by our approach. Our baseline is a classifier using all POS trigrams without AvS ranges. In Table 5 we report the F-Measure of three classifiers (Naive Bayes, Support Vector Machine (SVM) and RandomForest (RF)). Adding AvS ranges improves classification for all classifiers. Using only typical POS trigrams obtained by our approach improves the model considerably. A further improvement is achieved by considering typical POS trigrams with AvS ranges. The random forest classifier achieving the best result with 86.0 of F-Measure.

<table>
<thead>
<tr>
<th>set</th>
<th>ABS</th>
<th>INTRO</th>
<th>MAIN</th>
<th>CONC</th>
</tr>
</thead>
<tbody>
<tr>
<td>POS 3grams</td>
<td>76.6</td>
<td>78.2</td>
<td>72.9</td>
<td></td>
</tr>
<tr>
<td>POS 3grams+AvS</td>
<td>77.0</td>
<td>80.3</td>
<td>74.2</td>
<td></td>
</tr>
<tr>
<td>typPOS</td>
<td>80.3</td>
<td>82.5</td>
<td>85.6</td>
<td></td>
</tr>
<tr>
<td>typPOS+AvS</td>
<td>81.1</td>
<td>81.0</td>
<td>86.0</td>
<td></td>
</tr>
</tbody>
</table>

Table 4: Classification results with typical POS trigrams and AvS ranges.

Considering classification performance of sections with Random Forest, ABSTRACT and MAIN can be best predicted with 94.5 and 92.5 of F-Measure, followed by INTRODUCTION with 82.8. CONCLUSION is less well distinguishable, but still achieves a considerable improvement when considering typical POS trigrams (from 17.4 to 61.2 of F-Measure).

<table>
<thead>
<tr>
<th>set</th>
<th>ABS</th>
<th>INTRO</th>
<th>MAIN</th>
<th>CONC</th>
</tr>
</thead>
<tbody>
<tr>
<td>POS 3grams</td>
<td>84.1</td>
<td>71.2</td>
<td>88.2</td>
<td>17.4</td>
</tr>
<tr>
<td>POS 3grams+AvS</td>
<td>84.8</td>
<td>75.5</td>
<td>87.9</td>
<td>20.1</td>
</tr>
<tr>
<td>typPOS</td>
<td>93.3</td>
<td>81.0</td>
<td>92.7</td>
<td>61.2</td>
</tr>
<tr>
<td>typPOS+AvS</td>
<td>94.5</td>
<td>82.8</td>
<td>92.5</td>
<td>60.5</td>
</tr>
</tbody>
</table>

Table 5: Classification results by F-Measure for each section (RandomForest)

6 Conclusion

This paper has presented a novel data-driven approach to intra-textual variation. We have shown how sections of research articles from genetics differ with respect to the phrasal lexico-grammatical patterns used across sections (see Section 4.1). We used relative entropy to obtain typical lexico-grammatical patterns for each section. Moreover, we have modeled the amount and type of information these lexico-grammatical patterns convey (see Section 4.2) by using average surprisal (AvS), showing that sections vary in topical as well as stylistic type of information. In future work, we plan to model different scientific domains to investigate which of these lexico-grammatical patterns would generalize across domains and which are domain-specific.

Being data-driven and using part-of-speech information to generate features (see Section 3.2), our approach can be applied to any other domain, text type and even other languages (given a good quality POS annotation), since it is not biased by topical variation. While here we have modeled intra-textual variation, additional variables such as time, author, social group, production type, language etc. can be integrated into the model. For an application on diachronic data see Degaetano-Ortlieb et al. (2016) and Degaetano-Ortlieb and Teich (2016). As long as the variables are known (e.g. publication dates for time, author names for author, etc.), our approach allows to investigate variation at a more abstract linguistic level than topical variation. Thus, our approach is directly relevant to studies in sociolinguistics, historical linguistics and digital humanities in general.

Assessing the amount and type of information...
of typical lexico-grammatical patterns is relevant for more sophisticated text analysis. For example, historical linguists might be interested in the whole AvS range, as specific linguistic features might move across time between high, middle and low AvS. A linguistic feature might have high AvS in one time period (e.g. when it enters language use its ambient context may be expected to vary a lot), and low AvS in a later time period (where the feature is well-established in language use and might be more confined to a specific ambient context). The transition period would be seen in the use of the feature in the middle AvS range. In information retrieval, instead, features with high AvS are more relevant as they convey more information and are topic/content-related. AvS ranges could also be more fine-grained in this scenario to distinguish relatively established from new terms. Considering more fine-grained ranges of high AvS combined with time as a variable might be a possible way to explore knowledge change.
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Abstract
We investigate in this paper the problem of classifying the stylome of characters in a literary work. Previous research in the field of authorship attribution has shown that the writing style of an author can be characterized and distinguished from that of other authors automatically. In this paper we take a look at the less approached problem of how the styles of different characters can be distinguished, trying to verify if an author managed to create believable characters with individual styles. We present the results of some initial experiments developed on the novel ”Liaisons Dangereuses”, showing that a simple bag of words model can be used to classify the characters.

Keywords: authorship attribution, stylome classification, literary characters, bag of words

1 Previous Work and Motivation
Automated authorship attribution has a long history (starting from the early 20th century (Mendenhall, 1901)) and has since then been extensively studied and elaborated upon. The problem of authorship identification is based on the assumption that there are stylistic features that can help distinguish the real author of a text from any other theoretical author. One of the oldest studies to propose an approach to this problem is on the issue of the Federalist Papers, in which Mosteller and Wallace (Mosteller and Wallace, 1963) try to determine the real author of a few of these papers which have disputed paternity. This work remains iconic in the field, both for introducing a standard dataset and for proposing an effective method for distinguishing between the author’s styles, that is still relevant to this day, based on function words frequencies. Many other types of features have been proposed and successfully used in subsequent studies to determine the author of a text. These types of features generally contrast with the content words commonly used in text categorization by topic, and are said to be used unconsciously and harder to control by the author. Such features are, for example, grammatical structures (Baayen et al., 1996), part-of-speech n-grams (Koppel and Schler, 2003), lexical richness (Tweedie and Baayen, 1998), or even the more general feature of character n-grams (Kešelj et al., 2003; Dinu et al., 2008). Having applications that go beyond finding the real authors of controversial texts, ranging from plagiarism detection to forensics to security, stylometry has widened its scope into other related subtopics such as author verification (verifying whether a text was written by a certain author) (Koppel and Schler, 2004) or author profiling (extracting information about an author’s age, gender, etc).

A related problem that has barely been approached in the scientific literature is that of distinguishing between the writing styles of fictional people, namely literary characters. This problem may be interesting to study from the point of view of analyzing whether an author managed to create characters that are believable as separate people with individual styles, especially since style is a feature of speech that is said to be hard to consciously control.

One of the first studies that analyzes literary characters stylistically appeared in John Burrow’s ”Computation into Criticism” (Burrows, 1987), where he shows that Jane Austen’s characters in particular show strong individual styles, which the author distinguishes by comparing lists of the most frequent 30 function words. One more recent study by the same author (Burrows and Craig,
2012) looks at a corpus of seventeenth-century plays and tries to cluster them by character and by playwright, finding in the end that the author signal is stronger than the character one. Another recent study (van Dalen-Oskam, 2014) analyzes the works of two epistolary novels authors, who are known to have written their books together, and tries to solve at the same time the problem of distinguishing between passages written by each author, and between styles of each character in the novel. Using a simple word frequency method to distinguish between the characters, the author finds some of the characters were easier to distinguish than others and concludes that further research is needed.

In this paper we attempt to further the answer to the questions of the best way to solve this problem, and propose some new questions to be approached by future research.

2 Data and Methodology

2.1 Liaisons Dangereuses

The corpus used for this experiment was the 18th century epistolary novel "Liaisons Dangereuses" by Pierre Choderlos de Laclos. The plot of the book is built around two main characters, the Vicomte de Valmont, and the Marquise de Merteuil, who engage with various other characters especially as part of games of seduction, deceit or revenge. The other characters act as their victims, in various roles: Cécile, the innocent young girl who Merteuil plans to corrupt, Danceny, her young passionate admirer, Madame de Volanges, a faithful wife who Valmont intends to seduce.

The choice of this text was mainly motivated by the structure of the novel, which is fitting to our problem - as an epistolary novel, it is organized into letters, each written by a different character, which is ideal for easily labelling our text samples with the characters that the text is attributed to. We used the original French version of the text so that we can work on its purest form, unaltered by any noise introduced by translation.

The book consists of 175 letters, sent between the characters; the lengths of the letters vary from 100 to 3600 words, with an average of ~800 words. The routes of the letters sent by and to the main characters can be seen in Table 1 below: the rows correspond to letter senders and the columns to recipients. Table 2 lists the legend for the abbreviations used for the characters’ names.

### Table 1: Letter authors and recipients

<table>
<thead>
<tr>
<th>Abv.</th>
<th>Character full name</th>
</tr>
</thead>
<tbody>
<tr>
<td>CV</td>
<td>Cécile Volanges</td>
</tr>
<tr>
<td>MM</td>
<td>Marquise de Merteuil</td>
</tr>
<tr>
<td>VV</td>
<td>Vicomte de Valmont</td>
</tr>
<tr>
<td>MV</td>
<td>Madame de Volanges</td>
</tr>
<tr>
<td>CD</td>
<td>Chevalier Danceny</td>
</tr>
<tr>
<td>PT</td>
<td>Présidente Tourvel</td>
</tr>
<tr>
<td>MR</td>
<td>Madame de Rosemonde</td>
</tr>
<tr>
<td>O</td>
<td>other</td>
</tr>
</tbody>
</table>

### Table 2: Character name legend

<table>
<thead>
<tr>
<th>Abv.</th>
<th>Character full name</th>
</tr>
</thead>
<tbody>
<tr>
<td>CV</td>
<td>Cécile Volanges</td>
</tr>
<tr>
<td>MM</td>
<td>Marquise de Merteuil</td>
</tr>
<tr>
<td>VV</td>
<td>Vicomte de Valmont</td>
</tr>
<tr>
<td>MV</td>
<td>Madame de Volanges</td>
</tr>
<tr>
<td>CD</td>
<td>Chevalier Danceny</td>
</tr>
<tr>
<td>PT</td>
<td>Présidente Tourvel</td>
</tr>
<tr>
<td>MR</td>
<td>Madame de Rosemonde</td>
</tr>
<tr>
<td>O</td>
<td>other</td>
</tr>
</tbody>
</table>

2.2 Methodology

We constructed our set of labelled text samples by first splitting the novel into individual letters labelled with their respective "authors". We then only selected the characters who were authors of at least two letters and excluded the rest. We were left with seven main characters: the Marquise de Merteuil, the Vicomte de Valmont, the Présidente de Tourvel, Cécile Volanges, Madame Volanges, the Chevalier Danceny and Madame de Rosemonde. Preprocessing the text involved also removing the first row of each letter, which often contained explicitly the writer and recipient of the letter, so as not to bias the classifier.

3 Text Classification

In order to classify the letters and distinguish between the characters, we used a simple linear support vector machine classifier. We represented the text of the letters starting from a basic bag-of-words model, at first using all words as features in our classifier, then experimenting with additional feature selection, focusing on features that proved to be successful for authorship attribution. In one experiment, we used only content words, using their tf-idf scores as features, after which we tried limiting the features to the k-best features, by using $\chi^2$ feature selection. In another experiment
we tried including only stopwords in the feature set - which are widely used in authorship attribution. Verifying whether these features are still relevant for classifying characters is interesting especially considering they should be harder to consciously manipulate by the author. In a separate experiment, we also tried a feature set of character n-grams, which were previously shown to work for authorship attribution (Dinu et al., 2008), and that are also a very general (and language independent) and versatile type of features that are successfully used in various other natural language processing tasks.

Classification accuracy was measured for each character separately, in a series of leave-one-out experiments. For each character, we built a dataset containing all letters, from which we excluded at a time one letter written by the target character, to be labelled by our classifier. The dataset was then artificially balanced to contain an equal number of letters pertaining to each character, by only keeping for each character a number of letters equal to the smallest total number of letters written by any character (among the ones we considered). The classification accuracy per character was calculated in the end as the percent of letters written by the character that were correctly classified; the overall accuracy was obtained by averaging the per character accuracy scores (since for character we considered the same number of letters, a simple average results in the overall accuracy).

4 Results and Analysis

Table 3 below illustrates the results (average overall accuracy) for each of the feature sets used, showing that the simple bag-of-words model, including all content words in the text as features, works well for this problem, and additional feature selection do not improve upon these results. The accuracy per character (using the most successful of the models) is shown in Table 4.

This result may look encouraging, as such a simple model is able to obtain a reasonable classification accuracy. On the other hand, it is interesting and worth further investigating that the features demonstrated to work best for authorship attribution do not perform as well on character classification.

We take a closer look at how the characters were classified by showing the confusion matrix containing the misclassified characters, as seen in Table 4. For the same purpose we show an illustration of how the letters, color-coded by author, are grouped together in 2D space, by drawing a scatterplot of the representation of each letter (with content words’ tf-ids as features) after applying 2-dimensional PCA on the feature vectors, shown in Figure 1 below.

<table>
<thead>
<tr>
<th>Features</th>
<th>Overall accuracy</th>
</tr>
</thead>
<tbody>
<tr>
<td>content words</td>
<td>72.1%</td>
</tr>
<tr>
<td>k-best (1000)</td>
<td>69.9%</td>
</tr>
<tr>
<td>stopwords</td>
<td>46.6%</td>
</tr>
<tr>
<td>char 3-grams</td>
<td>48.5%</td>
</tr>
<tr>
<td>char 5-grams</td>
<td>53.3%</td>
</tr>
</tbody>
</table>

Table 4: Overall accuracy for each featureset

<table>
<thead>
<tr>
<th>Character</th>
<th>Accuracy</th>
</tr>
</thead>
<tbody>
<tr>
<td>CV</td>
<td>95.8%</td>
</tr>
<tr>
<td>MM</td>
<td>84.6%</td>
</tr>
<tr>
<td>VV</td>
<td>50.0%</td>
</tr>
<tr>
<td>MV</td>
<td>75.0%</td>
</tr>
<tr>
<td>CD</td>
<td>68.4%</td>
</tr>
<tr>
<td>PT</td>
<td>91.3%</td>
</tr>
<tr>
<td>MR</td>
<td>55%</td>
</tr>
</tbody>
</table>

Table 5: Classification accuracy per character

Finally, in order to make sense of the importance of each feature for the problem of character classification on our test case, we look at the discriminant features, by taking the list of the highest weighted features from the trained classifier (SVM), shown in table 5 below.

The scatterplot, as well as the confusion matrix, show some interesting insights into how the
classifier distinguishes between the letters and the mistakes it makes. In the plot, as well as in the confusion matrix, we can see that the Vicomte de Valmont, the central character of the book, as well as the one involved with most of the other characters, is the character that is hardest to classify. Additionally, he most often gets confused with the Marquise de Merteuil, who is his main interlocutor and "partner in crime". This may point to a common style, but possibly also to common topics of conversation. This hypothesis is enforced by the poor classification results obtained using stopwords as features, as compared to using content words.

<table>
<thead>
<tr>
<th>CV</th>
<th>MM</th>
<th>VV</th>
<th>MV</th>
<th>CD</th>
<th>PT</th>
<th>MR</th>
</tr>
</thead>
<tbody>
<tr>
<td>CV</td>
<td>23</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>1</td>
</tr>
<tr>
<td>MM</td>
<td>1</td>
<td>22</td>
<td>1</td>
<td>2</td>
<td>1</td>
<td>1</td>
</tr>
<tr>
<td>VV</td>
<td>1</td>
<td>10</td>
<td>26</td>
<td>7</td>
<td>8</td>
<td>1</td>
</tr>
<tr>
<td>MV</td>
<td>9</td>
<td>1</td>
<td>1</td>
<td>2</td>
<td>1</td>
<td>1</td>
</tr>
<tr>
<td>CD</td>
<td>1</td>
<td>13</td>
<td>4</td>
<td>1</td>
<td>1</td>
<td>1</td>
</tr>
<tr>
<td>PT</td>
<td>2</td>
<td>21</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>1</td>
</tr>
<tr>
<td>MR</td>
<td>1</td>
<td>5</td>
<td>3</td>
<td>1</td>
<td>1</td>
<td>1</td>
</tr>
</tbody>
</table>

Table 6: Confusion matrix for character classification

5 Conclusions and Future Directions

We have shown that a simple bag of words model using a linear support vector machine as a classifier can be used to distinguish between characters of a literary work. It is unclear though whether the classifier captures style in the same sense as in authorship attribution, or rather characters’ preferred ideas or topics of conversation for example. From this point of view it may be interesting to compare these results to a topic modelling approach on the same dataset, as well as further explore the attributes of the most useful features.

In the future it may also be interesting to look at how various authors pertaining to different periods and literary currents compare in terms of their ability (and desire) to create individual, stylistically independent characters. Literary theory (Wellek and Warren, 1956) tells us that the practice of giving characters strongly individual voices is a rather modern idea, which may be interesting to confirm experimentally. In theory, literary characters evolved with time and literary current from the classical figures, who represented a typology, to the realist characters, who are pictured with strong individualities.

Further, the analogous problem to author profiling could be tackled with regard to literary characters. Separately of whether characters are easy to distinguish stylistically from one another, it may be interesting to see if an author managed to believably build a character’s style that is consistent with features of the character’s personality: such as age or gender. Can older authors write from the point of view of teenagers (a notable example of this is Salinger’s Catcher in the Rye), can males create consistent female characters? These are questions that we intend to approach in further experiments on this topic.
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Abstract

In this paper, we present our preliminary study on an ontology-based method to extract and classify compositional nominal compounds in specific domains of knowledge. This method is based on the assumption that, applying a conceptual model to represent knowledge domain, it is possible to improve the extraction and classification of lexicon occurrences for that domain in a semi-automatic way. We explore the possibility of extracting and classifying a specific construction type (nominal compounds) spanning a specific domain (Cultural Heritage) and a specific language (Italian).

1 Introduction

In the Cultural Heritage domain, as in many other specific domains of knowledge, phrases and word sequences present recursive formal structures. Some of these structures may form lists of compounds that have specific meanings only when used with reference to that domain and, for this reason, constitute the terminology of that domain. This means that if such compounds present a certain degree of polysemy, it will be possible to disambiguate usages according to the different specific domains they belong to. Thus, taking into account a specific domain of knowledge, compounds become unambiguous and clear terms, useful for conceptualizations, which contribute to outline formalizations. In this sense, we can assert that domain-specific compounds present two levels of representation, which are separated but interlinked: a conceptual-semantic level, pertaining to the knowledge domain and its ontology, and a syntactic-semantic level, pertaining to sentence and word production. We adopt the expression atomic linguistic units (ALUs) to indicate any kind of lemmatizable terminological compound words which, even being very often semantically compositional, can be lemmatized due to their particular non-ambiguous informational content (Vietri and Monteleone, 2013). In this paper, we explore the possibility of extracting and classifying a compositional ALU type (nominal compounds) spanning a specific domain (Cultural Heritage) and a specific language (Italian).

This paper is organized as follows, section 2 describes the background and related work. Our approach is detailed in section 3. The description of testing and results is given in section 4. Section 5 concludes the paper and points to future work.

2 Related Work

The task of dealing with ALUs attracts the interest of several researches, due to the issue of consistently recognizing those groups of words, able to carry a different semantic expressiveness and charge than single words. Thus, the prediction of these linguistic phenomena in natural language processing (NLP) applications has been investigated by several scholars from different point of views. Due to the success for simple words, a growing attention concerns the application of distributional approaches for coping with compositional compounds (McCarthy et al., 2003; Reddy et al., 2011; Salehi et al., 2014). Likewise, different scholars aim at achieving distributed representations of word meanings using word embeddings for various purposes (Mikolov et al., 2013; Patel and Bhattacharyya, 2015).

We will see that, being both ontology and dictionary based, our identification and classification of ALUs is founded on a systematic and exhaustive formalization of natural language.
3 Methodology

Our method lays its foundations in the Lexicon-Grammar (LG) framework (Gross, 1984, 1986). LG considers lexicon as a group of terminal values, in a formal grammar of natural languages, which have to be associated to ordered sequences on the basis of independent combinatory behaviours and rules. Thus, lexicon is not separable from syntax, namely every lexical element, occurring in a sentence context, holds a grammatical function which combines with grammatical functions of other constituents. Combinatory behaviours are driven by co-occurrence and restriction-selection rules. Furthermore, we deal with compositional ALUs also according to semantic expansion mechanisms, firstly attested by Harris (1946). These mechanisms are useful to fully account for compositional ALUs, or better for free word groups. Due to the fact that this kind of phenomena may have some possibility to be automatically and successfully parsed by means of regular expressions1.

In our research, we focus on a specific construction type, which may be described and retrieved as ALUs: nominal compounds which present a restricted semantic expansion. It means that such ALUs are formed by a head phrase, generally fixed or semi-fixed, followed by variable elements which belong to specific grammatical categories. These variable elements are characterized by a selection restriction, which is determined by the head phrase, which functions as a predicate, and by the semantic provisions which they represent. We define such ALUs as semi-open nominal compounds, namely word sequences formed by one or more (semi)fixed elements and a restricted selection of co-occurring elements. As in the example it follows:

\[
(palmetta+semipalmetta+rosetta) + \text{Adjective} + \text{Preposition} + \text{DNUM} (petali + lobi + foglie).
\]

In the previous ALU, we can recognize a restricted head \(palmetta+semipalmetta+rosetta\) followed by an adjective and a preposition, and a numeral, characterized by a high variability, and a restricted selection of nouns, i.e., \(petali+lobi+foglie\).

In other words, in such lexical phenomena the fixed or semi-fixed head defines grammatical and semantic types of all variable elements. This phenomenon is mainly observable inside the lexicons of specific knowledge domains, even if it presents features belonging to both common-usage lexicon and terminology. Indeed, such semi-open ALUs are characterized by a variability of non-fixed elements but, at the same time, they are also characterized by a non-ambiguous meaning as a result of the compositional process.

In the following sections, we will show how we can recognize and, subsequently, classify by means of a domain ontology, such linguistic phenomena through a set of finite state automata (FSA), basing our method on co-occurrence likelihood of elements in semi-open ALUs.

3.1 Linguistic and Semantic Features

The high variability of non-fixed elements is related to the possibility of selecting elements from non-restraint sets of lexical items, the grammatical categories of which are predictable thanks to components constituting the head. On a lexical level, such a feature is correlated to the paradigmatic relationship which indicates words belonging to the same part of speech (POS) class. On the other hand, constraints deriving from heads components are associated to the syntagmatic relationship among words, that means to semantic aspects of ALUs. Thus, for example, in the Cultural Heritage domain, we may observe this phenomenon of semi-open ALUs in Coroplastic descriptions, as the following example shows:

- \((1) \text{statua di (statue of)} [\text{NPREP}] + \text{N}\)
- \((2) *\text{statua di (statue of)} [\text{NPREP}] + \text{A}\)

'Statue of' represents the head, which determines the type of the element which comes afterwards, that must be a noun (1), and not an adjective (2). Indeed, if the head is composed by a noun, belonging to a specific semantic category, as \(\text{statua (statue)}\), followed by a preposition, like \(\text{di (of)}\), the element which comes afterwards must belong to noun POS. Similarly, the head works as a constraint for the type of noun selected, which means that we have a restricted semantic expansion concerning the semantic type of noun. Thus, the semi-

\[\text{pale, petali, lobi, foglie}\]
open NP ‘statue of’ may select a proper noun as ‘Silenus’, or a noun as ‘woman’, but not a noun as ‘table’.

As far as syntactic aspects are concerned, some semi-open ALUs, especially referred to Coroplast description, are sentence reductions in which a present participle construction is used. For instance,

- (3) statua raffigurante Sileno (statue representing Silenus) is a reduction (Gross, 1975; Harris and Gross, 1976) of the sentence:
  
  (3a) Questa statua raffigura Sileno (This statue represents Silenus)
  
  (3b) [relative] Questa è una statua che raffigura Sileno (This is a statue which represents Silenus)
  
  (3c) [pr. part.] Questa è una statua raffigurante Sileno (This is a statue representing Silenus)

These semi-open ALUs, which present sentence reductions, may be retrieved using FSA which recognize specific verb role-sets. Therefore, such an FSA recognizes sentence structures as they follow:

- NP(Head)+VP+NP
- NP(Head)+VP+NP+AP
- NP(Head)+VP+AP+NP
- NP(Head)+PREP+NP
- NP(Head)+PREP+NP+AP
- NP(Head)+PREP+AP+NP.

In the previous sample, the noun phrase (NP) which stands for the head of semi-open ALUs is composed by a group of non-restricted nouns related to Coroplastics. It means that in such a group we insert nouns as statue, bust, figure and so on.

As for semantics, we also observe the presence of semi-open ALUs in which the head does not occur in the first position. For example, the open series frammenti di (terracotta+anfora+laterizi+N) (fragments of (clay+amphora+bricks+N)), places the heads at the end of the compounds, being frammenti used to explicit the notion ‘N0 is a part of N1’.

On the basis of our theoretical premises, and applying these selection restriction rules, we may identify syntactic and semantic sets of lexical elements which may co-occur in specific semi-open ALUs. Such recursive formal structures allow the development of non-deterministic FSA, suitable to recognize all the elements of a specific open list (di Buono et al., 2013).

3.2 Ontology-based Extraction and Classification

In order to recognize and extract this kind of semi-open ALUs, we develop a set of FSA, which takes advantage from the semantic information stored in electronic dictionaries developed by means of NooJ (Silberztein, 2008). NooJ allows to formalize natural language descriptions and to apply them to corpora. NooJ is used by a large community, which developed linguistic modules, including Finite State Automata/Transducers and Electronic Dictionaries, for more than twenty languages. The Italian linguistic resources (LRs) have been built by the Computational Linguistic group of University of Salerno, which started its study of language formalization from 1981 (Elia et al., 1981). Our analysis is based on the Italian module for NooJ (Vietri, 2014), enriched with the LRs for the Archaeological domain (di Buono et al., 2014). The Italian LRs are composed of simple and compound word electronic dictionaries, inflectional, syntactic and morphological grammars, annotated with cross-domain semantic tags (e.g., ‘Human’ and ‘Animal’ label). The LRs for the Archaeological domain present a taxonomic tagging, derived from the the Italian Central Institute for the Catalogue and Documentation (ICCD) guidelines, which indicate how to classify an object, and a reference to the CIDOC Conceptual Reference Model (CRM), defined by the Conseil International des Musees (Doerr, 2003). The CIDOC CRM is an object-oriented semantic model, compatible with RDF, which stands for a domain ontology which may be applied to describe Cultural Heritage items and the relations among them. In this conceptual model, entity classes are described by means of pertaining information about the taxonomic relation among entity classes (i.e., Subclass of), a description of class essential properties (i.e., Scope note), sentences which exemplify natural language representations used to denote an element belonging to the class, and the properties which may co-occur with the given entity class.
Each entry in the LRs presents taxonomic and ontological information, as it follows (Table 1):

- Its POS, internal structure and inflectional code (+FLX), which recall a local grammar suitable for generating and recognizing inflected forms.

- Its variants (VAR) or synonyms (SYN), if any;

- With reference to the taxonomy, the pertaining knowledge domain (DOM), e.g., RA1SUOCR stands for Archaeological Remains/Tools/Kitchen Utensil;

- Finally, we insert a tag referring to the ontological entities derived from the CIDOC CRM, e.g., E22 refers to Man-Made Object class, that is a subclass of E19 Physical Object.

In order to create the role sets suitable to extract and classify the ALUs, we use these semantic information to apply a series of domain constraints. Thus, we firstly employ information which refer to the domain taxonomic hierarchy. For instance, in the sample (1), our first selection restriction is constrained by the tag value which indicates Sculpture class in the taxonomy. Therefore, we extract all ALUs, labeled with this tag, through a semi-automatic method. Consequently, a manual procedure is employed to identify nouns which fit to the meaningful sentence context.

In compounds containing present participle forms, i.e., sample (3), semantic features can be identified using local grammars built on specific verb classes (semantic predicate sets); in such cases, co-occurrence restrictions can be described in terms of lexical forms and syntactic structures. For these occurrences, we apply the specific semantic set, descriptive predicates, in order to put into evidence elements extracted from specific verbal classes (i.e., 20A and 47B²). We also employ grammatical and syntactic constraints referred to tense and number of verb phrase; thus, we select just present 3rd persons singular and plural (sample 3a and 3b) and present participle (sample 3c).

Due to the complexity of Coroplastic descriptions, sub-graphs presents many recursive nodes, mainly in noun phrases.

4 Testing and Results

Our methodology has been tested on Italian Cultural Heritage texts. The corpus has been built merging different datasets of catalogographic data provided by ICCD³. We refer to Archaeological Remains datasets, classified according to the guidelines of ICCD and released as open data⁴.

The total amount of the dataset is about 123K records. Each record contains different information, structured according to the Functional Requirements for Authority Data (Patton, 2009). An evaluation of the results produced by our approach is given in Table 2. Our method is evaluated by means of Precision, Recall and F-score results in the extraction of the main entity classes, i.e. Building, Clothing, Furniture, Sculpture, and Tools. For this evaluation we consider some of the higher classes in the taxonomic classification of ICCD. This choice is justified by the compositional structures of ALUs, which are comparable for the subclasses related to the same main class. Anyway, the ontological tags used to classify them are fine-grained, so a distinction between these categories is performed any time. As we can notice, the values present a variability with reference to the different categories. Generally speaking, the cause of mismatching results can be retrieved in the use of too broad terms, which determines ambiguity hard to solve, i.e., bitronconico, that can be referred to an askos, belonging to the class of Tools, or to a kind of necklace, an element in the class of Clothing. Furthermore, another source of mismatching is related to the presence of references to the inventory number, or other information related to the ICCD classification, merged in the definition field, e.g., description of materials used.

---

Table 1: Sample of a semantic and taxonomic annotated entry from the Archaeological Italian Electronic Dictionary.

<table>
<thead>
<tr>
<th>Entry</th>
<th>Kylix a labbro risparmiato</th>
</tr>
</thead>
<tbody>
<tr>
<td>POS</td>
<td>N</td>
</tr>
<tr>
<td>Int. Str.</td>
<td>NPREPNA</td>
</tr>
<tr>
<td>FLX</td>
<td>C610</td>
</tr>
<tr>
<td>SYN</td>
<td>lip cup</td>
</tr>
<tr>
<td>DOM</td>
<td>RA1SUOCR</td>
</tr>
<tr>
<td>CCL</td>
<td>E22</td>
</tr>
</tbody>
</table>

---

Table 2: Evaluation for the main classes.

<table>
<thead>
<tr>
<th>Class</th>
<th>Precision</th>
<th>Recall</th>
<th>F-score</th>
</tr>
</thead>
<tbody>
<tr>
<td>Building</td>
<td>0.87</td>
<td>0.77</td>
<td>0.81</td>
</tr>
<tr>
<td>Clothing</td>
<td>0.88</td>
<td>0.72</td>
<td>0.79</td>
</tr>
<tr>
<td>Furniture</td>
<td>0.79</td>
<td>0.66</td>
<td>0.72</td>
</tr>
<tr>
<td>Sculpture</td>
<td>0.89</td>
<td>0.68</td>
<td>0.77</td>
</tr>
<tr>
<td>Tools</td>
<td>0.85</td>
<td>0.75</td>
<td>0.80</td>
</tr>
</tbody>
</table>

5 Conclusion and Future Work

In this paper, we have presented our preliminary study on an ontology-based strategy to extract and classify compositional nominal compounds in the Cultural Heritage domain for Italian. This FSA-based system allows to retrieve a very large amount of expressions and ALUs among those present in the analysed corpus. The highly productive formal structures are the following ones:

- Noun(Head) + Preposition + Noun + Preposition + Noun, i.e., *fibula ad arco a coste* (ribbed-arch fibula), in which the fixed component is represented by *fibula* (fibula);
- Noun(Head) + Preposition + Noun + Adjective, i.e., *anello a capi ritorti* (twisted-heads ring), the head is represented by *anello* (ring);
- Noun(Head) + Preposition + Noun + Adjective + Adjective, i.e., *punta a foglia larga ovale* (oval broadleaf point).

The main hypothesis, leading the development of our system, is that the precision and the recall of extraction and classification systems for compositional compounds can be improved by representing linguistic and semantic features in a more consistent way. We consider the average results quite satisfying, nevertheless we are already planning to enrich our research outcomes with many other improvements in order to solve ambiguity and classification issues.
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Abstract

In this paper, we present ongoing work for developing language resources and basic NLP tools for an undocumented variety of Romansh, in the context of a language documentation and language acquisition project. Our tools are designed to improve the speed and reliability of corpus annotations for noisy data involving large amounts of code-switching, occurrences of child speech and orthographic noise. Being able to increase the efficiency of language resource development for language documentation and acquisition research also constitutes a step towards solving the data sparsity issues with which researchers have been struggling.

1 Introduction

Contemporary linguistic research relies more and more heavily on the exploration of statistical patterns in language. The non-categorical distribution and variety of linguistic units has become a focus for understanding complex variations across patterns, such as dative alternations (Bresnan et al., 2007) or cases of optionality (Wasow et al., 2011). Studies like these require the availability of large consistently annotated corpora.

For lesser or undescribed languages however, such resources are not readily available. What is worse, the current rate of language extinction could lead to the disappearance of 20-90% of today’s spoken languages by the end of the 21st century (Krauss, 1992). Documenting endangered languages will allow us to preserve traces of the current language diversity, a part of the world’s cultural heritage. Building reliable linguistic resources will allow us to study them according to fast evolving research standards.

Similarly, studies on language acquisition are based on recorded, transcribed, and annotated data of parent-child interactions. Language acquisition research has produced significant databases, such as the CHILDES project (McWhinney, 2000), yet mainly manually and at enormous costs.

Relying solely on manual annotators is too costly an option. Minimising resource development costs is crucial. Manual language resource development for language documentation and language acquisition projects should be sped up, as soon as technically possible, by employing NLP tools such as spelling correction/normalisation tools and part-of-speech (POS) taggers. For instance, POS taggers used as pre-annotators have been shown to increase both annotation speed and annotation quality, even when trained on limited amounts of data (Marcus et al., 1993; Fort and Sagot, 2010).

Yet language acquisition and language documentation data presents specific challenges for automatic linguistic annotation. Firstly, such data usually consists of transcriptions of spontaneous speech. Secondly, previously undescribed languages are often not written and lack established orthographies, resulting in noisy transcriptions. Thirdly, acquisition data consists of recordings of child-parent interactions. The recorded target children’s language production can differ dramatically from adult language, adding another layer of linguistic variation. Finally, as new data is usually still being collected, available raw and even more so annotated data is rare, which significantly limits the available training data for annotation tools.

In this paper, we show the interaction between manual resource development (morphological lexicon, spelling and POS-annotated corpus) and automatic tools on current annotation experiments for a language documentation and acquisition project on the undocumented and previously
non-written Romansh dialect of Tuatschin.

2 Romansh Tuatschin

The term Romansh denotes a set of Romance languages with important Germanic lexical and grammatical influence, mostly spoken in the canton of the Grisons in South-Eastern Switzerland. Although Romansh is considered one of the four official national languages of Switzerland, the term Romansh covers in fact a variety of languages and dialects with significantly differing features. The dialect we focus on in present paper corresponds to a previously undocumented dialect of the Romansh Sursilvan variety called Tuatschin. It is spoken by approximately 1,500 speakers in the Val Tujetsch area. Contrary to the neighbouring main Sursilvan dialect, which is also the main language in local schools, Tuatschin is at this point an unwritten language. It is however still natively spoken and transmitted both in the local area and within families who have left and settled in larger cities within the country. Speakers are proud of their language and culture and promote it through a local cultural association and occasional, non-normalised, publications in the local newspaper.

The development of the resources described here is part of a project which combines language documentation and acquisition research. One aim of this project is to gain better understanding of intergenerational language transmission in endangered language contexts, which might contribute to eventually slowing down, if not reversing, linguistic and cultural erosion of minority languages. The data used in this project is mostly original data from fieldwork in the Val Tujetsch, original recordings within five Tuatschin speaking families with at least one child aged between 2 and 3 years, and updated and normalised lexical data from the Tuatschin word-list by Caduff (1952).

Adult speakers of Tuatschin are usually multilingual, natively speaking at least two, if not more, Romansh dialects (Tuatschin and Sursilvan), as well as German (both High German and the local variety of Swiss German), and often a fair amount of Italian and French. Everyday conversations in the Tuatschin speaking area comprise a high amount of code-switching. Conversations between speakers of neighbouring dialects more often than not result in each speaker speaking their own variety, accommodating the other person’s dialect to varying degrees. Insertion of German lexical items or full utterances is ubiquitous.

As a result, our recorded Tuatschin data comprises a high amount of German and standard Sursilvan. This is even more acute in the acquisition corpus data used within present experiments, as the children’s families tend to be natively bilingual. While the children’s mothers are all native Tuatschin speakers, the fathers are Sursilvan, Swiss German or Italian speakers. The children therefore produce a significant amount of mixed utterances. In addition to the high amount of code-switching due to this particular language setting, language acquisition data also comprises intrinsic noise due to the differences between child and adult language, including nonce-words or specific child-speech. The variation observed in our corpus data ranges from language and dialectal variation to adult/child register differences. Developing automated tools for such a corpus requires coping with noisy, heterogeneous corpus data.1

3 Developing guidelines

3.1 Orthography

The first challenge in developing linguistic resources and automated tools for a previously unwritten language like Tuatschin consists in developing an orthography that can be used for transcribing recorded data, and training future transcribers (native speakers) in using this new orthography. We wanted this orthography to also be usable by native speakers outside the project. In collaboration with two native speakers within the Val Tujetsch, we developed a new orthography for Tuatschin, which is mainly based on the orthography for the neighbouring written dialect Sursilvan, but accommodates the phonetic and morphological differences of Tuatschin, from the pronunciation of specific vowels and diphthongs to diacritic marking of infinitive forms. Once the main principles of the orthography had been established, we started training our native corpus transcribers. However, without complete resources (such as a full lexicon or grammar) at their disposal, each one of them still had their own interpretation of the overall principles for the transcribers.

Note that while Sursilvan does have an established orthography and is used a a language of instruction in schools, there are no automatic tools available for the language. The existing online lexicon can only be queried online but is not freely available. Despite the languages’ similarity there are no existing resources that could be leveraged to facilitate automatic work on Tuatschin at this point.
scription of individual words, adding an additional transcriber-related layer to the variation within the data. Developing the new orthography also required several passes, based on feedback from our transcribers and progress in our own understanding of the language data through our ongoing field work. Subsequent changes contributed to variation even within an individual transcriber’s orthography, however reducing the differences between different transcribers’ orthographic strategies.

3.2 Annotation tagset inventories

For our corpus annotation, we developed two separate tagsets, one for part-of-speech (POS) annotation and one for morphosyntactic features. Just as for our orthographic conventions, our tagset evolved alongside field work progress while annotation was already ongoing, adding further noise to our corpus data. This kind of noise is a common problem in language documentation projects where data collection, annotation, and analysis are conducted in parallel. Without the availability of automatic tools, it normally requires several passes of manual post-cleaning and adds to the overall cost of language resource development.

Our POS tagset comprises a fine-grained and a coarse POS inventory. The full coarse-grained inventory, used for our POS tagging experiments (see Section 5.2) is the following: ADJ, ADV(erb), COMPL(ementiser), CONJ(unction), DET(erminer), INTER(jection), N(oun), PN(proper noun), PREP(osition), PRN(pronoun), PUNCT(uation), QW(question word), SOUND, V(erb). Fine-grained tags add information such as DET_def for definite articles or PREP_loc for locative prepositions. It also comprises a specific childspeech refinement of all POS for words that are specific to child-speech. The morphosyntactic features follow the Leipzig Glossing Rule conventions commonly used in language documentation projects and comprise distinctions for number and gender, as well as tense, mood and person.

Although we have designed this language-specific inventory as a means to better model the morphological and morphosyntactic properties of Tuatschin, we recognise the relevance and importance of the Universal Dependency (UD) initiative, whose aim is to “develo[p] cross-linguistically consistent treebank annotation for many languages, with the goal of facilitating multilingual parser development, cross-lingual learning, and parsing research from a language typology perspective.” In the current version (2.0), several dozen languages are already covered, sometimes with more than one treebank. What is more, the UD website announces a Romansch and a (distinct) Sursilvan Romansch treebank. Our initiative is not related to these treebank development efforts—we had independently decided to develop a deterministic mapping between our language-specific label inventory and a UD-compatible annotation scheme, in order to pave the way for a future Romansch-Tuaschin UD corpus. Together with the dependency annotation of our data, this will be the focus of future work.

4 Manual resource development

4.1 TuatLex

We manually developed a morphological lexicon for Tuatschin. For that, we devised an explicit grammatical description of Tuatschin nominal and verbal morphology based on our own field work data. We implemented this description within the Alexina_PARSLI lexical framework (Sagot and Walther, 2013). In addition to the implemented morphological description, our Tuatschin lexicon, TuatLex, comprises a list of 2,176 lemmas, based on an updated version of the Tuatschin word-list by Caduff (1952) complemented with our newly collected data, among which 780 verbs, 949 nouns, and 146 adjectives. The Alexina inflection tool uses the grammar to produce 46,089 inflected entries, among which 29,361 verbal, 15,137 nominal, and 762 adjectival forms.

4.2 Manual corpus annotation

After devising the tagset, we trained advanced linguistic undergraduate students to manually annotate our corpus data. The students were non-native speakers of Romansh. They were asked to annotate each token for (fine-grained) POS and morphosyntactic information and to indicate an English translation for each token’s base form. Using the WebAnno annotation tool (Eckart de Castilho et al., 2014), annotators took approximately 15 to 25 hours for annotating files containing typically 1,000 to 2,000 words. Difficulties for annotators mainly came from orthographic vari-

http://universaldependencies.org
ation, variation in the representation of word tokens, and dialectal variation. Weekly meetings between two trained linguists, among whom one Sursilvan native speaker, and all annotators were organised to compare notes, discuss recurrent difficulties, and adapt the tagsets whenever necessary.

4.3 Manual corpus normalisation

In order to simplify the annotation task, we set up a procedure for systematic orthographic correction. We first asked one of the native speakers, who had been involved in the development of the orthographic conventions, to manually correct already transcribed corpus data for orthographic errors and individual-word-based code-switching in a separate normalised tier within the corpus. We then manually introduced an additional tier indicating for each ‘normalised’ token whether it had been corrected for orthography, code-switching, child-speech, or actual pronunciation errors. This intermediate layer, in addition to being useful for subsequent acquisition or code-switching studies, is meant to help the development of an automatic spell-checker. Aside from variation in the usage of diacritics, some of the most frequent errors in the transcribed data involved the amalgamation of words meant to be written as separate tokens.

5 Automation and tools

5.1 Tokenisation and orthographic correction

In order to speed up the manual development of orthographically normalised corpora based on new transcriptions, but also to prepare the fully automatic processing of non-annotated text, we first developed an automatic tokenisation and spelling standardisation/correction tool. It is implemented in the form of a Tuatschinspecific parametrisation of the SXPipe shallow processing architecture (Sagot and Boullier, 2008).

Note that the spelling standardisation/correction tool is not meant to be used as a standalone tool. It has been designed and developed only for speeding up future corpus development and for serving as a cleaning step before applying the POS tagger, whose results are obviously better on (even only partially) normalised data.

Our spelling standardisation/correction tool relies on a list of deterministic rewriting patterns that we automatically extracted and manually selected based on the data described in Section 4.3. More precisely, we applied standard alignment techniques for extracting n-to-m correspondences between raw and normalised text. Among the extracted rules, 695 were deterministic, which means that there was a unique output in the corpus for a given input. Out of these 695 candidate rules, we manually selected 603, whose systematic application could not result in any over-correction.

Several others are non-deterministic. However, a careful manual examination of these candidate ambiguous rules showed that most of the ambiguity is an artifact of the rule extraction process, and that true ambiguities can be resolved in context. As a result, contextual information was included in our standardisation/correction patterns, thus resulting in a fully deterministic standardisation/correction module.

5.2 POS tagger

In order to assess and improve the quality of the POS annotation, but also to have a POS pre-annotation tool for speeding up future manual annotation, we trained the MElt POS tagger (Denis and Sagot, 2012) on the manually POS-annotated data available so far, using coarse POS to reduce sparsity (see Section 3.2). The 2,571 already annotated sentences, containing 9,927 tokens, were divided in training, development and test sets by randomly selecting sentences with re-

4 E.g. vegni instead of vegn i ‘it comes’ (lit. ‘comes it’).

5 For example, unexpected morphological forms that prevented the recognition of inflected forms such as verbs ending in Sursilvan -el instead of Tuatschins -a in the first person singular.

6 The project being mainly a documentation project on a previously undescribed language, data collection, annotation, and data analysis are currently being carried out in parallel. Data annotation in particular has been performed as a collaborative task rather than as a task conducted by individual annotators, that would have to be evaluated for inter-annotator agreement.

7 The purpose of this normalised layer is solely to help automatic (and, to a lesser extent, manual) annotation of the data. It is not meant to replace the original transcription layer, which remains the relevant layer for subsequent linguistic analysis.

8 Cf. the vegni/vegn i example from previous footnote.

9 A few examples: stù—stu, sèl—sè’l, schia—schièa.

10 For instance, vegni and all other verbs from TuatLex's inflection class VI can produce ambiguous tokens such as vegni, which must be changed into vegni (infinitive) before pronouns such as ju, té, el, ella, el, i, nus, vus, els, ellaa, ins, but, in most other contexts, must be rewritten as vegn i (V+PRN) with an expletive pronoun i. We applied the latter to those verb tokens likely to appear with expletive subjects like vegni ‘to come’ while inserting the infinitive diacritic on all other verb instances (such as capi ‘understand’).
spective probabilities 0.8, 0.1 and 0.1. We also extracted from the TuatLex lexicon described above a set of 19,771 unique (form, POS) pairs, to be used by MElt as a complementary source of information, in addition to the training corpus.

We trained a first version of MElt, and applied the resulting POS tagger on the training data themselves. Annotation mismatches allowed us to identify several systematic errors in the training data. Some of them came from individual errors or annotator disagreement. But most were due to changes made in the annotation guidelines while manual annotation was already ongoing, and of which some had not yet been correctly retroactively applied to already annotated data. We applied a series of POS correction rules to the whole corpus (train+dev+test) as a result of this training-corpus-based study, and re-trained MElt on the corrected data. The result is a POS tagger trained on 2,062 sentences (7,901 words) with a 91.7% accuracy overall and a 65.3% accuracy on words unknown to the training corpus. Interestingly, if trained without TuatLex lexical information, accuracy figures do not drop as much as usually observed (Denis and Sagot, 2012): respectively 91.6% and 62.5%. This suggests that lexical information might not be as important for improving POS taggers for child-related speech as it is for tagging standard text, a fact likely related to the more limited vocabulary size in such corpora.

6 Conclusion

We have described ongoing efforts for developing language resources (lexicon, annotated corpus) and basic NLP tools for the Romansh variety of Tuatschin, in the context of a project on language description and language acquisition dedicated to a previously non-written language. Our next step will consist in using our tools for pre-annotating new raw data, in order to speed up annotation while increasing its quality and consistency. They will also be used for creating automatically annotated data, which will complement the manually annotated corpus.

On a longer term, our tools are also meant to be used for automatically categorising tokens and sequences of tokens into occurrences of child-speech or various types of code-switching, relying on the information comprised within the intermediate tier introduced during the normalisation procedure (see Section 4.3). This intermediate layer is meant to be ultimately automatically generated by SXPipe. The richer and more accurate information that our tools will be able to provide will also facilitate subsequent quantitative linguistic studies on Romansh Tuatschin, its acquisition by children and its influences by surrounding languages, especially Sursilvan and (Swiss) German.
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Abstract

This paper presents a statistical approach to automatic morphosyntactic annotation of Hittite transcripts. Hittite is an extinct Indo-European language using the cuneiform script. There are currently no morphosyntactic annotations available for Hittite, so we explored methods of distant supervision. The annotations were projected from parallel German translations of the Hittite texts. In order to reduce data sparsity, we applied stemming of German and Hittite texts. As there is no off-the-shelf Hittite stemmer, a stemmer for Hittite was developed for this purpose. The resulting annotation projections were used to train a POS tagger, achieving an accuracy of 69% on a test sample. To our knowledge, this is the first attempt of statistical POS tagging of a cuneiform language.

1 Introduction

Natural Language Processing (NLP) for historical languages is a challenging task. The mere digitization of historical texts can take several years as the original data vary from ancient manuscripts to clay tablets which only a trained historical linguist can read and transliterate. The manual morphosyntactic annotation of the digitized historical resources demands a rare expertise and is a slow and painstaking process (Bennett et al., 2010). It is frequently impossible to annotate the amount of data sufficient for training a supervised part-of-speech (POS) tagger. Thus, NLP for historical languages frequently uses distantly supervised methods to compensate for the lack of training data (Piotrowski, 2012).

Traditionally, historians and historical linguists apply manual qualitative methods to the data. Such work usually involves a narrow expertise that focuses on a particular phenomenon or a time period. For example, presently, Hittite texts can only be read and understood by trained cuneiform specialists whose scope of interests is confined to certain texts, diachronic periods or linguistic phenomena. Statistical machine translation (SMT) and information retrieval (IR) methods would make these texts available to a wider public, including historians and sociologists (Daxenberger et al., 2017). The automatic methods are also applicable to whole corpora and have a much wider coverage than qualitative analysis. However, for optimal performance, SMT and IR need basic linguistic annotation such as POS tags and syntactic parses that are currently not available for Hittite. Thus, we propose a distantly supervised tagger and an unsupervised stemmer for Hittite which can be the first milestone in creating more advance NLP tools for cuneiform languages.

Performance of distantly supervised methods such as annotation projection or cross-lingual tool adaptation depends on the diachronic relatedness between the source and the target languages. For example, annotation projection from modern English into middle English gives better results than into old English because middle English grammatically and lexically resembles modern English much more than Old English (Sukhareva and Chiarcos, 2014). Annotation projection is thus typically applied to related languages (Tiedemann...
In this paper we show that our annotation projection method is robust enough to reach decent performance on a highly inflectional language that has been extinct over millennia and does not have any modern relatives. Also, the data sparsity caused by multilingualism and rich Hittite morphology poses additional challenges for statistical NLP methods. On a small parallel corpus of Hittite and German, we use character-based alignment to create an unsupervised stemmer for Hittite and word-based alignment as a basis for annotation projection from POS tagged German translations. The resulting POS projections are used as training data for a POS tagger. Our evaluation shows that stemming Hittite and German texts prior to annotation projection largely improves POS tagging accuracy for Hittite as compared to a POS tagger trained on unstemmed projections.

The paper is structured as follows: Section 2 introduces the data used in this research and outlines linguistic characteristics of Hittite that affect the performance of our method. It also describes the manually annotated evaluation dataset for Hittite that was created for the sake of this study. Our main contributions, the unsupervised Hittite stemmer and annotation projection approach to Hittite POS tagging, are described in Section 3. The evaluation of the presented approach is in Section 4. Section 5 discusses related work and the state-of-the-art of NLP for cuneiform languages. Finally, we discuss the results and outline future work in Section 6.

2 Data

Hittite texts pose such challenges as developed inflectional morphology, non-standardized orthography, diachronic variations and multilingualism. Given a relatively small amount of data available for Hittite, direct application of state-of-the-art NLP approaches leads to sub-optimal results. Also, modern machine learning techniques are not directly applicable because of the limited amount of data. With data sparsity being the main obstacle, we see the solution in understanding the linguistic reasons for data sparsity and based on them to exploit means of data sparsity reduction.

2.1 Hittite language

Hittite is an extinct language spoken between 16 and 12 c.c. BCE in the territories of modern Turkey and Northern Syria. It is an inflectional synthetic Indo-European language. Hittite belongs to a dead Anatolian branch of Indo-European languages along with Luwian and Palaic. Hittite as well as its closely related languages do not have any modern descendants. This poses an additional challenge to the application of distantly supervised methods to our data as their performance depends on diachronic relatedness (Section 1).

There are three chronological periods of the Hittite language: old Hittite (OH, 1650-1500 BCE), middle Hittite (MH, 1500 - 1350 BCE) and new Hittite (NH, 1350 - 1180 BCE). Diachronic orthographic variations are strongly pronounced between the time periods: The shapes of many cuneiform signs differ in these three periods. Also, the so called plene writing occurs when a vowel already present in a cuneiform sign is expressed by a further unnecessary vocal. Plene writing is a typical feature of OH and MH texts, disappearing progressively with NH and is practically absent in late NH.

During all periods Hittite was a highly inflectional language with a wide variety of word forms. For example, the nominal declension included inflectional paradigms determined by two genders, nine cases and two numbers (van den Hout, 2011). Also, adjectives had a rich inflectional paradigm as they agreed with nouns in gender, case and number. As for the verbal inflectional paradigm, it was relatively simple and was determined by only two tenses, two moods and two voices. Though Hittite in all periods did not have any grammatical definiteness marking (e.g. articles), it had determiners that would indicate the class of the nouns (e.g. city, land, woman, bread, etc.) and were expressed in writing by unpronounced Sumerograms (e.g. URUḫatti, “the land of ḫatti”; GIŠnathi, “(wooden) bed”)

To sum up, rich inflectional morphology, spelling variations and diachronic variations in Hittite greatly increase the data sparsity making the automatic statistical processing of Hittite texts extremely challenging. The key to successful automatic annotation of Hittite is the reduction of the data sparsity by normalizing diachronic variations and reducing the word form paradigm to a single stem or lemma. While we leave the problem of normalization open, the paper will further discuss the reduction of word forms and propose a method for data sparsity reduction through stemming.
2.2 Corpus of Hittite Texts

The Digitale Publikation Hethitischer Texte corpus (DPHT) is available via the Hittitology Portal Mainz (HPM).\footnote{https://www.hethport.uni-wuerzburg.de} It covers more than 30,000 mostly fragments of clay tablets that have been archived in Ancient Anatolia, nowadays Turkey, during the later half of the second millennium BCE. Most of the texts were found in Hittite capital Hattusa, only smaller archives came to light in other towns of the Hittite Empire. Therefore, Hittite texts used in this research do not have dialectal variations which contribute to the data sparsity and negatively influence the performance of the NLP pipeline.

The DPHT is relatively small as compared to modern corpora and has only 60,058 tokens. An additional challenge for NLP processing of Hittite texts is posed by their extreme multilingualism. Several languages are found in the texts: Hittite, Luwian and Palaic are Indo-European languages, Hattic, Hurrian and Sumerian are isolated agglutinating languages and Akkadian is a Semitic language. Sumerian and Akkadian words are particularly frequent in Hittite texts (see ex. 1). Some words can be written both with sumerograms and with akkadograms or in syllabic Hittite. For example, “god” is often written by the sumerogram DINGIR. Furthermore, the akkadogram ILU(M) and the Hittite word iu(na) can be found in the corpus.

Texts cover various genres; most of them belong to a religious sphere, like festival descriptions or magic rituals, but also historic documents like treaties, annals, etc. have been found. As every genre is associated with genre-specific vocabulary and syntactic constructions, this genre variety can negatively affect the performance of the POS tagger. Furthermore, diachronic variations in spelling, morphology and syntax can have a negative impact on the tagging accuracy. The texts cover the whole of Hittite history, from OH throughout MH to NH. More than two thirds of all Hittite texts in our data were written in NH.

Hittite texts are transliterated in accordance with the syllabic and logographic structure of their signs. The transliteration conventions are compatible with generally recognized rules of transliteration of cuneiform languages.\footnote{http://www.hethport.uni-wuerzburg.de/HPM/hpm.php?p=hpmguide} The DPHT provides syllabic transliteration which is a syllable-wise literal transliteration of the original texts. Furthermore, a bound transcription is given which focuses on word transcription and is closer to the way the words were most likely pronounced (ex. 1). In our experiments, we used bound transcription as it has less diachronic spelling variations.

2.3 POS Annotation of Hittite

In order to evaluate our pipeline, a hittitologist and co-author of this paper annotated selected documents with Universal POS tagset (Petrov et al., 2012). These were only used for the evaluation. As the pipeline was trained on a diachronic corpus containing various genres, we balanced the evaluation set and included texts that represent all the time periods. Table 1 shows the list of the texts included in the evaluation set. It totals 969 tokens and has proportionally balanced texts from NH, MH and OH. The complexity of the annotation process varied based on the period. While MH and NH are well-researched and there are many available texts in MH and NH, OH is very complicated and has words whose translation is not known. We decided to create a balanced evaluation set rather than creating three evaluation sets for various periods due to practical reasons. First, annotation of this test set was a painstaking task that demanded a rare expertise. It was practically impossible to annotate large enough evaluation sets for all the three periods. Second, we could not split the training data into time periods as there would not be enough data to train a classifier for...
Table 1: POS annotated evaluation set

<table>
<thead>
<tr>
<th>Title</th>
<th>Period</th>
<th>Tokens</th>
</tr>
</thead>
<tbody>
<tr>
<td>Purification Ritual for the Royal Couple</td>
<td>OH</td>
<td>113</td>
</tr>
<tr>
<td>Instructions for Bodyguard</td>
<td>MH</td>
<td>144</td>
</tr>
<tr>
<td>Military Instructions of Tut'aliya I</td>
<td>MH</td>
<td>137</td>
</tr>
<tr>
<td>Ten Years Annals of Muršili II</td>
<td>NH</td>
<td>390</td>
</tr>
<tr>
<td>Prayer of Muršili II</td>
<td>NH</td>
<td>127</td>
</tr>
<tr>
<td>Apology of Hattusili III</td>
<td>NH</td>
<td>58</td>
</tr>
</tbody>
</table>

each period. Thus, the POS tagger (see Section 3) was both trained and tested on data from various periods.

3 NLP Pipeline for Hittite

Automatic morphosyntactic annotation of Hittite is a non-trivial task. As discussed in Section 2, the Hittite texts are affected by diachronic variations in the lexicon, morphosyntax and orthography. Additionally, Hittite is a highly inflectional language with the immediate consequence of high type-token ratio. All of these factors lead to a data sparsity that is the key obstacle for statistical NLP processing of the data.

We present an approach that builds a NLP pipeline for automatic morphosyntactic annotation of Hittite. The pipeline (Figure 1) consists of four modules: preprocessing, data sparsity reduction, annotation projection and POS tagging. The initial data are just primary texts that are neither tokenized nor linguistically annotated. The transliteration and translation texts are clause-wise aligned which makes it possible to create word-based and character-based alignment. The morphosyntactic annotations are then projected into the Hittite texts from their German translations.

The quality of the annotation projection imminently depends on the quality of the alignment which is strongly affected by the data sparsity. Nevertheless, some of the data sparsity is relatively easy to reduce. For example, German, though by far not as inflectionally rich as Hittite, still has a relatively rich inflectional morphology. Thus, a noticeable improvement on the annotation projections can already be reached by stemming the German texts. Hittite stemming is also beneficial for word alignment quality though it is a more challenging task as there are no off-the-shelf Hittite stemmers or lemmatizers. Thus, this approach also proposes an unsupervised method for stemming of Hittite.

The final element of the pipeline is the POS tagging of Hittite texts. The annotation projections are used as training data for a supervised POS tagger. Presently, there are no POS-annotated datasets for Hittite available. We manually annotated several text excerpts to evaluate the output of the Hittite NLP Pipeline (see Section 2.3).

3.1 Data Preprocessing

The input to the pipeline are the initial digitized Hittite transliterations and their German translations provided in a XML format. As modern principles of text segmentation into clauses, sentences and phrases appeared only a few centuries ago, the original Hittite texts do not have any text segmentation nor any punctuation. During transliteration, the texts were split in paragraphs and colons. Colons in most cases correspond to clauses which
start with an introductory particle *nu* or with a conjunctive adverb (e.g. *mahhan* “when”). Each colon (with rare exceptions) has a verb in the final position which is the standard word-order in Hittite. Colons as well as paragraphs are aligned to German translations.

The NLP pipeline for Hittite was built on the basis of the uimaFIT library and, more specifically, DKPro Core libraries (Eckart de Castro and Gurevych, 2014). In the preprocessing stage, the colon alignments were extracted from the XML files. We used the off-the-shelf OpenNLP tokenizer trained on Tiger corpus (Brants et al., 2004) to tokenize German text. As there is no available tokenization for Hittite, it was decided to use white spaces and equals sign “=” as token separators. It is important to mention that as there is no punctuation in Hittite transcriptions, the whitespace tokenization worked quite well but is not sufficient as many function morphemes are bound. The bound function morphemes include, for example, location affixes or possessive pronominal suffixes. Such bound morphemes are usually suffixes marked in the transliteration by the equals sign (e.g. *ABU=IA* “father=my”).

### 3.2 Reduction of data sparsity

One of the most straight-forward ways to reduce the data sparsity is through lemmatization. Nevertheless, there are no off-the-shelf lemmatizers for Hittite neither is there a machine readable Hittite dictionary with sufficient coverage to create a dictionary-based lemmatizer. An alternative approach is to use stemming. Hittite has developed paradigms of outer flection and does not demonstrate many cases of inner flection, thus, root morphemes do not have a large variance and the separation of inflectional morphemes is likely to suffice. We implemented a character-based stemmer for Hittite that relies on character-based alignment. The purpose of the stemmer is to separate all the affixes from the root morpheme. Affixes are bound morphemes that include both suffixes and prefixes. Affixes can be both derivational and inflectional. The Hittite stemmer splits a word into three parts: prefixes, root and suffixes. As the main purpose of the stemmer is to reduce data sparsity rather provide a morphological analyzer the stemmer does not split prefixes or suffixes e.g. if a word has several suffixes the stemmer treat it as one suffix. Further on, the paper will refer to such complex affixes as “prefix” or “suffix”.

First, the parallel German texts were stemmed. For this purpose, we used Snowball stemmer for German. Then, we split all the Hittite words into characters and word boundaries were marked with a special character. To create a character-based (CB) alignment we used Phrasal ITG Aligner (Neubig et al., 2012).

Figure 2 shows a character alignment of Hittite phrase “KUR URU Mizri” to the German stems *land* and *agypt*. Both the Hittite noun *KUR* meaning *land* and the Hittite determiner *URU* are aligned to the German stem *land* while *Mizri* is aligned to the German stem *agypt*. This example shows the basic principals of how the stemmer works: Hittite substring aligned with German stems are likely to be stems themselves. It is particularly effective in Hittite because of the abundance of noun determiners that are frequently translated by a separate German word.

The resulting CB alignment was processed as follows. First, all the character sequences aligned to a single German stem were extracted. The sequences were split by word boundaries. Thus, a German stem could be mapped to several Hittite character sequences. Each character sequence would be assigned with the corresponding frequency of its co-occurrence with the German stem. In order to detect prefixes and suffixes, we would treat each Hittite sequence with co-occurrence frequency over 15 as a potential root. This high threshold for such a small corpus was chosen empirically to ensure that the stemmer is initialized with high quality alignments. Lower thresholds

---
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5. Full German word form is Ägypten.
allowed too many low quality alignments and a higher thresholds did not have enough alignments to initialize the training. The assumption behind this is that more frequently aligned sequences tend to be root morphemes as they co-occur with the German stem more often. In other words, any Hittite character sequence that is aligned to the same German stem more than 15 times is treated as a potential root. We split all the other aligned sequences by this potential root morpheme \( r \) and collected the associated counts \( c(r, w_a) \), frequency of \( r \) aligned to the German word \( w_a \) and \( c(\cdot|w_a) \), the total of all the alignments to \( w_a \), and end up with two other sequences: prefix(es) \( pr \) and suffix(es) \( su\). We create a map of prefix and suffix co-occurrences with the initial \( l_{first} \) and final \( l_{last} \) letters of the root and save the corresponding frequencies \( c(pr, l_{first}) \) and \( c(suf, l_{last}) \). Thus, we can define five initialization scores \( S \):

\[
S(r) = P(r|w_a) = c(r, w_a)/c(\cdot|w_a) \tag{1}
\]

\[
S(pr) = P(pr|l_{first}) = c(pr, l_{first})/c(\cdot|l_{first}) \tag{2}
\]

\[
S(suf) = P(suf|l_{last}) = c(suf, l_{last})/c(\cdot|l_{last}) \tag{3}
\]

\[
P(pr) = c(pr)|\cdot| \tag{4}
\]

\[
P(suf) = c(suf)|\cdot| \tag{5}
\]

The initial root score \( S(r) \) (eq. 1) is the translation probability \( P(r|w_a) \) of a Hittite character sequence \( r \) and aligned German stem \( w_a \). There are four affix scores: conditional probabilities of a prefix and a suffix occurring with the first and the last letter of a root respectively (eq. 2, 3) and the overall probabilities of observing a certain affix (eq. 4 and 5) in the corpus. Originally, the prefix and suffix probabilities were conditioned on the root rather than on the first and the last letters but due to the data sparsity, it was not possible to collect reliable statistics. Empirical observations showed that conditioning on the first and last letter improves stemming. This can be explained by the fact that there are phonetic assimilations in Hittite such as regressive assimilation of \( n \) by \( ˘s \) into \( ˘˘s \).

The initialization scores are calculated based on the CB-alignment and are further updated in the training phase. In the training phase, the stemmer iterates over all the words in the corpus. It considers all possible segmentations of a word under the following conditions: a root cannot be shorter than two letters, a prefix cannot be longer than five letters and a suffix cannot be longer than five letters. Words are allowed not to have suffixes or prefixes but any word must have a root. This might seem inefficient but as we are dealing with a small amount of data and Hittite words are seldom longer than six letters, the algorithm is not time consuming. If it encounters an unaligned root, \( S(r) \) is set to a smoothing value \( 10^{-4} \). \( S(pr) \) and \( S(suf) \) are also set to \( 10^{-4} \) if counts \( c(pr, l_{first}) \) and \( c(suf, l_{last}) \) are 0. The affix scores are updated in a straight-forward way by updating the counts with every segmented word. Updating the root scores is more complicated as in case of the unaligned root morphemes there is no \( P(r|w_a) \). Nevertheless, the aligned roots provide important clues for segmentation and should not be abandoned. Thus, each time a root is assigned by the stemmer, its score is increased by 10%. We empirically tried various increase values but 10% delivered optimal results for POS tagging. Nevertheless, we recommend future work to look into ways of learning the increase value from the data. Though this method loses its probability-like elegance, it forces the stemmer to choose aligned roots over unaligned roots unless the unaligned roots were assigned frequently enough. Thus, the overall score assigned by the stemmer is:

\[
S = S(r) + S(pr) + S(suf) + P(pr) + P(suf) \tag{6}
\]
parallel translation was done for each Hittite colon and followed modern conventions of text segmentation. Thus, though the sentence segmentation is not available in Hittite, they were introduced in the translation for the purpose of readability. Furthermore, despite the fact that the source Hittite texts did not have any punctuation, their German translations follow the modern punctuation rules.

As we were primarily interested in one-to-one word alignment, we had to eliminate all the German words and symbols that cannot be aligned to a Hittite word before applying GIZA++ to the parallel data. First of all, it involved deleting all the punctuation from the German texts. As the Hittite language does not have any articles, we also eliminated all the German words that were assigned a coarse POS tag “DET”. The Hittite texts were stemmed as described in Section 3.2. As the approach cannot differentiate between inflectional and derivational morphemes, we kept the Hittite root and eliminated all the affixes.\(^7\)

Training a POS tagger demands unambiguous POS annotation of the training data, therefore, we had to resolve one-to-many alignments. For this purpose, assuming that \(f\) is a source German word and \(e\) is the aligned Hittite word, the lexical translation probabilities \(P(f|e)\) and \(P(e|f)\) were consulted and the alignment with the higher overall probability \(P(f|e) \ast P(e|f)\) was preferred.

### 3.4 POS Tagging

In order to train a POS tagger we used the annotation projections from German into Hittite. Annotation projection creates rather noisy data and can be unreliable in cases when the word alignment quality is low. Some related work suggests to only use projections based on high confidence alignment to train a tagger. Unfortunately, this approach would not be applicable to our data as the Hittite corpus is relatively small and further reducing the amount of training data would have a negative affect on the tagger’s performance.

Also, not all the Hittite sentences were fully annotated. This is not surprising as GIZA++ allows null alignments. A null alignment is not necessarily an error as sometimes there is no corresponding word in the translation (e.g. Hittite determiners described in Section 2.1). Therefore, we had to eliminate all the Hittite sentences with partial POS

\[^7\]The usage of affixes as additional features for training a POS tagger is possible and at the moment remains in the scope of future work.

<table>
<thead>
<tr>
<th>stemming</th>
<th>POS Accuracy</th>
</tr>
</thead>
<tbody>
<tr>
<td>None (majority class)</td>
<td>25.4%</td>
</tr>
<tr>
<td>None (projection)</td>
<td>39.4%</td>
</tr>
<tr>
<td>Hittite only</td>
<td>65.7%</td>
</tr>
<tr>
<td>German only</td>
<td>65.1%</td>
</tr>
<tr>
<td>Hittite+German</td>
<td>69.1%</td>
</tr>
</tbody>
</table>

Table 2: Tagging accuracy of POS taggers trained on annotation projection

... annotations which are 30% of all the sentences. Alternatively, it was possible to introduce dummy tags but this would introduce additional noise in already noisy projected data. The amount of fully annotated sentences is sufficient for training a POS tagger and, thus, no dummy tags are needed. Finally, we trained OpenNLP POS Tagger on 11,704 Hittite colons.\(^8\)

### 4 Evaluation

We evaluated the tagger on the data described in Section 2.3. The taggers’ performance was measured as tagging accuracy, a conventional measure that counts the percentage of correctly tagged tokens. The evaluation was done in three set-ups which tested the effect of the data sparsity reduction through stemming on the tagging accuracy. The most straightforward baseline was to tag all the words with the majority class NOUN. This baseline reached only 25.4% tagging accuracy. To create a more elaborated baseline, GIZA++ was directly applied to the parallel data and the data sparsity reduction step was fully omitted. The POS tagger trained on the resulting annotation projection managed to reach 39.4% of accuracy. The low tagging accuracy can be easily explained by the low quality of the word alignment. The performance of statistical word alignment applied to a small parallel corpus of two highly inflectional languages will inevitably be harmed by data sparsity. The data sparsity in the corpus of Hittite texts is very high: For instance, only 1% of all the trigrams and 0.02% of 5-grams in the corpus occur more than five times. Thus, the baseline results confirm that data sparsity is the major problem for distantly supervised POS tagging of Hittite.

As it has been previously discussed, the major...
source of the data sparsity in Hittite are the rich inflectional paradigms of Hittite words. In Section 3.2, we propose our CB-based method for stemming of Hittite that reduces the variety of Hittite word forms to the associated stem. Currently, there is no evaluation data available to test the quality of the Hittite stemmer so its usefulness can only be evaluated indirectly by examining the results of POS tagging.

Thus, in the second experimental setup, the Hittite texts were stemmed and then aligned to non-stemmed German texts. The POS tagger trained on the resulting projections showed a large 26.3% improvement over the non-stemming baseline (Table 2). The stems were, however, used only for word alignment and the POS tagger was trained and tested on the original word forms. Similarly, when the non-stemmed Hittite texts were aligned to stemmed German texts, the POS tagger showed a slightly minor improvement of 25.7% over the baseline. The fact that the Hittite stemming leads to better results is actually consistent with the fact that Hittite is morphosyntactically richer than German and, thus, has greater impact on the data sparsity. Finally, we stemmed German and Hittite parallel texts and trained the POS tagger on the annotation projections. The improvement over the baseline is almost 30% and almost 4% over the setup with only Hittite stemming.

All in all, the evaluation results show that our stemming approach to data sparsity reduction improves tagging accuracy by a large margin. While both German and Hittite stemming had a positive effect on the performance of the POS tagger, the best results were achieved through stemming of both Hittite and German translations which lead to the 30% improvement of tagging accuracy over the non-stemming baseline.

5 Related Literature

Despite the fact that low resource and historical languages have been steadily attracting attention of NLP researchers, hardly any NLP methods have been applied to the cuneiform languages. So far, most works have focused on resource building. For example, the Cuneiform Digital Library Initiative (CDLI) is a large project that aims to digitize cuneiform resources. CDLI maps images of original clay tablets with transliterated texts and their translations. CDLI also constructs digitized machine-readable dictionaries for cuneiform languages. The majority of CDLI data are in Sumerian or Akkadian.

A related project that builds on the CDLI data is the Open Richly Annotated Cuneiform Corpus (ORACC). ORACC includes corpora building projects that cover a variety of cuneiform languages. ORACC corpora have varying levels of annotation though most of the corpora are comprised of transliterated texts aligned with their translations. The transliterated words are annotated with a normalized form and a POS tag. However, ORACC does not contain annotated Hittite texts that could be used for training a POS tagger.

While Sumerian and Akkadian are the best researched cuneiform languages, there are also several notable resources in Hittite. Various resources and tools are provided by the Hittitology Portal Mainz (HPM), including the data that were used in this research (see Section 2.2). An important lexicographic resource is Chicago Hittite Dictionary. Unfortunately, as the available digital version covers words for only five initials, we could not use it for our purpose. Daxenberger et al. (2017) describe a method to enable semantic search in translations on the DPHT. Giusfredi (2014) gives a comprehensive overview of further digital resources for Hittite. Despite the availability of digitized resources, there is hardly any NLP research on cuneiform languages other than corpus building. A reason is that many state-of-the-art NLP methods use supervised classifiers such as POS taggers, syntactic parsers etc. but the available digital resources for cuneiform do not provide enough annotated data to train a supervised classifier.

This holds for most historical languages. The only exception are the ancestors of modern world languages (e.g. Latin, historical Germanic dialects). For example, several diachronic annotated corpora have been recently released for historical varieties of modern Germanic languages. The Penn Parsed Corpora of Historical English (PPCHE) covers all the historical stages of English and PPCHE’s sister projects on PTB-style annotation of other historical Germanic languages, e.g. Icelandic (Rögnvaldsson et al., 2012) or Early
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9http://cdli.ucla.edu
10http://oracc.museum.upenn.edu
11https://hittitedictionary.uchicago.edu/page/chicago-hittite-dictionary
12http://www.ling.upenn.edu/hist-corpora
Because of the lack of training data, historical NLP frequently uses unsupervised or distantly supervised methods. For example, annotation projection has been successfully applied to a wide variety of low-resource and historical data. Agić et al. (2016) used multilingual annotation projections to train POS taggers for 30 languages. Sukhareva and Chiarosc (2016) trained a neural network on multilingual annotation projections to create rich POS annotations for Middle Low German. Das and Petrov (2011) presented a graph-based approach where high confidence annotations are projected from the target into the source texts and are further propagated within a bilingual co-occurrence graph. They build vertices of the graph by computing trigram co-occurrence using PMI. The drawback of the approach is that it demands a large amount of parallel data which is not available for Hittite. It is not possible to utilize any of these approaches for the task presented in this study because the data sparsity of Hittite texts does not allow this: Only 1% of all the trigrams in Hittite texts occur more than 5 times. Rogati et al. (2003) uses word-based alignment to train an unsupervised Arabic stemmer. It utilizes a small parallel corpus and guesses root morphemes and affixes by finding common substrings in Arabic words that are aligned to the same English word. This approach inspired our character-based method for Hittite stemming.

6 Conclusion

This paper describes a distantly supervised POS tagging method for Hittite. The proposed method uses a small parallel corpus of Hittite texts and its German translations as a basis for annotation projection. The annotation projections are used as training data for a POS tagger. The small amount of parallel data and developed inflectional morphology of both Hittite and German inevitably lead to data sparsity that had a drastic impact on the quality of the word alignment and, consequently, on the tagging accuracy. In order to reduce the data sparsity, we proposed an unsupervised method for Hittite stemming. The method is based on character-based alignment from which it learns morphological segmentation of Hittite words. Reduction of data sparsity using stemming had a large impact on the tagging accuracy, improving it by 30%.

To our knowledge, this is the first attempt of statistical morphosyntactic annotation of a cuneiform language. We presented a POS tagger for Hittite trained on annotation projection from German translations. We also created an unsupervised character-based stemmer for Hittite. Additionally, we annotated diachronic Hittite text fragments for evaluation. While this approach can be easily portable to other low-resource languages irrespective of the script, cuneiform Latin transcription has features that are not found in conventional phonetic writing. For example, Sumerograms and Akkadograms are transliterated based on their cuneiform sign but the actual pronunciation can differ, additionally, they are frequently followed by phonetic complements that would remind the reader of the correct Hittite word. For example, Sumerian ˇSU “Hand” is disambiguated by a phonetic complement -it and is written as ˇSU-it but is pronounced as keššarit.

Tagger, stemmer and evaluation data are freely available.14 We are confident that our approach can be transferred to other cuneiform and low-resource languages. Though Hittite is an inflectional language, the method of data sparsity reduction and annotation projection is very likely to yield similar if not better results on agglutinating languages. The method is also portable to other cuneiform languages. Applying this method to the agglutinating Sumerian language is in the scope of the future work.
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Abstract
The last decade saw a surge in digitisation efforts for ancient manuscripts in Sanskrit. Due to various linguistic peculiarities inherent to the language, even the preliminary tasks such as word segmentation are non-trivial in Sanskrit. Elegant models for Word Segmentation in Sanskrit are indispensable for further syntactic and semantic processing of the manuscripts. Current works in word segmentation for Sanskrit, though commendable in their novelty, often have variations in their objective and evaluation criteria. In this work, we set the record straight. We formally define the objectives and the requirements for the word segmentation task. In order to encourage research in the field and to alleviate the time and effort required in pre-processing, we release a dataset of 115,000 sentences for word segmentation. For each sentence in the dataset we include the input character sequence, ground truth segmentation, and additionally lexical and morphological information about all the phonetically possible segments for the given sentence. In this work, we also discuss the linguistic considerations made while generating the candidate space of the possible segments.

1 Introduction
Sanskrit was the prevalent medium of knowledge transfer in the demographic of Indian Subcontinent for over four millennia. The culture bearing language of India has about 30 million extant manuscripts that are potent for digitisation (Goyal et al., 2012). The last decade witnessed tremendous excitement in digitisation attempts of ancient manuscripts in Sanskrit. The Digital Corpus of Sanskrit\textsuperscript{1}, The Sanskrit Library\textsuperscript{2} and GRETIL\textsuperscript{3} are some such laudable efforts. These attempts aim to preserve the cultural heritage of the subcontinent embedded in the works written in Sanskrit.

The writings in Sanskrit follow a ‘scriptio continua’ (Hellwig, 2016), thereby making Word Segmentation in Sanskrit a challenging task. Lack of visible markers in written scripts is a prevalent feature observed in numerous Asian languages. Additionally, the sentence constructs in Sanskrit show a high degree of inflection (Scharf and Hyman, 2011), phonemes at the word boundary undergo phonetic transformations called as ‘sandhi’ (Goyal and Huet, 2016), and the sentence constructs in Sanskrit follow a loose word order (Hellwig, 2016; Kulkarni et al., 2015). The combination of the aforementioned properties makes the segmentation in Sanskrit a complex task.

Given an input Sanskrit sentence, the word segmentation task can be defined as identification of the semantically most valid split of the input sentence. There have been commendable efforts to tackle the word segmentation task in Sanskrit. Mittal (2010) designed Finite State Transducers (FST) incorporating the rules of sandhi obtained from documented grammatical tradition. With the defined FSTs, Mittal (2010) generates all possible splits followed by a probabilistic scoring procedure to select the ideal split. Natarajan and Charniak (2011) proposed ‘S3 - Statistical Sandhi Splitter’, a Bayesian word segmentation approach for Sanskrit. The work is an extension of Goldwater et al. (2006) and was adapted to handle sandhi formations. Hellwig (2015) proposed a neural model that jointly solves the problem of

\textsuperscript{1}http://kjc-sv013.kjc.uni-heidelberg.de/dcs/
\textsuperscript{2}http://sanskritlibrary.org/
\textsuperscript{3}http://gretil.sub.uni-goettingen.de/gretil.htm
compound splitting and sandhi resolution. Krishna et al. (2016a) handled the word segmentation problem as an iterative query expansion task. The authors used Path Constrained Random Walks (PCRW) (Lao and Cohen, 2010) for identifying word segments that are likely to co-occur in the given sentence. This work considers compound splitting as part of the word segmentation task itself.

As the task of Sanskrit word segmentation is gaining traction, it also calls for uniformity and easiness in comparing the competing models. For instance, the aforementioned approaches vary in their defined objectives and are evaluated under different settings, making a direct comparison of the models difficult. For example, Mittal (2010); Natarajan and Charniak (2011) do not discuss the effect of compounds and compound splitting on the dataset. Hellwig (2015) presents the same as a separate task from that of word segmentation, while Krishna et al. (2016a) do not make an explicit difference between both the tasks. Krishna et al. (2016a) report an F-Score of 90.61% when tested on a curated dataset of 2148 sentences, compared to competing models with an F-Score of 70.07% (Natarajan and Charniak, 2011) and 66.26% (Mittal, 2010). But, Krishna et al. (2016a) report an F-Score of 77.72%, when the authors tested their method on a larger dataset of about 10,000 sentences obtained from a digitised corpus. Additionally, The aforementioned systems focus primarily on the correctness of the word-form predicted. Sanskrit is an agglutinative language and the same inflection of a lemma can signify multiple possible morphological classes. Therefore, correctness of the morphological class is also important, when the segmentation is performed. Though Krishna et al. (2016a) report the performance of their system when considering the correctness of lemma and morphological class prediction, they primarily focus on the word-form prediction task.

In perspective of the current scenario of this field, our contributions in this work are two fold:

1. We formally define the objective for word segmentation task in Sanskrit. We see word segmentation not as an end but as a means to facilitate further processing of text in Sanskrit. We define our requirements with an end-goal of making the current digitised content accessible to an end-user when seen from the perspective of an Information Retrieval system. To achieve this, the segmentation task should output the information that is valuable for the subsequent syntactic and semantic tasks such as POS Tagging, dependency parsing, sentence summarisation, etc. The distinction for the correctness of lemma and morphological class, and not just the correctness of the final word-form, is of utmost importance for this.

2. We release\textsuperscript{4} a dataset of 115,000 sentences which can be used for further research in word segmentation task in the Sanskrit. With this dataset we aim to alleviate the effort and time that often needs to be spent in prepossessing data. The pre-processing efforts often require the use of multiple sub-systems, and this can lead to inconsistencies with the assumptions made by each of the subsystems involved.

\textsuperscript{4}https://zenodo.org/record/803508#
.WTuKbSa9UUs
In Section 2, we discuss in detail about the challenges that need to be tackled in word segmentation in Sanskrit. Section 3 discusses the preliminaries followed by the formal definition of word segmentation task. Section 4 details the structure of the dataset we use. In Section 5, we explain various linguistic considerations that we have made, while preparing the dataset.

2 Challenges in Word Segmentation

Word segmentation is an important prerequisite for further processing of Sanskrit Texts. In addition to having no visible markers in Sanskrit sentence constructs, the linguistic peculiarities inherent in the language make the task a non-trivial one. Sanskrit, primarily being a language used orally, has passed on the euhphonious assimilation of phones into the writing as well (Goyal and Huet, 2013, 2016). This leads to phonetic transformations at the word boundaries called as ‘sandhi’. Figure 1 shows some cases of sandhi. In Figure 1a, the words ‘guru’ and ‘ālambana’ join together to form ‘gurvālambana’, where the ‘u’ at the boundary of ‘guru’ gets transformed to ‘v’. In case of vidyā + āpyate → vidyāpyate, the ‘ā’ at the word boundaries of both the words join together to form a ‘ā’. Here, the position for ‘ā’ in the joint form is shared by both the words. Due to Sandhi, the word boundaries disappear and the sounds are often replaced or elided. Given two words, the generation of the joint form or what can be called as the ‘sandhied’ form is deterministic. The ancient grammar treatise Aṣṭādhyāyī mentions the sandhi rules by which phonemes at the word boundaries undergo changes, when two words are combined. But analysis of a sentence with sandhi in it leads to multiple phonetically valid segments. The analysis for a given sentence may often lead to several semantically valid segments as well. For example, consider the expression kurvannāpnoti kilbīṣam. The expression may be split into two possible statements, ‘kurvan āpnoti kilbīṣam’ (While doing, you will accumulate sin) and ‘kurvan na āpnoti kilbīṣam’ (While doing, you will not accumulate any sin) (Krishna et al., 2016a). The splits shown in Figure 1c and 1d gives a very specific example, where both the possible segmentation analyses differ by a negation term na. A more generic example is shown in Figure 2. Figure 2a shows all possible segmentations for the given sentence. Figure 2b the only analysis for the input sentence which is semantically valid.

Sandhi operation does not modify the sentence constructs at syntactic or semantic levels. It only makes difference at the phonetic level. There is no rationale for two words to undergo ‘sandhi’, other than the proximity of these words at the time of enunciation. Simply put, successive words tend to form sandhi, and it is the discretion of the composer to choose whether or not to perform sandhi between the pair of words. This brings us to the second challenge. Writings in Sanskrit follow free (loose) word order especially in poetry (Kulkarni et al., 2015; Melnad et al., 2015). The free word order in Sanskrit is a convenient tool for poets to arrange the words in accordance with the prescribed meter. By this, the proximity between two words cannot be deemed as an indicator for syntactic or semantic compatibility between them. We need to consider the entire sentence context while processing the text and use the entire co-occurrence context of the words in the sentence.

In addition to the aforementioned linguistic peculiarities, the fact that Sanskrit has a rich morphology, compounds the problem further. Sanskrit expresses high degree of inflection, with 90 and 72 different inflections for verbs and nouns respectively. The inflections for a word generally happen at the boundary of a word. The inflections lead to different final word-forms for a given lemma. To illustrate the problem, let us consider the character sequence ‘nagarāṇi’. Now, ‘nagarāṇi’ can be analysed as ‘na garāṇi’ which means ‘no diseases’. But the character sequence ‘nagarāṇi’ can alternatively be analysed as an inflection, specifically the nominative case neuter gender plural, of the lemma ‘nagara’ (town). The scenario points to an instance where we have to decide whether there exists a split or not for the character sequence, and the decision changes the number of segments one ends up with.

2.1 Computational Analysis of Sandhi

The rules related to sandhi are well documented in the ancient Sanskrit grammar treatise Aṣṭādhyāyī by Pāṇini. Hyman (2008) observed that the external sandhi can be computationally tackled using finite state methods. An efficient Finite State Transducer for segmentation in Sanskrit was later developed by (Huet, 2009). Sanskrit Heritage Reader (Goyal et al., 2012; Goyal and Huet, 2013, 2016), a lexicon driven morphologi-
3 Sanskrit Word Segmentation Task

Given an input sentence $s$, represented as a sequence of characters, it is possible to obtain all the possible segmentations for the sentence as output by the Sanskrit Heritage Reader. For the word segmentation task, we assume that the analysis from Sanskrit Heritage Reader is available for an input sentence, and we reduce our task of word segmentation to finding the proper sequence of segments from the set of all candidate segments as output by the Heritage Reader. We define the word segmentation task formally, with the Heritage Reader being the cornerstone for the entire task. The task is described based on the definitions taken from Goyal and Huet (2016). Sanskrit Heritage Reader is a lexicon driven system and the system is built based on Finite State Methods. The system can be defined as a lexical juncture system.

A lexical juncture system on a finite alphabet $\Sigma$ is composed of a finite set of words $L \subseteq \Sigma^*$ and a finite set $R$ of rewrite rules of the form $u|v \rightarrow f/x_-$ (Kaplan and Kay, 1994), with $x,v,f \in \Sigma^*$ and $u \in \Sigma^+$. In this formalization, $\Sigma$ is the set of phonemes, $R$ is the set of sandhi rules, and $L$ is the vocabulary as a set of lexical items. We define, $z_i \in L$ as a 3-tuple $(l, m, w)$, where $l$ denotes the lemma of the word, $m$ denotes the morphological class of the word and $w$ denotes the inflected word form for the lemma $l$ with morphological class $m$. Given a sentence $s$, a sandhi analysis for $s$, $S_i$ can be seen as a sequence $(z_1, \sigma_1, k_1)\ldots(z_p, \sigma_p, k_p)$. Here, $(z_j, \sigma_j, k_j)$ is a segment with $z_j \in L$, $k_j \in \mathbb{N}$ denotes the position.
tion at which the word $w_j$ begins in the sentence $s$ and $\sigma_j = [x_j|v_j|v_j \rightarrow w_j \in \mathcal{R}$ for $(1 \leq j \leq p)$, $v_p = \epsilon$ and $v_j = \epsilon$ for $j < p$ only if $\sigma_j = \sigma$, subject to the matching conditions: $z_j = v_{j-1}y_jx_jw_j$ for some $y_j \in \Sigma^*$ for all $(1 \leq j \leq p)$, where by convention $v_0 = \epsilon$. Finally $s = s_1...s_p$ with $s_j = y_jx_jw_j$ for $(1 \leq j \leq p)$. $\epsilon$ denotes the empty word.

But for $s$, there can be multiple possible segmentation analyses. Let $\mathcal{S}$ be the set of all such possible analyses for $s$. We find a shared forest representation of all such segmentation analyses

$$D(\mathcal{S}) = \bigcup_{S_i \in \mathcal{S}} S_i$$

A segment $(z_j, \sigma_j, k_j) \in D(\mathcal{S})$, iff $(z_j, \sigma_j, k_j)$ exists in at least one $S_i$.

We define our word segmentation task formally as follows. For a given sentence $s$ with the set of segmentation analyses $D(\mathcal{S})$, we need to identify a set of segments $(z_j, \sigma_j, k_j) \in D(\mathcal{S})$, such that this sequence of segments corresponds to the merged forest (segmentation) $\mathcal{S}_{GT}$. Figure 2b shows the ground truth segments for the sentence ‘nīśāh śāsānākṣaṭhitānālājayaḥ kvacīdvicitam jalayantrandirām’

4 Dataset

In order to alleviate the time and effort that is often required to spend for preprocessing of Sanskrit data, we release a dataset of 115,000 Sanskrit sentences with all the candidate segments as mentioned in Section 3. Since the sentence constructs in Sanskrit follow a free word order, the proximity between two words cannot be used as an indicator for semantic and syntactic compatibility between both the words. So, we assume that all the words that co-occur in a sentence, are equally prone to influence one another. In order to reflect this in our dataset, we assume our candidate segment representation as a Graph $G(V, E)$. For the graph $G$, a node $v \in V$ is a unique segment $(z_j, \sigma_j, k_j)$. There exists an edge $e \in E$ between every pair of vertices $v_i, v_j \in V$, provided $v_i, v_j$ are not ‘conflicting’ with each other. Two nodes are ‘conflicting’ if they have an overlap in the position relative to the sentence and the overlapped portion does not adhere to any of the rules that follow sandhi.

Given a sentence in $s$ with $n$ words, the sentence will have $t$ breaks (spaces) between the characters such that $t < n$. If $t = n - 1$, all the words are segmented. Otherwise, there are at least two words which are joined together and will be in the sandhi form. We call such fused forms as chunks in our dataset. For example in Figure 2a, there are four chunks. Every node is a possible candidate in the segmentation task. Two nodes are said to be conflicting, if they cannot co-occur in the given sentence, i.e., if two nodes share a character position with respect to the input, and the shared portion does not result in a proper sandhi transformation then the nodes are said to be conflicting. In Figure 2a, the words ‘ājayah’ and ‘jayah’ share a common portion of the input and hence one of them exists in the sentence, the other needs to be eliminated. Formally, consider two nodes, represented as $(k, z)$ and $(k', z')$ in a given chunk. Here $k$ and $k'$ are the starting position (offsets) of these nodes relative to the chunk, let $|z|$ and $|z'|$ be the length of the words which nodes represent. We say that $(k, z)$ and $(k', z')$ conflict if $k \leq k' < k + |z| - 1$ or $k' \leq k < k' + |z'| - 1$ (Goyal and Huet, 2016). If two nodes are not conflicting, then there is a possibility that the two may co-occur in the sentence and hence one can become the context in resolving the other. Hence we add the edge to all such possible nodes.

4.1 The Corpus

We use the Digital Corpus of Sanskrit (DCS) for obtaining the sentences and the ground truth splits for our segmentation dataset. The DCS consists of about 560,000 sentences tagged with lemma and morphological information for each of the words in the corpus. The corpus essentially consists of partial or fully digitised versions of about 225 manuscripts in Sanskrit. The manuscripts are written as prose, poetry or a mix of both. The manuscripts range from different domains including science, philosophy, religion, literature and poetry. The time period of the various digitised works vary for more than 1000 years. So, in essence, the corpus is a representative sample of various writing styles, time period and domains of writing.

Our dataset is a subset of the mentioned corpus. Our dataset contains all the candidate space segments as output by the Sanskrit Heritage Reader for the 115,000 sentences. Since DCS and the Sanskrit Heritage Reader have differences in the design decisions they have made, it was not en-
tirely trivial to match the entries in the DCS with the candidate segments provided by the Sanskrit Heritage Reader. We made sure that the entries in DCS and Heritage reader candidates are matched for 115,000 sentences, taking into consideration the lemma matches, morphological classes and the compound splits.

Since, we require our dataset to be structured for automated processing and also interpretable by humans, we decided to use the XML based graph specification GraphML for representing the candidate space segments.

GraphML - GraphML (Brandes et al., 2001) is an XML based file format, specifically designed for handling Graphs. We considered graphML as the standard for the representation of segments primarily due to the human readability and structured storage of information the format provides, when compared to other space efficient binary formats like pickles or other structured formats like JSON. Additionally, standard libraries across various programming languages exist that can read GraphML structures and if required convert them to other existing formats including the aforementioned ones. By sticking onto a general purpose data representation we make the programming efforts required to process the data easier. Standard graph processing libraries (Schult and Swart, 2008; Leskovec and Sosić, 2016) can be used to apply various network metrics, graph algorithms and use the format for visualisation (Bastian et al., 2009) of the data as well. We represent each sentence in the dataset as a separate GraphML file.

Graph Structure - Each node in the graph stores a set of attributes, which show useful information about the node. The different attributes that are stored in the node and their description are as follows.

1. **Word** - The final inflected form of the segmented word that can be a possible candidate. The word is the generated form of a lemma after the affixation.

2. **Lemma** - The root word of the given form as recognized by the Sanskrit Heritage Reader.

3. **Morphological Information** - The morphological information about a given word as provided by the Sanskrit Heritage Reader.

4. **Morphological Tags by DCS** - The field consists of integer values which is used in DCS to represent the morphological information. We add the redundant information as the mapping between DCS and the Heritage Reader are not one to one and hence to cross check the correctness, we are keeping the redundant information.

5. **Chunk Number** - Every contiguous stream of sounds in the input sentence is referred to as a chunk. A chunk contains at least one word or *pada*. The position information of each candidate segment is stored relative to the chunk’s position.

6. **Word Position** - The field stores integer values which basically refers to the starting position of a given candidate segment relative to the chunk. The first word of every chunk has a position 0.

7. **Word Length** - The length of the generated word form, i.e., the field ‘word’.

8. **Pre-verbs** - Certain words might be prefixed with pre-verbs. We store the pre-verbs separately as an additional attribute. But this is also counted when we calculate the ‘word length’.

Currently, in the graph we keep the morphological information provided by DCS corpus as well as the Heritage Reader. Though the information is redundant, it acts as a means of validating our mapping scheme. With the aforementioned node attributes we have one edge attribute in the graph. In the graph, we store the information about whether two nodes are conflicting or not by forming edges between them and labeling them with different values. All the edges marked with attribute value ‘1’ are non-conflicting nodes and hence can potentially co-occur. All those node pairs with edges marked with ‘2’ are those nodes which are conflicting with each other, in other words, at most only one among the pair will exist in the final solution. It can be observed that in some files the edge type attribute has a value of ‘-1’. This implies that the edge is between two nodes where one of the nodes provides supplementary information about the other and hence will not be part of the segmentation. For example, consider the word ‘*madya*’, which is a noun in vocative case with its lemma as ‘*madya*’. But as an additional information, it can be observed that the word is derived from the
root ‘mad’ which is in causative periphrastic future tense. Now, ‘mad’ is not directly part of the input sentence but is supplementing the node ‘madya’. So the edge between the nodes ‘mad’ and ‘madya’ will have a label -1. Additionally the position attribute of ‘mad’ node will also have the value -1, implying that it is not a node in the candidate space, but is supplementary to one of the candidate nodes.

5 Discussion

In this section, we detail the various linguistic properties that we leverage for mapping the output provided by the Sanskrit Heritage Reader with the information from DCS.

5.1 Compounds and Named Entities

We find that some of the compounds, especially the exo-centric compounds (and few endocentric compounds), are treated as a single word unit in DCS. The component information for the compounds are not provided. This is probably done in order to make the analysis semantically correct, as the resulting compound might be a named entity referring to either the name of a person or the name of a place. For example, the word ‘daśaratha’ is a compound word, so is ‘rāmalakṣmaṇabharaṭaśatrughnāḥ’ (Krishna et al., 2016a). ‘Daśaratha’ literally refers to any person who has ten chariots. But, when used in the sentence ‘rāmasya pitā daśarathāḥ asti’ (Daśaratha is the father of rāma), daśarathāḥ does not refer to any person who has ten chariots but to a specific person. In such circumstances, it is often desired not to split compounds and represent it in terms of the components, as it is semantically not correct. In DCS, named entities like ‘daśaratha’ are not decomposed into their components, but are represented as single nouns. But, ‘rāmalakṣmaṇabharaṭaśatrughnāḥ’ is a conjunctive compound containing names of four different people. DCS decomposes the compound into its components. The Heritage Reader, which does not consider the semantic context, gives the component information for all of the compounds.

To provide mapping between both the resources in such cases, we replace the components suggested by the heritage reader with a sandhied versions of the compound components. The sandhied version is used as the candidate segment, so as to match it with the scheme of the DCS. But multiple component combinations may lead to the same sandhied versions. For example, DCS treats the word nāradam as a single unit which is desirable, on the other hand Heritage Reader produces different splits for the same word. Figure 3a shows the treatment of the word nāradam in DCS, while Figure 3b shows the analysis of the same word by the Heritage Reader. Here, all the possible component combinations that lead to the correct sandhied form are added as nodes in the graph but as supplementary nodes with an edge type value of -1. The supplementary information need not be of direct impact for the word segmentation task, and hence can be ignored for the task. But it will be beneficial when it comes to syntactic parsing tasks like dependency parsing or other semantic tasks.

5.2 Secondary Derivative Affixes

The secondary derivative affixes such as ‘vat’ and ‘tva’ are treated differently in both the systems. While, Sanskrit Heritage Reader remains faithful to the traditional means of analysis, by keeping the morpheme as part of the root word, DCS deviates from this representation. In DCS, the morphemes, i.e., the root word and the secondary derivative affix, are treated as separate words. For example, in the sentence ‘sārātīsārī śīghratvāḥ kālantakayamopamah’ consider the word ‘śīghratvā’. The word is an ablative case neuter gender singular noun of ‘śīghratva’. Now, this can further be represented as the combination of the morphemes, ‘śīghra’ and ‘tva’, where the former is a noun and the latter is the secondary derivative affix. In heritage reader, this is represented as ‘śīghratva’, implying the traditional analysis of the word into its morphemes. But, in DCS both the morphemes are represented as two individual lemma. Same applies with ‘vat’ as well. We take care of this in our dataset.

5.3 Markers in Lemma

The inflections in compounds in Sanskrit are generally added to the final component of the compound (Krishna et al., 2016b). This implies that all the other components are devoid of the inflection and are in pure form. But, certain words in Sanskrit often have additional markers in them when the word is mentioned as its base form. But, when the base form is used as component, the markers are removed. There are entries in DCS where the form of the component is assumed to be the base form. For example, in the compound ‘mahādeva’
Figure 3: (a) - Morphological analysis of nāradam in the DCS. (b) - Morphological analysis of nāradam in the Sanskrit Heritage Reader (The great god or Lord Śiva), the compound has the components ‘mahān’ (great) and ‘deva’ (deity, god). But, the lemma or the base form for ‘mahā’ is ‘mahat’. Heritage Reader follows this convention. But in DCS, ‘mahān’ is considered as the lemma. We find such cases where similar issues are present and resolve them.

5.4 Phonetic Variations

In Sanskrit, ‘m.’, known as the anusvāra, when followed by one of the predefined set of phonemes from the phoneme list, can optionally undergo a transformation where it is replaced by a nasal (anunāsika) variation corresponding to the phone. This can be seen as an internal sandhi. DCS does not consider this internal transformation and the heritage reader does so. In effect there are five such different anunāsika variations possible corresponding to various places of articulation. In the case of Śāmkara, the m is followed by ‘k’. The anunāsika for ‘k’ is ‘ṅ’. Thus, Śaṅkara becomes Śaṅkara. Similarly, for samjaya where m is preceded by ‘j’, samjaya gets transformed to ‘sañjaya’.

Phonetic Variations due to Pre-verbs - Linguistically, preverbs are treated as bound morphemes. But in DCS, there are numerous instances when a verb is prefixed with a preverb, the joint form is treated as a different lemma altogether. This distinction needs to be taken care of, as the Heritage Reader provides the original verbal root. Additionally, internal sandhi can take place when the preverb is prefixed to a verb. When obtaining the analysis for each of the morphemes, we need to split the morphemes by undoing the sandhi operation as well. But, in DCS whenever the preverb is not separated, the sandhi operation also remains embedded in the form. The internal sandhi also needs to be taken care of, in order to deal with the analysis from the heritage reader. For example in case of ‘praṇam’, the word is an inflection of the verbal root ‘nam’ with ‘pra’ prefixed as a preverb. Here, due to internal sandhi, ‘n’ transforms to ‘ṅ’. Similarly, ‘s’ changes to ‘ś’ in case of ‘abhiśic’, which is joint form for the morphemes ‘abhi’ and ‘śic’.

6 Conclusion

We release the dataset hoping to catalyse the research in computational processing of Sanskrit. Here, we abstract out language specific details that are often required in handling the data, and makes the data accessible to researchers who otherwise required to rely on linguistic experts in Sanskrit. A considerable amount of time and expertise is often required in pre-processing the data and aligning the ground truth with the output of the morphological analyser. This acts as a barrier to the entry point in the field of Sanskrit Computational Linguistics. We present the pre-processed data by removing all the inconsistencies that are often faced. We expect to eventually roll out the data for all the 560,000 files. Currently we release 115,000 files. Please note that the GraphML files store directly the output of the Heritage Reader for the input sentence in a structured format. The ground truth segmentation is directly taken from DCS, which is manually tagged, and is assumed to be correct. The mapping between the schemes used for defining the morphological classes in both the Sanskrit Heritage Reader and the DCS is not completely unambiguous. Currently, we provide the morpho-
logical class information for each word in both the schemes. Hence, the dataset will not be affected by the changes that may occur to the said mapping between the schemes. The current dataset may not be directly usable for dependency parsing, as the current sentences are not properly aligned to sentence boundaries, especially for sentences in poetry formats. Computational means of finding sentence boundaries is a research topic of its own (Hellwig, 2016). Summarily, we bring clarity with regards to the requirements for the word segmentation task and release a dataset for the experiments. We hope to not only increase the collective productivity of the community which would have otherwise been spent on preprocessing, but also believe that this endeavour makes benchmarking of different systems straightforward, as their performance can be tested on the same dataset.
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Abstract

Language processing architectures are often evaluated in near-to-perfect conditions with respect to processed content. The tools which perform sufficiently well on electronic press, books and other type of non-interactive content may poorly handle noisy, colloquial and multilingual textual data which make the majority of communication today. This paper aims at investigating how Polish Twitter data (in a slightly controlled ‘political’ flavour) differs from expectation of linguistic tools and how it could be corrected to be ready for processing by standard language processing chains available for Polish. The setting includes specialised components for spelling correction of tweets as well as hashtag and username decoding.

1 Introduction

The recent massive growth in online media and the rise of user-authored content (e.g. weblogs, Twitter, Facebook) has led to challenges of how to efficiently access and interpret this unique data. Streaming online media pose completely new challenges to linguistic processing due to short message lengths and their noisier and more colloquial character. Moreover, they form a temporal stream strongly grounded in events and context. Consequently, existing language technologies for such languages as Polish, which is by no means an under-resourced language, but still under-researched in streaming media area, fall short on accuracy and scalability.

In this paper we present a component for real-time processing of data retrieved from Twitter — one of the linguistically most demanding large-scale stream medium. We limit our investigation to ‘Polish political tweets’, i.e. textual data coming from Twitter accounts of actors on the Polish political scene — members of parliament, political parties and government agencies. The motivation for such limitation is practical: tweets coming from official channels tend to be less noisy than the major stream but still reflect the same types of problems which appear in general settings. We investigate lexical characteristics of such content, possibilities of error correction and recognition of unknown words, construct tweet annotation chain with topic and named entity extraction and present a sample environment for visual content aggregation which can be treated as a demonstration of a language analytic environment to be used by Social Studies and Humanities. Each of the above-mentioned steps poses a challenge in its own; topic extraction, for instance, requires application of multi-word unit lemmatization techniques, difficult for inflectional languages, and named entity extraction must be followed by resolution and unification of nicknames of political entities.

Another motivation for using political content is the rising role of social media among opinion-forming channels supplementing the public discourse traditionally represented by official records, paper and electronic media. With the advent of real-time social media, they are becoming the third major channel of political discourse, so tracking propagation of ideas in the public discourse and its growing fragmentation and polarisation seemed a solid motivation for development of linguistic processing chains for social data.
2 Tweet Processing Architecture

2.1 Source Data

Politics-related content was acquired from 766 accounts, the list of which was collated from several existing sources and later supplemented with accounts automatically retrieved from Twitter based on the list of names of politicians and manually verified by experts to exclude fake accounts. This method is the only practical one, also due to Twitter access policy, allowing consumers to access content produced by individual accounts with a publicly available API and at the same time preventing other general access methods such as language- or topic-based filtering.

2.2 Technical Processing

The data was fetched using REST API statuses/user_timeline method as it provided the most complete result set (up to 3200 tweets of a given user, usually sufficient to retrieve the whole history of their publication). New activity monitoring was also set and the data was initially filtered based on detected tweet language. Certain cleaning steps were also applied to the content, related to Twitter specificities (words truncated by Twitter as exceeding maximum tweet character size were removed and parts of the message indicating that a post had been retweeted were cleaned).

Twitter data was stored in the database and further processed (see Section 6) with language tools offered as Web services in a common framework called MULTISERVICE (Ogrodniczuk and Lenart, 2012). The results of the linguistic analysis were saved back to the database. The general view on the architecture of the processing pipeline is presented in Figure 1.

Twitter collection ran every hour. Since user screen_name may change, tweets were fetched based on user identifier for users present on the account list. Date boundaries since_id and max_id were used to retrieve tweets newer than the most recent tweet from last run, and older than the oldest tweet from last request from current run. Tweets with missing identifiers or other vital information such as creation date were discarded. JSON data was stored in MongoDB. Currently the database contains over 1.7M tweets and the volume increases about 100-150K tweets/month.

Due to Twitter rate limiting which restricts free

---

The list by Mateusz Puszczynski (no longer available online), Klub Chwila (http://www.holdys.pl/polskitwitter/, top 50 Twitter political accounts by wirtualnmedia.pl portal, data offered by ePanstwo Foundation (http://epf.org.pl/app/webroot/api/dane/) and manually collected list of alternative names and nicknames.

Language detection was performed using OPENIMAJ library (Hare et al., 2011), see http://www.openimaj.org; the library reimplements the HTTPS://GITHUB.COM/SAFFSD/LANGID.PY script (Lui and Baldwin, 2012) using the model trained for 97 languages.

See also http://multiservice.nlp.ipipan.waw.pl/en/.

Detailed description of the format may be found at HTTPS://DEV.TWITTER.COM/DOCS/PLATFORM-OBJECTS/TWEETS. 

---

Figure 1: Architecture of the language processing chain
of charge requests of each type (e.g. 300 GET statuses/user_timeline API calls fetching tweets of a particular user per 15 minutes), the upper bound on tweet downloading speed for the setting is 240,000 tweets per hour which is sufficient for currently available amount of Polish political Twitter content.

3 Twitter Political Language

To be able to verify a meaningful sample of Twitter political data, a 3000 tweet portion was manually inspected to perform categorization of common phenomena which could distinguish ‘tweet language’ from general Polish. For that purpose, 10,000 tweets were randomly selected from the stream and in the first step one tweet per each user was sampled, starting from the most recent data. Then, the sample was supplemented in a way that maintained the proportion of tweets selected to the overall number of tweets authored by a given person until the dataset reached 3000 entries. The presented method was supposed to maintain high variability in language use by providing content coming from different authors and at the same time keep a higher number of tweets authored by more active users.

The dataset, containing 39,268 words, was manually inspected to detect constructs representing pre-defined language phenomena regarded to pose a challenge for NLP tools, further referred to as ‘lexical features’ (LFs). The process was carried out by three project participants, each annotating 1000 entries, in one pass, with no additional verification, assuming that the task is straightforward enough to be performed without additional adjudication. For each tweet several categories of LFs were marked, shortly explained below and summarised in Table 1.

The key observation resulting from the manual analysis of political tweets is that language used in that discourse is rather well-formed and close to the quality of news articles (for example, named entities were almost always written correctly in terms of capital letters). This seems to result from rather formal character of Twitter use adopted by Polish political users, keeping this channel in line with other official means of communication. At the same time this finding nurses the hope of reasonable performance of general-purpose NLP tools on this type of data.

However, several differences between tweets and standard written communication were noticed, the most common of which was related to frequency of abbreviations. Over 26% of tweets contained at least one non-standard (out-of general dictionary) abbreviation. Another common issue were spelling errors, 10% of which were related to missing Polish diacritic marks (hardly understandable in smartphone era). Presence of emoticons (in 12% of tweets) and trimmed words (in 6% of tweets, resulting from cutting content due to tweet character limit) were another important findings.

Very interesting result of our manual analysis was that spelling errors other than missing diacritics were quite rare (present in about 3% of tweets) which also seemed specific to the observed group of official accounts expected to use ‘correct’ language. It also applied to case problems, which were very infrequent. This observation may lead to general conclusion that missing diacritics seem to have a different status than other type of lexical features — our users were rather careful in writing, yet not so strict about using proper diacritic signs. Foreign words occurred in less than 3% of tweets.

Summing up, NLP tools created for general Polish language should be effective for our data type, given that certain preprocessing (fixing diacritics and trimmed words, expanding abbreviations and correctly parsing emoticons) is performed. Still, extensive description of these phenomena covered by the next subsections is intended to present the complexity of the problem.

<table>
<thead>
<tr>
<th>LF category</th>
<th>% of tweets with this LF</th>
</tr>
</thead>
<tbody>
<tr>
<td>Abbreviations</td>
<td>26.23%</td>
</tr>
<tr>
<td>Missing diacritical marks</td>
<td>10.93%</td>
</tr>
<tr>
<td>Emoticons</td>
<td>12.00%</td>
</tr>
<tr>
<td>Trimmed words</td>
<td>6.03%</td>
</tr>
<tr>
<td>Spelling errors</td>
<td>3.37%</td>
</tr>
<tr>
<td>Foreign language</td>
<td>2.93%</td>
</tr>
<tr>
<td>Other</td>
<td>2.77%</td>
</tr>
<tr>
<td>Case inconsistencies</td>
<td>1.27%</td>
</tr>
<tr>
<td>Any</td>
<td>49.40%</td>
</tr>
</tbody>
</table>

Table 1: Categorization of typical processing problems encountered by reviewing tweet content.
3.1 Missing Diacritical Marks

A word without diacritics may have a different meaning or no meaning at all, which increases the difficulty of text processing. Missing diacritics are subtypes of general spelling errors, but whenever adding diacritics was sufficient for getting a proper interpretation of a word (e.g. mąz → mąż), the tweet was marked with this category. Whenever both forms (with and without diacritics) were acceptable in the content, the more probable variant was selected, as in ‘mbłaszczak do JK powiedział chyba “prowokacja”? odczytuje z ruchu warg’ (Eng. it seems mblaszczak said ‘provocation’ to JK? [unclear, can be ‘I am’ or ‘he is’] lip-reading), when 3rd person ‘odczytuje’ (Eng. he is lip-reading) is less likely to be used in this context than 1st person ‘odczytuje’ (Eng. I am lip-reading).

Missing foreign diacritics (as in exposé, Müller) were not marked: although they are regularly applied by spellcheckers to known word forms (e.g. from expose to exposé) their English-alphabet variants are much more common since grave accents or umlauts are not easily obtainable with a standard Polish keyboard. In few cases this class also groups related problems, such as excess diacritic marks (‘pisałjem’ → ‘pisałem’) or puzzling cases foreign diacritics in Polish words (‘pomarzyć’ → ‘pomarzyć’).

3.2 Abbreviations and Trimmed Words

Almost all abbreviations were counted, including the following subcategories:

- abbreviations of named entities (‘FB’ → ‘Facebook’, ‘GW’ → ‘Gazeta Wyborcza’, ‘PiS’, ‘PO’)
- initials of people’s names (‘J.K.’ → ‘Jarosław Kaczyński’, ‘JVR’ → ‘Jan Vincent Rostowski’), also including ad-hoc abbreviations (‘PDT’ → ‘Prime Minister Donald Tusk’, ‘PEK’ → ‘Prime Minister Ewa Kopacz’)
- foreign abbreviations frequently used in Polish (‘CIT’, ‘NATO’, ‘OK’)
- abbreviations without the obligatory dot at the end (‘nt’, ‘prof’)
- ad-hoc abbreviations of common words, resolvable from the context (‘dziennikarz’, ‘dokł’ → ‘dokładnie’)

Some abbreviations such as Polish slang expressions, not (yet) present in the reference morphological dictionary (Saloni et al., 2015) were excluded from this group and counted as slang words (‘other’ group). Code or brand names (‘F16’, ‘BMW’) were also not treated as abbreviations.

Category of trimmed words resulted from users’ attempts to publish longer tweets than the maximum allowed 140 characters. Trimming may occur in the middle of a word, username, hashtag or URL and is marked with triple dots, often leaving only first part of a word.

3.3 Case Problems and Spelling Errors

Category marked as case problems corresponds to entity names started with lowercase (which increases difficulty of finding named entities in the text) or unnecessary capitalization of a whole word. Lowercase letter in the beginning of the sentence was not counted as case problem.

Spelling errors category groups spelling problems other than missing diacritics into one of the following classes:

- misplaced or missing letters (‘swrdecznie’ → ‘serdecznie’, ‘członkowstwo’ → ‘członkostwo’)
- words stuck together due to missing separating spaces — excluding punctuation problems such as an extra space between a word and a comma (‘gospodarka ma’)
- words separated with an excess space (‘był by’ → ‘byłby’)
- repetitions of letters or their sequences (‘okeeeeeej’ → ‘okej’, ‘Hmmmm’ → ‘Hmm’, not necessarily a spelling error, but not frequent enough to form a separate class).

3.4 Emoticons

Presence of emoticons may be difficult for NLP tools created for traditional written texts, such as books or news articles. Their presence requires special treatment, especially because they make a valuable source of information about the sentiment of a tweet.
3.5 Foreign Language

Most non-Polish expressions in Polish tweets were English (‘dream team’), but German and Latin were also observed. Several subcategories of foreign language use can be distinguished:

- single foreign words (‘community’), also those functioning as slang expressions (‘sorry’, ‘nerd’), often inflected (‘Sammymego’, ‘iPhone’owi’)
- foreign phrases or sentences, both ad hoc interjections (‘I like it’) and quotations (‘Ora et labora’)
- titles (‘Assassin’s Creed Identity’)
- polonized foreign words other than named entities (‘retlituj´a’ (Eng. they retweet), ‘hendszejk’ (Eng. handshake), ‘slitfocia’ (Eng. selfie, from sweet photo)).

3.6 Other Phenomena

Other interesting observed phenomena included:

- neologisms (‘sorkokorki’, ‘Kopaczinho’)
- new words, still not present in the reference morphosyntactic dictionary, but likely to be included shortly (‘smartfon’, ‘audiobook’)
- compound words, with lack of interpretation probably resulting from misconfiguration or missing prefix in the morphosyntactic dictionary (‘homopropaganda’, ‘nadredaktor’)
- less frequent forms of common words, evidently missing from the morphosyntactic dictionary (‘zmolestowanego’)
- non-standard transcription of common words (‘nie-by-wa-le-go’)
- inflected forms of named entities, particularly adjectives (‘palikotowy’)

4 Spelling Correction

Since our investigation showed that the most frequent lexical features in tweet content are missing diacritic marks or wrong spelling, the obvious first step of the processing was integration of an automatic spellchecker for Polish to introduce the corrections.

Spelling correction issue for Polish is a difficult task due to inflection resulting in high number of distinct word forms. PoliMorf (Woliński et al., 2012)^5^, the largest morphological dictionary of Polish, contains over 44,000 lexemes corresponding to 4,000,000 word forms and 6,500,000 morphosyntactic interpretations. Without taking diacritics into consideration they are likely to be homographic. This makes such tasks as adding diacritical marks difficult in general setting. Since there is no evaluation data available, we targeted evaluation of the best available spellchecking tool for Polish — LanguageTool (Milkowski, 2010). It is a language-independent rule-based open source proofreading software able to detect frequent context-dependent spelling mistakes, as well as grammatical, punctuation, usage, and stylistic errors. It is regarded as the most extensive resource of this type for Polish, features hundreds of thousands of downloads and is available as a standalone tool as well as a plugin for LibreOffice/OpenOffice and Firefox.

The 3000 tweet sample (see Section 3) was used as the test set for our experiment. The sample showed 740 lexical features, corresponding to misspelled words, including abbreviations and named entities (‘Polasat’ → ‘Polsat’) and words with missing diacritical marks (‘zapytac’ → ‘zapita´c’); other types of extra-lexical errors (punctuation, grammatical, usage, stylistic errors) were not taken into consideration.

The experiment showed that LanguageTool correction rules proved too extensive which resulted in introducing errors for new words (‘smartfonów’ → ‘smartfonów’), named entities (‘Baracka Obamy’ → ‘Baranka Obawy’) and non-standard abbreviations (‘pracow.’ → ‘placów.’) in the out-of-the-box solution (referred to as version LT0 later in this section). This verification resulted in evaluating two other settings of the tool:

- running only on words which are not entirely capitalized — which corresponds to a setting

^5^See also http://zil.ipipan.waw.pl/PoliMorf.
Table 2: Error correction statistics for all investigated settings

<table>
<thead>
<tr>
<th></th>
<th>LT0</th>
<th>LT1</th>
<th>LT2</th>
<th>TM</th>
</tr>
</thead>
<tbody>
<tr>
<td>Undetected errors</td>
<td>126</td>
<td>164</td>
<td>268</td>
<td>181</td>
</tr>
<tr>
<td>Detected and corrected</td>
<td>614</td>
<td>576</td>
<td>472</td>
<td>559</td>
</tr>
<tr>
<td>Wrongly corrected</td>
<td>695</td>
<td>483</td>
<td>178</td>
<td>228</td>
</tr>
</tbody>
</table>

Table 3: Evaluation of relevance of all investigated settings

<table>
<thead>
<tr>
<th></th>
<th>LT0</th>
<th>LT1</th>
<th>LT2</th>
<th>TM</th>
</tr>
</thead>
<tbody>
<tr>
<td>Precision</td>
<td>0.47</td>
<td>0.54</td>
<td>0.73</td>
<td>0.71</td>
</tr>
<tr>
<td>Recall</td>
<td>0.83</td>
<td>0.78</td>
<td>0.64</td>
<td>0.76</td>
</tr>
<tr>
<td>F1</td>
<td>0.60</td>
<td>0.64</td>
<td>0.68</td>
<td>0.73</td>
</tr>
</tbody>
</table>

where all errors except for those in words regarded as abbreviations are corrected (setting LT1)

- running only on words which are not starting with a capital letter — which corresponds to a setting where all errors except for those in words regarded as named entities are corrected (LT2).

Taking into account the greedy behaviour or LanguageTool, another version of the spell-checking solution (later referred to as TM) was created based on the assumption that since the majority of errors are diacritic-related, fixing only this problem could solve many issues without introducing new ones likely to be caused by extensive spelling correction. TM solution implements a simple algorithm using morphosyntactic dictionary PoliMorf to extract all possible strings which by addition of some number of diacritics may represent a valid word (present in the dictionary). This gives a mapping from strings to possibilities for diacritic insertion, which produces a valid word. We also apply a special rule of not adding any diacritics if the string without them is already valid. When a string in our mapping occurs in text, we have two options: leave it unchanged, if there is such option in the mapping, or replace it with some entry from the mapping. To have an efficient way to select valid replacement (or no replacement) we use a unigram frequency count extracted from a 300-million token balanced subcorpus of the National Corpus of Polish (Przepiórkowski et al., 2012). The option which produces the most frequent word in our reference corpus is selected as valid diacritisation variant.

The algorithm works in two different modes depending on presence of diacritic signs in a tweet being corrected. If the tweet does not have any diacritics, we allow to add them if they make valid words (in this way the word ‘mowie’ may be corrected to ‘mówię’, even that it is a valid dative form of a noun ‘mówę’). Otherwise, we only try to add diacritics to strings, which are not valid words.

Table 2 presents statistics of errors undetected, detected and corrected in the test data by all tools being investigated and Table 3 compares their performance. While TM solution featured more wrong corrections as compared to LT2, at the same time it detected more errors which resulted in better overall F1 score. The possible improvements of the solution might consider using context larger than unigrams or implementing a more sophisticated approach to decide whether tweet author is likely to omit diacritics or not.

5 User Name and Hashtag Normalization

Two interesting Twitter language phenomena are hashtags and user mentions. Hashtags are sequences of non-whitespace characters (making a keyword or a multi-word ‘phraseword’) preceded by the ‘hash’ (#) character, most frequently used to categorize Twitter messages by topic in the general stream of conversations (also those taking place outside writer’s immediate connections). Usually composed of natural words and thus able to syntactically interact with other parts of the message, hashtags can also contribute to textual content, making them legitimate subject of natural language processing tasks. But even in case of simple keywords, their decomposition can help categorization task as in był czechosłowacki chłopiec z plakatu to może być polska #premierzkartki (there was once a czechoslovakian boy from the poster so now we can have polish #primeministerfromthepieceofpaper) where decoding reference to the Polish Prime Minister would be impossible...
without hashtag segmentation.

The second useful referring feature are user mentions: by writing user account name starting with ‘at’ ( @) sign the author can ‘link’ to a particular Twitter user who gets notified about that in his/her timeline which stimulates interaction. Similarly to hashtags, user names are difficult for direct use (due to their identifying rather than naming character) while at the same time they are frequently used in content not only as reference markers, but also (mostly because of the 140 character limit) as part of communication, cf. Minister @KosiniakKamysz podaje szczegóły propozycji z expose Ewy Kopacz. (Minister @KosiniakKamysz gives details of proposals from Ewa Kopacz’s expose.)

Normalization of user names is usually a simple process; they can be easily replaced with names indicated in user profiles (although more sophisticated procedures were also put forward, see e.g. (McKelvey et al., 2017)). On the contrary, multiword hashtags are often created ad hoc and are usually not camelCase-encoded so different segmentation methods should be used to process them.

Several normalization procedures have been proposed for hashtag processing, the most frequent of which follow Web domain names segmentation algorithms (Berardi et al., 2011; Wang et al., 2011; Srinivasan et al., 2012, cf. e.g.) treating it as a dictionary-based task and using the frequency distribution for selecting the most probable decomposition variant. Various hashtag harmonization methods were also proposed, e.g. by (Pöschko, 2011), based on co-occurrence of hashtags in a tweet, (Costa et al., 2013), defining meta-hashtags to be used for tweet classification, or (Declerck and Lendvai, 2015) and (Bansal et al., 2015), reducing variation of hashtags to semantically link them to topics and entities.

More recently, the topic has been adopted by a wider scientific audience, resulting in organisation of a series of workshops on tweet normalization (Tweet-Norm 2013, see http://ceur-ws.org/Vol-1086/), NLP for Social Media (SocialNLP), started in 2013 (see https://sites.google.com/site/socialnlp2017/ for its 2017 edition) or Noisy User-generated Text (W-NUT) started in 2015 (see http://noisy-text.github.io). Proceedings of these workshops present a broad spectrum of algorithms for general social content normalization, using e.g. maximum entropy models (Arshi Saloot et al., 2015), Conditional Random Fields (Akhtar et al., 2015) or word embeddings (Costa Bertaglia and Volpe Nunes, 2016) as well as their application to languages other than English, e.g. Spanish (Pablo Ruiz, 2013) or Japanese (Ikeda et al., 2016), with numerous system resulting from a shared task on Twitter Lexical Normalization at the 2015 W-NUT.

Our normalization solution uses the PoliMorf dictionary to split hashtags into two or three parts and then select the segmentation using frequency lists from the National Corpus of Polish. Table 4 presents the results of our algorithm on the set of 1048 different hashtags identified in our test data set as unrecognized Polish words.

<table>
<thead>
<tr>
<th>Result type</th>
<th>Count</th>
<th>%</th>
</tr>
</thead>
<tbody>
<tr>
<td>Proper variant selected</td>
<td>682</td>
<td>65,14%</td>
</tr>
<tr>
<td>2 segments</td>
<td>573</td>
<td>54,73%</td>
</tr>
<tr>
<td>3 segments</td>
<td>109</td>
<td>10,41%</td>
</tr>
<tr>
<td>Wrong variant selected</td>
<td>342</td>
<td>32,66%</td>
</tr>
<tr>
<td>Foreign word</td>
<td>143</td>
<td>13,66%</td>
</tr>
<tr>
<td>New word</td>
<td>132</td>
<td>12,61%</td>
</tr>
<tr>
<td>Misspelling</td>
<td>14</td>
<td>1,34%</td>
</tr>
<tr>
<td>Unrecognized form</td>
<td>53</td>
<td>5,06%</td>
</tr>
<tr>
<td>All variants wrong</td>
<td>23</td>
<td>2,20%</td>
</tr>
</tbody>
</table>

Table 4: Hashtag segmentation results

Error analysis shows that the most frequent problems result from overuse of foreign words in hashtags, mostly English (travel, climate etc.); some of them tend to function as loans and are now commonly used in Polish (beat (!), startup, hiking, stalking etc.) Several ‘new words’ are neologisms or newest lexical acquisitions not yet present in dictionaries (euromajdan, tuskolenie, kartodrom, pendolino (here: new Polish intercity train), monetyzacja, korpo, polisolokaty etc.); this category also includes frequent proper names not included in lexical database of the morphological tools such as Obama, Gazprom or Uber. The category of unknown words includes such forms as indyref, trapani or himyn but also designated hashtags (cf. #MasterChefAU).
6 The Linguistic Platform

After spelling errors have been minimized, linguistic services integrated in MULTISERVICE can be used to perform multi-layer analysis of tweet texts. First, text is segmented and part-of-speech tagged by WCRFT (Radziszewski, 2013b), a disambiguating tagger for Polish. Topics (names, locations, events) are detected using MENTION DETECTOR (Kopeć, 2014), integrating data from shallower parser SPEJD (Przepiórkowski and Buczyński, 2007) and named entity recognizer NERF (Savary et al., 2010) Sentiment analysis is performed by Sentipejd (Buczyński and Wawer, 2008). While results of segmentation and tagging are taken over directly, results of topic detection are further categorized for visualization purposes. Firstly, nested named entities are discarded and the topic phrases are multi-word lemmatized (see details in Section 6.1). Named entities matched against Polish political ontology are additionally marked. Then noun-phrase topics are discovered using dictionary created from all previously detected mentions and their counts. When a certain, arbitrarily set count is exceeded, the phrase is marked as valid emerging topic. Overly frequent mentions such as pronouns are discarded as stopwords.

Locations are processed separately, by attempting to match lemmatized variants of each geographical named entity retrieved from tweet against Geonames ontology entries (Wick, 2015). If a match is found, GPS coordinates of that location are extracted. Twitter-offered place field-based location recognition results are discarded due to unclear source of the field value; according to Twitter documentation, it indicates ‘a place the tweet is associated with (but not necessarily originating from)’.

Finally, token-based overall sentiment of the tweet is calculated and the bias in the Internet discourse towards negative sentiment is balanced by having a 1.5 weight in favour of the positive sentiment with the following formula:

\[ S = \frac{1.5t_{pos} - t_{neg}}{t} \]

where \( S \) is the sentiment value, \( t \) is the number of tokens in tweet, \( t_{pos} \) is the number of tokens in tweet having positive sentiment and \( t_{neg} \) is the number of tokens in tweet having negative sentiment.

Visualisation and mining of data delivered by the language processing chain is further performed by a service developed by TrendMiner project (see Section 6.2).

6.1 Corpus-based Lemmatization

While lemmata for single-word expressions are provided by the tagger, lemmatization of multi-word expressions in Polish (i.e. finding the base form of a MWE) is not a trivial task, usually going far beyond word-by-word lemmatization. Citing (Gralński et al., 2010) who also lists several examples of different agreement types, this results from complex linguistic properties of compounds, including (i) heterogeneous status of separators in the definition of a MWU’s component, (ii) morphological agreement between selected components, (iii) morphosyntactic noncompositionality (exocentricity, irregular agreement, defective paradigms, variability, etc.), (iv) large sizes of inflection paradigms (e.g. dozens of forms in Polish).

The task has been attempted previously in a narrow setting e.g. by (Degórski, 2012) or (Radziszewski, 2013a) but the results were lower than expected. As we are interested only in topic expressions which occur in multiple tweets, our approach to lemmatization of MWEs was corpus-based. The idea was to collect the number of occurrences of all MWEs (in the inflected form they occurred in text) in our Twitter database, alongside with a word-by-word lemmatization and information, whether the inflected form was analysed by NLP tools as having its syntactic head in nominative case and singular number. In such case, it is likely that the inflected form of MWE is a lemmatization of that expression. With such data, we were able to find for a MWE its lemmatized form simply by taking the most frequent inflected form (with the same word-by-word lemma as our query MWE) from the corpus, assuming we looked only at compatible base-form phrases.

This procedure was evaluated by taking 1000 random MWEs, occurring at least 10 times in our
Figure 2: Numbers of mentions of entities for subperiods for five candidates to the position of Polish Prime Minister in September and October 2014

Twitter corpus, and checking validity of lemmata which were proposed for them by our algorithm. The results were encouraging, as all 1000 lemmas (!) were morphologically sound. The only issue was proper capitalization, inaccurate for 332 MWEs. For example, a common noun group may receive first capital letter, if it was most frequently used in nominative case and single number at the beginning of a sentence in our corpus. This issue, however, is less serious than presenting incorrectly inflected lemma to end users.

6.2 Political Use Case in TrendMiner Visualisation Platform

The linguistic platform was made available online in the form of an analytic portal, providing several illustrative scenarios. Figure 2 presents one of them demonstrating how Twitter reacted to the process of electing the new Prime Minister in Poland in September 2014. After it was announced on August 30 that Donald Tusk was designated as the next President of the European Council, several names for replacing him on the position of Polish Prime Minister were mentioned: Tomasz Siemoniak, Elżbieta Bieńkowska, Grzegorz Schetyna, Paweł Graś and Ewa Kopacz, who was eventually elected (on September 22). Bieńkowska, until then the Deputy Prime Minister of Poland, was leading in the first period since most political commentators regarded her as the best candidate before she was nominated as European Commissioner for Internal Market, Industry, Entrepreneurship and SMEs. Schetyna’s name hit the headlines when he came back from political exile (he became a big opponent to Tusk once, so Tusk minimized his role in the party to protect his position). We can also see how Kopacz’s position was constantly growing until the moment when it was decided. Then Schetyna is coming back since he was designated as the Minister of Foreign Affairs in Kopacz’s government.

7 Conclusions and Future Work

The presented setting shows that even the simple methods of correcting social media content can bring improvements to language processing chains. Still, several linguistic engineering extensions of our work can be suggested. Firstly, the new lexical resources could be integrated to provide better interpretation of content, such as abbreviation dictionaries (e.g. http://www.slownikskrotow.pl), emoticon dictionaries (e.g. http://krzywish.republika.pl/emotion.htm), dictionaries of slang (e.g. http://www.miejski.pl) or foreign language lexicons (e.g. English aspell dictionary, see http://aspell.net).

More extensive interpretation of non-standard abbreviations could be integrated to handle cases where its proper interpretation is necessary for higher-level processing of content, as in ‘Brawa dla PE za rez wzywająca USA do zaprzestania inwigilacji na mas skalę @panoptykon. Szkoda że w spr Snowdena PE nie zabrał głosu’, (‘rez’ → ‘rezolucję’, ‘mas’ → ‘masową’, ‘spr’ → ‘sprawie’).
Two problems with this decoding is ambiguity of such abbreviations (‘spr’ could be equally well interpreted as ‘sprawdzian’ or ‘sprawozdanie’) and Polish inflection. Ambiguities could be resolved by context-aware corpus search of forms starting with a given prefix and proper inflected form could be generated using morphosyntactic patterns of the surrounding words.

Due to inflection of words in Polish representations of user account names and hashtags in tweet content may result in either forming grammatically incorrect phrases since hashtags and user names are usually nominative (‘Ważny tekst @ZalewskiPawel o zasadniczym dylemacie obecnej #Ukraina i roli jaka w nim przypada działaniom #Polski’) or Twitter users inventing own methods of dealing with this problem such as adding inflection suffixes to nominative names (‘Ranking krajów najbardziej przyjaznym #seniorom.’); it is possible only when suffixes are added and there is no alternation in the word root caused by inflection, so such addition is rather rare). As described earlier, account identifiers are replaced with user names retrieved from Twitter and hashtags decoded by replacing camelCase with spaces. However, this approach is not perfect for cases when no inflection is simulated by the user since the whole phrase must be automatically inflected (the correct version of the sentence from the first example above should read ‘Ważny tekst Pawła Zalewskiego o zasadniczym dylemacie obecnej Ukrainy i roli jaka w nim przypada działaniom Polski.’). Possible solution to that problem could identify the correct case of the hashtag/user identifier in the tweet and change the case of the replacement phrase to identified case. Methods borrowed from text-to-speech synthesis systems (Gralinski et al., 2007) could also be applied to produce properly inflected forms.
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