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Abstract

The CoNLL-2014 shared task was devoted
to grammatical error correction of all error
types. In this paper, we give the task defi-
nition, present the data sets, and describe
the evaluation metric and scorer used in
the shared task. We also give an overview
of the various approaches adopted by the
participating teams, and present the eval-
uation results. Compared to the CoNLL-
2013 shared task, we have introduced the
following changes in CoNLL-2014: (1)
A participating system is expected to de-
tect and correct grammatical errors of all
types, instead of just the five error types
in CoNLL-2013; (2) The evaluation metric
was changed from F1 to F0.5, to empha-
size precision over recall; and (3) We have
two human annotators who independently
annotated the test essays, compared to just
one human annotator in CoNLL-2013.

1 Introduction

Grammatical error correction is the shared task of
the Eighteenth Conference on Computational Nat-
ural Language Learning in 2014 (CoNLL-2014).
In this task, given an English essay written by a
learner of English as a second language, the goal
is to detect and correct the grammatical errors of
all error types present in the essay, and return the
corrected essay.

This task has attracted much recent research in-
terest, with two shared tasks Helping Our Own
(HOO) organized in 2011 and 2012 (Dale and Kil-
garriff, 2011; Dale et al., 2012), and a CoNLL

shared task on grammatical error correction orga-
nized in 2013 (Ng et al., 2013). In contrast to
previous CoNLL shared tasks which focused on
particular subtasks of natural language process-
ing, such as named entity recognition, semantic
role labeling, dependency parsing, or coreference
resolution, grammatical error correction aims at
building a complete end-to-end application. This
task is challenging since for many error types,
current grammatical error correction systems do
not achieve high performance and much research
is still needed. Also, tackling this task has far-
reaching impact, since it is estimated that hun-
dreds of millions of people worldwide are learn-
ing English and they benefit directly from an auto-
mated grammar checker.

The CoNLL-2014 shared task provides a forum
for participating teams to work on the same gram-
matical error correction task, with evaluation on
the same blind test set using the same evaluation
metric and scorer. This overview paper contains a
detailed description of the shared task, and is orga-
nized as follows. Section 2 provides the task def-
inition. Section 3 describes the annotated training
data provided and the blind test data. Section 4 de-
scribes the evaluation metric and the scorer. Sec-
tion 5 lists the participating teams and outlines the
approaches to grammatical error correction used
by the teams. Section 6 presents the results of the
shared task, including a discussion on cross anno-
tator comparison. Section 7 concludes the paper.

2 Task Definition

The goal of the CoNLL-2014 shared task is to
evaluate algorithms and systems for automati-
cally detecting and correcting grammatical errors
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present in English essays written by second lan-
guage learners of English. Each participating
team is given training data manually annotated
with corrections of grammatical errors. The test
data consists of new, blind test essays. Prepro-
cessed test essays, which have been sentence-
segmented and tokenized, are also made available
to the participating teams. Each team is to submit
its system output consisting of the automatically
corrected essays, in sentence-segmented and tok-
enized form.

Grammatical errors consist of many different
types, including articles or determiners, preposi-
tions, noun form, verb form, subject-verb agree-
ment, pronouns, word choice, sentence structure,
punctuation, capitalization, etc. However, most
prior published research on grammatical error cor-
rection only focuses on a small number of fre-
quently occurring error types, such as article and
preposition errors (Han et al., 2006; Gamon, 2010;
Rozovskaya and Roth, 2010; Tetreault et al., 2010;
Dahlmeier and Ng, 2011b). Article and preposi-
tion errors were also the only error types featured
in the HOO 2012 shared task. Likewise, although
all error types were included in the HOO 2011
shared task, almost all participating teams dealt
with article and preposition errors only (besides
spelling and punctuation errors). In the CoNLL-
2013 shared task, the error types were extended
to include five error types, comprising article or
determiner, preposition, noun number, verb form,
and subject-verb agreement. Other error types
such as word choice errors (Dahlmeier and Ng,
2011a) were not dealt with.

In the CoNLL-2014 shared task, it was felt that
the community is now ready to deal with all er-
ror types. Table 1 shows examples of the 28 error
types in the CoNLL-2014 shared task.

Since there are 28 error types in our shared task
compared to two in HOO 2012 and five in CoNLL-
2013, there is a greater chance of encountering
multiple, interacting errors in a sentence in our
shared task. This increases the complexity of our
shared task. To illustrate, consider the following
sentence:

Social network plays a role in providing
and also filtering information.

The noun number error networks needs to be cor-
rected (network → networks). This necessitates
the correction of a subject-verb agreement error

(plays → play). A pipeline system in which cor-
rections for subject-verb agreement errors occur
strictly before corrections for noun number errors
would not be able to arrive at a fully corrected
sentence for this example. The ability to correct
multiple, interacting errors is thus necessary in our
shared task. The recent work of Dahlmeier and Ng
(2012a) and Wu and Ng (2013), for example, is
designed to deal with multiple, interacting errors.

3 Data

This section describes the training and test data
released to each participating team in our shared
task.

3.1 Training Data

The training data provided in our shared task is
the NUCLE corpus, the NUS Corpus of Learner
English (Dahlmeier et al., 2013). As noted by
(Leacock et al., 2010), the lack of a manually an-
notated and corrected corpus of English learner
texts has been an impediment to progress in gram-
matical error correction, since it prevents com-
parative evaluations on a common benchmark test
data set. NUCLE was created precisely to fill this
void. It is a collection of 1,414 essays written
by students at the National University of Singa-
pore (NUS) who are non-native speakers of En-
glish. The essays were written in response to some
prompts, and they cover a wide range of topics,
such as environmental pollution, health care, etc.
The grammatical errors in these essays have been
hand-corrected by professional English instructors
at NUS. For each grammatical error instance, the
start and end character offsets of the erroneous text
span are marked, and the error type and the cor-
rection string are provided. Manual annotation is
carried out using a graphical user interface specif-
ically built for this purpose. The error annotations
are saved as stand-off annotations, in SGML for-
mat.

To illustrate, consider the following sentence at
the start of the sixth paragraph of an essay:

Nothing is absolute right or wrong.

There is a word form error (absolute→ absolutely)
in this sentence. The error annotation, also called
correction or edit, in SGML format is shown in
Figure 1. start par (end par) denotes the
paragraph ID of the start (end) of the erroneous
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Type Description Example
Vt Verb tense Medical technology during that time [is → was] not advanced enough to

cure him.
Vm Verb modal Although the problem [would → may] not be serious, people [would →

might] still be afraid.
V0 Missing verb However, there are also a great number of people [who→ who are] against

this technology.
Vform Verb form A study in 2010 [shown→ showed] that patients recover faster when sur-

rounded by family members.
SVA Subject-verb agreement The benefits of disclosing genetic risk information [outweighs → out-

weigh] the costs.
ArtOrDet Article or determiner It is obvious to see that [internet→ the internet] saves people time and also

connects people globally.
Nn Noun number A carrier may consider not having any [child → children] after getting

married.
Npos Noun possessive Someone should tell the [carriers→ carrier’s] relatives about the genetic

problem.
Pform Pronoun form A couple should run a few tests to see if [their→ they] have any genetic

diseases beforehand.
Pref Pronoun reference It is everyone’s duty to ensure that [he or she → they] undergo regular

health checks.
Prep Preposition This essay will [discuss about→ discuss] whether a carrier should tell his

relatives or not.
Wci Wrong collocation/idiom Early examination is [healthy→ advisable] and will cast away unwanted

doubts.
Wa Acronyms After [WOWII → World War II], the population of China decreased

rapidly.
Wform Word form The sense of [guilty→ guilt] can be more than expected.
Wtone Tone (formal/informal) [It’s→ It is] our family and relatives that bring us up.
Srun Run-on sentences,

comma splices
The issue is highly [debatable, a→ debatable. A] genetic risk could come
from either side of the family.

Smod Dangling modifiers [Undeniable,→ It is undeniable that] it becomes addictive when we spend
more time socializing virtually.

Spar Parallelism We must pay attention to this information and [assisting → assist] those
who are at risk.

Sfrag Sentence fragment However, from the ethical point of view.
Ssub Subordinate clause This is an issue [needs→ that needs] to be addressed.
WOinc Incorrect word order [Someone having what kind of disease→What kind of disease someone

has] is a matter of their own privacy.
WOadv Incorrect adjective/

adverb order
In conclusion, [personally I→ I personally] feel that it is important to tell
one’s family members.

Trans Linking words/phrases It is sometimes hard to find [out→ out if] one has this disease.
Mec Spelling, punctuation,

capitalization, etc.
This knowledge [maybe relavant→ may be relevant] to them.

Rloc− Redundancy It is up to the [patient’s own choice→ patient] to disclose information.
Cit Citation Poor citation practice.
Others Other errors An error that does not fit into any other category but can still be corrected.
Um Unclear meaning Genetic disease has a close relationship with the born gene. (i.e., no cor-

rection possible without further clarification.)

Table 1: The 28 error types in the shared task.
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text span (paragraph ID starts from 0 by conven-
tion). start off (end off) denotes the char-
acter offset of the start (end) of the erroneous text
span (again, character offset starts from 0 by con-
vention). The error tag is Wform, and the correc-
tion string is absolutely.

The NUCLE corpus was first used in
(Dahlmeier and Ng, 2011b), and has been
publicly available for research purposes since
June 20111. All instances of grammatical errors
are annotated in NUCLE.

To help participating teams in their prepara-
tion for the shared task, we also performed au-
tomatic preprocessing of the NUCLE corpus and
released the preprocessed form of NUCLE. The
preprocessing operations performed on the NU-
CLE essays include sentence segmentation and
word tokenization using the NLTK toolkit (Bird
et al., 2009), and part-of-speech (POS) tagging,
constituency and dependency tree parsing using
the Stanford parser (Klein and Manning, 2003;
de Marneffe et al., 2006). The error annotations,
which are originally at the character level, are
then mapped to error annotations at the word to-
ken level. Error annotations at the word token
level also facilitate scoring, as we will see in Sec-
tion 4, since our scorer operates by matching to-
kens. Note that although we released our own
preprocessed version of NUCLE, the participating
teams were however free to perform their own pre-
processing if they so preferred.

NUCLE release version 3.2 was used in the
CoNLL-2014 shared task. In this version, 17 es-
says were removed from the first release of NU-
CLE since these essays were duplicates with mul-
tiple annotations. In addition, in order to facilitate
the detection and correction of article/determiner
errors and preposition errors, we performed some
automatic mapping of error types in the original
NUCLE corpus to arrive at release version 3.2. Ng
et al. (2013) gives more details of how the map-
ping was carried out.

The statistics of the NUCLE corpus (release 3.2
version) are shown in Table 2. The distribution of
errors among all error types is shown in Table 3.

While the NUCLE corpus is provided in our
shared task, participating teams are free to not use
NUCLE, or to use additional resources and tools
in building their grammatical error correction sys-
tems, as long as these resources and tools are pub-

1http://www.comp.nus.edu.sg/∼nlp/corpora.html

Training data Test data
(NUCLE)

# essays 1,397 50
# sentences 57,151 1,312
# word tokens 1,161,567 30,144

Table 2: Statistics of training and test data.

licly available and not proprietary. For example,
participating teams are free to use the Cambridge
FCE corpus (Yannakoudakis et al., 2011; Nicholls,
2003) (the training data provided in HOO 2012
(Dale et al., 2012)) as additional training data.

3.2 Test Data

Similar to CoNLL-2013, 25 NUS students, who
are non-native speakers of English, were recruited
to write new essays to be used as blind test data
in the shared task. Each student wrote two essays
in response to the two prompts shown in Table 4,
one essay per prompt. The first prompt was also
used in the NUCLE training data, but the second
prompt is entirely new and not used previously. As
a result, 50 new test essays were collected. The
statistics of the test essays are also shown in Ta-
ble 2.

Error annotation on the test essays was carried
out independently by two native speakers of En-
glish. One of them is a lecturer at the NUS Cen-
tre for English Language Communication, and the
other is a freelance English linguist with exten-
sive prior experience in error annotation of English
learners’ essays. The distribution of errors in the
test essays among the error types is shown in Ta-
ble 3. The test essays were then preprocessed in
the same manner as the NUCLE corpus. The pre-
processed test essays were released to the partic-
ipating teams. Similar to CoNLL-2013, the test
essays and their error annotations in the CoNLL-
2014 shared task will be made freely available af-
ter the shared task.

4 Evaluation Metric and Scorer

A grammatical error correction system is evalu-
ated by how well its proposed corrections or edits
match the gold-standard edits. An essay is first
sentence-segmented and tokenized before evalua-
tion is carried out on the essay. To illustrate, con-
sider the following tokenized sentence S written
by an English learner:
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<MISTAKE start par="5" start off="11" end par="5" end off="19">
<TYPE>Wform</TYPE>
<CORRECTION>absolutely</CORRECTION>
</MISTAKE>

Figure 1: An example error annotation.

Error type Training % Test % Test %
data data data

(NUCLE) (Annotator 1) (Annotator 2)
Vt 3,204 7.1% 133 5.5% 150 4.5%
Vm 431 1.0% 49 2.0% 37 1.1%
V0 414 0.9% 31 1.3% 37 1.1%
Vform 1,443 3.2% 132 5.5% 91 2.7%
SVA 1,524 3.4% 105 4.4% 154 4.6%
ArtOrDet 6,640 14.8% 332 13.9% 444 13.3%
Nn 3,768 8.4% 215 9.0% 228 6.8%
Npos 239 0.5% 19 0.8% 15 0.5%
Pform 186 0.4% 47 2.0% 18 0.5%
Pref 927 2.1% 96 4.0% 153 4.6%
Prep 2,413 5.4% 211 8.8% 390 11.7%
Wci 5,305 11.8% 340 14.2% 479 14.4%
Wa 50 0.1% 0 0.0% 1 0.0%
Wform 2,161 4.8% 77 3.2% 103 3.1%
Wtone 593 1.3% 9 0.4% 15 0.5%
Srun 873 1.9% 7 0.3% 26 0.8%
Smod 51 0.1% 0 0.0% 5 0.2%
Spar 519 1.2% 3 0.1% 24 0.7%
Sfrag 250 0.6% 13 0.5% 5 0.2%
Ssub 362 0.8% 68 2.8% 10 0.3%
WOinc 698 1.6% 22 0.9% 54 1.6%
WOadv 347 0.8% 12 0.5% 27 0.8%
Trans 1,377 3.1% 94 3.9% 79 2.4%
Mec 3,145 7.0% 231 9.6% 496 14.9%
Rloc− 4,703 10.5% 95 4.0% 199 6.0%
Cit 658 1.5% 0 0.0% 0 0.0%
Others 1,467 3.3% 44 1.8% 49 1.5%
Um 1,164 2.6% 12 0.5% 42 1.3%
All types 44,912 100.0% 2,397 100.0% 3,331 100.0%

Table 3: Error type distribution of the training and test data. The test data were annotated independently
by two annotators.
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ID Prompt
1 “The decision to undergo genetic testing can only be made by the individual at risk for a disor-

der. Once a test has been conducted and the results are known, however, a new, family-related
ethical dilemma is born: Should a carrier of a known genetic risk be obligated to tell his or her
relatives?” Respond to the question above, supporting your argument with concrete examples.

2 While social media sites such as Twitter and Facebook can connect us closely to people in
many parts of the world, some argue that the reduction in face-to-face human contact affects
interpersonal skills. Explain the advantages and disadvantages of using social media in your
daily life/society.

Table 4: The two prompts used for the test essays.

There is no a doubt , tracking system
has brought many benefits in this infor-
mation age .

The set of gold-standard edits of a human annota-
tor is g = {a doubt → doubt, system → systems,
has → have}. Suppose the tokenized output sen-
tence H of a grammatical error correction system
given the above sentence is:

There is no doubt , tracking system has
brought many benefits in this informa-
tion age .

That is, the set of system edits is e = {a doubt
→ doubt}. The performance of the grammatical
error correction system is measured by how well
the two sets g and e match, in the form of recall
R, precision P , and F0.5 measure: R = 1/3, P =
1/1, F0.5 = (1 + 0.52)×RP/(R + 0.52 × P ) =
5/7.

More generally, given a set of n sentences,
where gi is the set of gold-standard edits for sen-
tence i, and ei is the set of system edits for sen-
tence i, recall, precision, and F0.5 are defined as
follows:

R =
∑n

i=1 |gi ∩ ei|∑n
i=1 |gi| (1)

P =
∑n

i=1 |gi ∩ ei|∑n
i=1 |ei| (2)

F0.5 =
(1 + 0.52)×R× P

R + 0.52 × P
(3)

where the intersection between gi and ei for sen-
tence i is defined as

gi ∩ ei = {e ∈ ei|∃g ∈ gi, match(g, e)} (4)

Note that we have adopted F0.5 as the evaluation
metric in the CoNLL-2014 shared task instead of

the standard F1 used in CoNLL-2013. F0.5 em-
phasizes precision twice as much as recall, while
F1 weighs precision and recall equally. When a
grammar checker is put into actual use, it is im-
portant that its proposed corrections are highly ac-
curate in order to gain user acceptance. Neglecting
to propose a correction is not as bad as proposing
an erroneous correction.

Similar to CoNLL-2013, we use the MaxMatch
(M2) scorer2 (Dahlmeier and Ng, 2012b) as the of-
ficial scorer in CoNLL-2014. The M2 scorer3 effi-
ciently searches for a set of system edits that max-
imally matches the set of gold-standard edits spec-
ified by an annotator. It overcomes a limitation of
the scorer used in HOO shared tasks, which can
return an erroneous score since the system edits
are computed deterministically by the HOO scorer
without regard to the gold-standard edits.

5 Approaches

45 teams registered to participate in the shared
task, out of which 13 teams submitted the out-
put of their grammatical error correction systems.
These teams are listed in Table 5. Each team is as-
signed a 3 to 4-letter team ID. In the remainder of
this paper, we will use the assigned team ID to re-
fer to a participating team. Every team submitted
a system description paper (the only exception is
the NARA team). Four of the 13 teams submitted
their system output only after the deadline (they
were given up to one week of extension). These
four teams (IITB, IPN, PKU, and UFC) have an
asterisk affixed after their team names in Table 5.

Each participating team in the CoNLL-2014
shared task tackled the error correction problem
in a different way. A full list summarizing each

2http://www.comp.nus.edu.sg/∼nlp/software.html
3A few minor bugs were fixed in the M2 scorer before it

was used in the CoNLL-2014 shared task.
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Team ID Affiliation
AMU Adam Mickiewicz University
CAMB University of Cambridge
CUUI Columbia University and the University of Illinois at Urbana-Champaign
IITB∗ Indian Institute of Technology, Bombay
IPN∗ Instituto Politécnico Nacional
NARA Nara Institute of Science and Technology
NTHU National Tsing Hua University
PKU∗ Peking University
POST Pohang University of Science and Technology
RAC Research Institute for Artificial Intelligence, Romanian Academy
SJTU Shanghai Jiao Tong University
UFC∗ University of Franche-Comté
UMC University of Macau

Table 5: The list of 13 participating teams. The teams that submitted their system output after the
deadline have an asterisk affixed after their team names. NARA did not submit any system description
paper.

team’s approach can be found in Table 6. While
machine-learnt classifiers for specific error types
proved popular in last year’s CoNLL-2013 shared
task, since this year’s task required the correction
of all 28 error types, teams tended to prefer meth-
ods that could deal with all error types simultane-
ously. In fact, most teams built hybrid systems that
made use of a combination of different approaches
to identify and correct errors.

One of the most popular approaches to non-
specific error type correction, incorporated to var-
ious extents in many teams’ systems, was the Lan-
guage Model (LM) based approach. Specifically,
the probability of a learner n-gram is compared
with the probability of a candidate corrected n-
gram, and if the difference is greater than some
threshold, an error was perceived to have been de-
tected and a higher scoring replacement n-gram
could be suggested. Some teams used this ap-
proach only to detect errors, e.g., IPN (Hernandez
and Calvo, 2014), which could then be corrected
by other methods, whilst other teams used other
methods to detect errors first, and then made cor-
rections based on the alternative highest n-gram
probability score, e.g., RAC (Boroş et al., 2014).
No single team used a uniquely LM-based solution
and the LM approach was always a component in
a hybrid system.

An alternative solution to correcting all er-
rors was to use a phrase-based statistical machine
translation (MT) system to “translate” learner En-
glish into correct English. Teams that followed the

MT approach mainly differed in terms of their at-
titude toward tuning; CAMB (Felice et al., 2014)
performed no tuning at all, IITB (Kunchukut-
tan et al., 2014) and UMC (Wang et al., 2014b)
tuned F0.5 using MERT, while AMU (Junczys-
Dowmunt and Grundkiewicz, 2014) explored a va-
riety of tuning options, ultimately tuning F0.5 us-
ing a combination of kb-MIRA and MERT. No
team used a syntax-based translation model, al-
though UMC did include POS tags and morphol-
ogy in a factored translation model.

With regard to correcting single error types,
rule-based (RB) approaches were also common in
most teams’ systems. A possible reason for this
is that some error types are more regular than oth-
ers, and so in order to boost accuracy, simple rules
can be written to make sure that, for example, the
number of a subject agrees with the number of
a verb. In contrast, it is a lot harder to write a
rule to consistently correct Wci (wrong colloca-
tion/idiom) errors. As such, RB methods were of-
ten, but not always, used as a preliminary or sup-
plementary stage in a larger hybrid system.

Finally, although there were fewer machine-
learnt classifier (ML) approaches than last year,
some teams still used various classifiers to correct
specific error types. In fact, CUUI (Rozovskaya
et al., 2014) only built classifiers for specific er-
ror types and did not attempt to tackle the whole
range of errors. SJTU (Wang et al., 2014a) also
preprocessed the training data into more precise
error categories using rules (e.g., verb tense (Vt)

7



errors might be subcategorized into present, past,
or future tense etc.) and then built a single max-
imum entropy classifier to correct all error types.
See Table 6 to find out which teams tackled which
error types.

While every effort has been made to make clear
which team used which approach to correct which
set of error types, as there were more error types
than last year, it was sometimes impractical to fit
all this information into Table 6. For more infor-
mation on the specific methods used to correct a
specific error type, we must refer the reader to that
team’s CoNLL-2014 system description paper.

Table 6 also shows the linguistic features used
by the participating teams, which include lexical
features (i.e., words, collocations, n-grams), parts-
of-speech (POS), constituency parses, and depen-
dency parses.

While all teams in the shared task used the NU-
CLE corpus, they were also allowed to use addi-
tional external resources (both corpora and tools)
so long as they were publicly available and not
proprietary. Three teams also used last year’s
CoNLL-2013 test set as a development set in this
year’s CoNLL-2014 shared task. The external re-
sources used by the teams are also listed in Ta-
ble 6.

6 Results

All submitted system output was evaluated using
the M2 scorer, based on the error annotations pro-
vided by our annotators. The recall (R), pre-
cision (P ), and F0.5 measure of all teams are
shown in Table 7. The performance of the teams
varies greatly, from little more than five per cent to
37.33% for the top team.

The nature of grammatical error correction is
such that multiple, different corrections are of-
ten acceptable. In order to allow the participating
teams to raise their disagreement with the origi-
nal gold-standard annotations provided by the an-
notators, and not understate the performance of
the teams, we allow the teams to submit their
proposed alternative answers. This was also the
practice adopted in HOO 2011, HOO 2012, and
CoNLL-2013. Specifically, after the teams sub-
mitted their system output and the error annota-
tions on the test essays were released, we allowed
the teams to propose alternative answers (gold-
standard edits), to be submitted within four days
after the initial error annotations were released.

Team ID Precision Recall F0.5

CAMB 39.71 30.10 37.33
CUUI 41.78 24.88 36.79
AMU 41.62 21.40 35.01
POST 34.51 21.73 30.88
NTHU 35.08 18.85 29.92
RAC 33.14 14.99 26.68
UMC 31.27 14.46 25.37
PKU∗ 32.21 13.65 25.32
NARA 21.57 29.38 22.78
SJTU 30.11 5.10 15.19
UFC∗ 70.00 1.72 7.84
IPN∗ 11.28 2.85 7.09
IITB∗ 30.77 1.39 5.90

Table 7: Scores (in %) without alternative an-
swers. The teams that submitted their system out-
put after the deadline have an asterisk affixed after
their team names.

The same annotators who provided the error an-
notations on the test essays also judged the alter-
native answers proposed by the teams, to ensure
consistency. In all, three teams (CAMB, CUUI,
UMC) submitted alternative answers.

The same submitted system output was then
evaluated using the M2 scorer, with the original
annotations augmented with the alternative an-
swers. Table 8 shows the recall (R), precision (P ),
and F0.5 measure of all teams under this new eval-
uation setting.

The F0.5 measure of every team improves when
evaluated with alternative answers. Not surpris-
ingly, the teams which submitted alternative an-
swers tend to show the greatest improvements in
their F0.5 measure. Overall, the CUUI team (Ro-
zovskaya et al., 2014) achieves the best F0.5 mea-
sure when evaluated with alternative answers, and
the CAMB team (Felice et al., 2014) achieves the
best F0.5 measure when evaluated without alterna-
tive answers.

For future research which uses the test data of
the CoNLL-2014 shared task, we recommend that
evaluation be carried out in the setting that does
not use alternative answers, to ensure a fairer eval-
uation. This is because the scores of the teams
which submitted alternative answers tend to be
higher in a biased way when evaluated with alter-
native answers.

We are also interested in the analysis of the
system performance for each of the error types.
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d

M
E

R
T

w
ith

au
gm

en
te

d
la

ng
ua

ge
m

od
el

s
an

d
ta

sk
-s

pe
ci

fic
fe

at
ur

es
.

L
ex

ic
al

W
ik

ip
ed

ia
,C

om
m

on
C

ra
w

l,
L

an
g-

8

C
A

M
B

A
ll

R
B

/L
M

/M
T

Pi
pe

lin
e:

R
ul

e-
ba

se
d
→

L
M

ra
nk

in
g
→

U
nt

un
ed

SM
T

→
L

M
ra

nk
in

g
→

Ty
pe

fil
te

ri
ng

L
ex

ic
al

,P
O

S
C

am
br

id
ge

”W
ri

te
an

d
Im

pr
ov

e”
SA

T
sy

st
em

,
C

am
br

id
ge

L
ea

rn
er

C
or

pu
s,

C
oN

L
L

-2
01

3
Te

st
Se

t,
Fi

rs
tC

er
tifi

ca
te

in
E

ng
lis

h
co

rp
us

,
E

ng
lis

h
Vo

ca
bu

la
ry

Pr
ofi

le
co

rp
us

,M
ic

ro
so

ft
W

eb
L

M
C

U
U

I
A

rt
O

rD
et

,
M

ec
,

N
n,

Pr
ep

,
SV

A
,

V
fo

rm
,

V
t,

W
fo

rm
,W

to
ne

M
L

D
iff

er
en

t
co

m
bi

na
tio

ns
of

av
er

ag
ed

pe
rc

ep
tr

on
,

na
ı̈v

e
B

ay
es

,
an

d
pa

tte
rn

-b
as

ed
le

ar
ni

ng
tr

ai
ne

d
on

di
ff

er
en

t
da

ta
se

ts
fo

rd
iff

er
en

te
rr

or
ty

pe
s.

L
ex

ic
al

,
PO

S,
le

m
m

a,
sh

al
lo

w
pa

rs
e,

de
pe

n-
de

nc
y

pa
rs

e

C
oN

L
L

-2
01

3
Te

st
Se

t,
G

oo
gl

e
W

eb
1T

II
T

B
A

ll
M

T
/M

L
Ph

ra
se

-b
as

ed
tr

an
sl

at
io

n
op

tim
iz

ed
fo

r
F-

sc
or

e
us

in
g

M
E

R
T

an
d

su
pp

le
m

en
te

d
w

ith
ad

di
tio

na
lR

B
m

od
ul

es
fo

rS
VA

er
ro

rs
an

d
M

L
m

od
ul

es
fo

rN
n

an
d

A
rt

O
rD

et
.

L
ex

ic
al

,s
ha

llo
w

pa
rs

e
N

on
e

IP
N

A
ll

ex
ce

pt
Pr

ep
L

M
/R

B
L

ow
L

M
sc

or
e

tr
ig

ra
m

s
ar

e
id

en
tifi

ed
as

er
ro

rs
w

hi
ch

ar
e

su
bs

eq
ue

nt
ly

co
rr

ec
te

d
by

ru
le

s.
L

ex
ic

al
,l

em
m

a,
de

pe
n-

de
nc

y
pa

rs
e

W
ik

ip
ed

ia

N
T

H
U

A
rt

O
rD

et
,

N
n,

Pr
ep

,
“P

re
p+

V
er

b”
,

Sp
el

lin
g

an
d

C
om

m
as

,
SV

A
,

W
fo

rm

R
B

/L
M

/M
T

E
xt

er
na

lr
es

ou
rc

es
co

rr
ec

ts
pe

lli
ng

er
ro

rs
w

hi
le

a
co

nd
i-

tio
na

lr
an

do
m

fie
ld

m
od

el
co

rr
ec

ts
co

m
m

a
er

ro
rs

.
SV

A
er

ro
rs

co
rr

ec
te

d
us

in
g

a
R

B
ap

pr
oa

ch
.

A
ll

ot
he

r
er

ro
rs

co
rr

ec
te

d
by

m
ea

ns
of

a
la

ng
ua

ge
m

od
el

.
In

te
ra

ct
in

g
er

ro
rs

co
rr

ec
te

d
us

in
g

an
M

T
sy

st
em

.

L
ex

ic
al

,
PO

S,
de

pe
n-

de
nc

y
pa

rs
e

A
sp

el
l,

G
in

ge
rI

t,
A

ca
de

m
ic

W
or

d
L

is
t,

B
ri

tis
h

N
at

io
na

l
C

or
pu

s,
G

oo
gl

e
W

eb
1T

,G
oo

gl
e

B
oo

ks
Sy

nt
ac

tic
N

-G
ra

m
s,

E
ng

lis
h

G
ig

aw
or

d

PK
U

A
ll

L
M

/M
L

A
L

M
is

us
ed

to
fin

d
th

e
hi

gh
es

t
sc

or
in

g
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ri
an

t
of

a
w

or
d

w
ith

a
co

m
m

on
st

em
w

hi
le

m
ax

im
um

en
tr

op
y

cl
as

si
fie

rs
de

al
w

ith
ar

tic
le

s
an

d
pr

ep
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iti
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s.

L
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ic
al

,P
O

S,
st

em
G

ig
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or
d,

A
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ch
e

L
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en
e
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el
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he

ck
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A
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L
M
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B

N
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ra
m

-b
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ed
ap

pr
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el

y
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ra

m
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”
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e
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co
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d
vi

a
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g
L

M
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te
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tiv
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.

R
ul

e-
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d

m
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th
en
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e
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e
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lts
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r
ce
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n
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ro
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.

L
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,
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S,
de

-
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y
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e
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e

W
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L

L
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E
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ha
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he
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g
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R
A

C
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e
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te
a

R
B
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M

R
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e-
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se
d

m
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e

us
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te
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er
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rs
w

hi
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ca
n

th
en

be
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rr
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te
d
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d
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L
M
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m
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7

–
20

12
),

E
ur

op
ar

l,
U

N
Fr

en
ch

-E
ng

lis
h

C
or

pu
s,

N
ew

sC
om

m
en

ta
ry

,W
ik

ip
ed

ia
,

L
an

gu
ag

eT
oo

l.o
rg

SJ
T

U
A

ll
R

B
/M

L
R

ul
e-

ba
se

d
sy

st
em

ge
ne

ra
te

s
m

or
e

de
ta

ile
d

er
ro

r
ca

te
-

go
ri

es
w

hi
ch

ar
e

th
en

us
ed

to
tr

ai
n

a
si

ng
le

m
ax

im
um

en
tr

op
y

m
od

el
.

L
ex

ic
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,
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m
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pe
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e
N
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e

U
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A
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R
B

M
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m
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PO
S
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d
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e
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d
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e
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d
by

ru
le
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S

N
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E
ng
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h

L
in

gu
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tic
s

L
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ra
ry

U
M

C
A

ll
M

T
Fa
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or

ed
tr

an
sl

at
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n
m

od
el

us
in

g
m

od
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ed
PO

S
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an

d
m
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y
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ur
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.
L
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W
M

T
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M
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a
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e

pa
rt
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g
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s.
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E
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lu
m

n
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e
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d
by

a
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no
ta
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e
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rr
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d.
T
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A
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ro
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h
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m
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ty
pe
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ch
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,w

he
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L
M
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a
L
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e

M
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el
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g
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d

ap
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oa
ch

,M
L

a
M

ac
hi

ne
L

ea
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in
g

cl
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si
fie

r
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se
d

ap
pr

oa
ch

,M
T

a
st

at
is

tic
al

M
ac

hi
ne

Tr
an

sl
at
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n

ap
pr

oa
ch

,a
nd

R
B

a
R

ul
e-

B
as

ed
ap

pr
oa

ch
.
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he

R
A

C
te

am
us

es
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le
s

to
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rr
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te
rr

or
ty

pe
s

th
at

di
ff

er
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om
th

e
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fic

ia
le

rr
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ty
pe
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T

he
y

in
cl

ud
e:

“t
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co
rr

ec
tio

n
of

th
e

ve
rb

te
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e
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pe
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al
ly

in
tim

e
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au
se

s,
th

e
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e
of

th
e

sh
or

ti
nfi

ni
tiv

e
af

te
rm

od
al

s,
th

e
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si
tio

n
of
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ue
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y
ad

ve
rb

s
in

a
se

nt
en

ce
,s

ub
je

ct
-v

er
b

ag
re

em
en

t,
w

or
d

or
de

ri
n

in
te

rr
og

at
iv

e
se

nt
en

ce
s,

pu
nc

tu
at
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n

ac
co

m
pa

ny
in

g
ce
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ai

n
le

xi
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le
le

m
en
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,t
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e
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ar
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s,

of
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.”

9



Ty
pe

A
M

U
C

A
M

B
C

U
U

I
II

T
B

IP
N

N
A

R
A

N
T

H
U

PK
U

PO
ST

R
A

C
SJ

T
U

U
FC

U
M

C
V

t
10

.6
6

19
.1

2
3.

79
1.

74
0.

88
14

.1
8

10
.6

1
12

.3
0

3.
76

26
.1

9
4.

17
0.

00
14

.8
4

V
m

10
.8

1
22

.5
8

0.
00

0.
00

0.
00

29
.0

3
0.

00
3.

23
0.

00
35

.9
0

0.
00

0.
00

6.
45

V
0

17
.8

6
25

.0
0

0.
00

0.
00

0.
00

36
.6

7
0.

00
0.

00
0.

00
0.

00
0.

00
0.

00
25

.9
3

V
fo

rm
22

.7
6

24
.3

7
21

.4
3

1.
85

4.
63

27
.6

2
24

.3
0

25
.6

4
1.

89
27

.3
5

3.
67

0.
95

14
.6

8
SV

A
24

.3
0

31
.3

6
70

.3
4

1.
06

14
.1

4
27

.5
0

62
.6

7
17

.3
1

20
.5

6
30

.3
6

14
.8

5
28

.7
0

14
.4

1
A

rt
O

rD
et

15
.5

2
49

.4
8

58
.8

5
0.

68
0.

33
50

.8
9

33
.6

3
8.

20
54

.4
5

0.
63

12
.5

4
0.

00
24

.0
5

N
n

58
.7

4
54

.1
1

56
.1

0
4.

49
10

.3
6

57
.3

2
46

.7
6

41
.7

8
55

.6
0

36
.4

5
10

.1
1

0.
00

17
.0

3
N

po
s

14
.2

9
7.

69
4.

76
0.

00
0.

00
20

.0
0

0.
00

0.
00

0.
00

4.
76

4.
55

0.
00

5.
26

Pf
or

m
22

.2
2

22
.5

8
7.

14
0.

00
0.

00
14

.8
1

16
.1

3
12

.0
0

0.
00

3.
70

0.
00

0.
00

17
.2

4
Pr

ef
9.

33
19

.3
5

1.
32

0.
00

0.
00

10
.0

0
1.

20
1.

35
1.

32
0.

00
0.

00
0.

00
12

.0
5

Pr
ep

18
.4

1
38

.2
6

15
.4

5
2.

12
0.

00
29

.7
2

19
.4

2
0.

00
2.

28
0.

00
7.

92
0.

00
14

.5
5

W
ci

12
.0

0
9.

17
0.

94
0.

36
0.

35
7.

55
0.

63
1.

65
1.

27
0.

34
0.

00
0.

00
3.

23
W

a
0.

00
0.

00
0.

00
0.

00
0.

00
0.

00
0.

00
0.

00
0.

00
0.

00
0.

00
0.

00
0.

00
W

fo
rm

45
.5

6
45

.0
5

17
.2

4
4.

05
2.

60
39

.0
8

14
.8

1
25

.8
8

6.
49

11
.2

5
1.

39
1.

30
16

.4
6

W
to

ne
81

.8
2

36
.3

6
36

.3
6

0.
00

0.
00

14
.2

9
0.

00
0.

00
28

.5
7

0.
00

16
.6

7
0.

00
44

.4
4

Sr
un

0.
00

0.
00

0.
00

0.
00

0.
00

0.
00

0.
00

0.
00

0.
00

0.
00

0.
00

0.
00

0.
00

Sm
od

0.
00

0.
00

0.
00

0.
00

0.
00

0.
00

0.
00

0.
00

0.
00

0.
00

0.
00

0.
00

0.
00

Sp
ar

0.
00

0.
00

0.
00

0.
00

0.
00

0.
00

0.
00

0.
00

0.
00

50
.0

0
0.

00
0.

00
0.

00
Sf

ra
g

0.
00

0.
00

0.
00

0.
00

0.
00

20
.0

0
0.

00
0.

00
0.

00
0.

00
25

.0
0

0.
00

25
.0

0
Ss

ub
7.

89
14

.6
3

0.
00

0.
00

2.
27

15
.3

8
0.

00
0.

00
9.

52
2.

38
2.

27
0.

00
6.

98
W

O
in

c
0.

00
3.

03
0.

00
3.

57
0.

00
3.

03
0.

00
0.

00
0.

00
0.

00
0.

00
0.

00
6.

67
W

O
ad

v
0.

00
47

.6
2

0.
00

12
.5

0
0.

00
43

.7
5

0.
00

0.
00

0.
00

0.
00

0.
00

0.
00

44
.4

4
Tr

an
s

13
.4

3
21

.4
3

2.
86

1.
43

0.
00

11
.2

5
1.

41
1.

52
2.

67
0.

00
0.

00
0.

00
12

.1
6

M
ec

29
.3

5
28

.7
5

15
.7

9
1.

02
4.

33
36

.6
9

6.
67

30
.2

8
36

.6
1

43
.5

1
0.

51
0.

00
16

.8
0

R
lo

c−
5.

41
20

.1
6

7.
76

0.
00

5.
56

18
.6

4
9.

68
10

.4
8

9.
26

9.
09

2.
50

0.
00

15
.8

4
C

it
0.

00
0.

00
0.

00
0.

00
0.

00
0.

00
0.

00
0.

00
0.

00
0.

00
0.

00
0.

00
0.

00
O

th
er

s
0.

00
0.

00
0.

00
0.

00
0.

00
0.

00
0.

00
0.

00
0.

00
3.

12
0.

00
0.

00
0.

00
U

m
7.

69
9.

09
0.

00
0.

00
0.

00
4.

00
0.

00
15

.7
9

8.
70

8.
33

0.
00

0.
00

0.
00

Ta
bl

e
9:

R
ec

al
l(

in
%

)f
or

ea
ch

er
ro

rt
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e
w

ith
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ta
lte
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at

iv
e

an
sw

er
s,
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ca
tin

g
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w
w

el
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h

te
am

pe
rf

or
m

s
ag
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ta
pa

rt
ic
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er
ro

rt
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Ty
pe

A
M

U
C

A
M

B
C

U
U

I
II

T
B

IP
N

N
A

R
A

N
T

H
U

PK
U

PO
ST

R
A

C
SJ

T
U

U
FC

U
M

C
V

t
11

.6
1

20
.0

0
5.

79
1.

90
0.

98
16

.1
8

12
.9

0
14

.1
6

3.
31

29
.1

7
4.

59
0.

00
17

.6
0

V
m

11
.1

1
23

.3
3

0.
00

0.
00

0.
00

29
.0

3
0.

00
3.

33
0.

00
39

.4
7

0.
00

0.
00

7.
69

V
0

19
.2

3
29

.6
3

0.
00

0.
00

0.
00

38
.7

1
0.

00
0.

00
0.

00
0.

00
0.

00
0.

00
30

.7
7

V
fo

rm
23

.9
3

27
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Team ID Precision Recall F0.5

CUUI 52.44 29.89 45.57
CAMB 46.70 34.30 43.55
AMU 45.68 23.78 38.58
POST 41.28 25.59 36.77
UMC 43.17 19.72 34.88
NTHU 38.34 21.12 32.97
PKU∗ 36.64 15.96 29.10
RAC 35.63 16.73 29.06
NARA 23.83 31.95 25.11
SJTU 32.95 5.95 17.28
UFC∗ 72.00 1.90 8.60
IPN∗ 11.66 3.17 7.59
IITB∗ 34.07 1.66 6.94

Table 8: Scores (in %) with alternative answers.
The teams that submitted their system output af-
ter the deadline have an asterisk affixed after their
team names.

Computing the recall of an error type is straight-
forward as the error type of each gold-standard
edit is provided. Conversely, computing the pre-
cision of each of the 28 error types is difficult as
the error type of each system edit is not available
since the submitted system output only contains
corrected sentences with no indication of the er-
ror type of the system edits. Predicting the error
type out of the 28 types for a particular system
edit not found in gold-standard annotation can be
tricky and error-prone. Therefore, we decided to
compute the per-type performance based on recall.
The recall scores when distinguished by error type
are shown in Tables 9 and 10.

6.1 Cross Annotator Comparison

To measure the agreement between our two an-
notators, we computed Cohen’s Kappa coefficient
(Cohen, 1960) for identification, which measures
the extent to which annotators agreed which words
needed correction and which did not, regardless
of the error type or correction. We obtained a
Kappa coefficient value of 0.43, indicating mod-
erate agreement (since it falls between 0.40 and
0.60). While this may seem low, it is worth point-
ing out that the Kappa coefficient does not take
into account the fact that there is often more than
one valid way to correct a sentence.

In addition to computing the performance of
each team against the gold standard annotations of
both annotators with and without alternative anno-

tations, we also had an opportunity to compare the
performance of each team’s system against each
annotator individually.

A recent concern is that there can be a high
degree of variability between individual annota-
tors which can dramatically affect a system’s out-
put score. For example, in a much simplified er-
ror correction task concerning only the correction
of prepositions, Tetreault and Chodorow (2008)
showed an actual difference of 10% precision and
5% recall between two annotators. Table 11 hence
shows the precision (P ), recall (R), and F0.5

scores for all error types against the gold standard
annotations of each CoNLL-2014 annotator indi-
vidually.

The results show that there can indeed be a high
amount of disagreement between two annotators,
the most noticeable being precision in the UFC
system: precision was 70% for Annotator 2 but
only 28% for Annotator 1. This 42% difference is,
however, likely to be an extreme case, and most
teams show little more than 10% variation in pre-
cision and 5% variation in F0.5. Recall remained
fairly constant between annotators. 10% is still
a large margin however, and these results rein-
force the idea that error correction systems should
be judged against the gold-standard annotations of
multiple annotators.

Table 12 additionally shows how each annotator
compares against each other; i.e., what score An-
notator 1 gets if Annotator 2 was the gold standard
(part (a) of Table 12) and vice versa (part (b)).

The low F0.5 scores of 45.36% and 38.54% rep-
resent an upper bound for system performance on
this data set and again emphasize the difficulty of
the task. The low human F0.5 scores imply that
there are many ways to correct a sentence.

7 Conclusions

The CoNLL-2014 shared task saw the participa-
tion of 13 teams worldwide to evaluate their gram-
matical error correction systems on a common test
set, using a common evaluation metric and scorer.
The best systems in the shared task achieve an
F0.5 score of 37.33% when it is scored without
alternative answers, and 45.57% with alternative
answers. There is still much room for improve-
ment in the accuracy of grammatical error correc-
tion systems. The evaluation data sets and scorer
used in our shared task serve as a benchmark for
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Team ID Annotator 1 Annotator 2
P R F0.5 P R F0.5

AMU 27.30 13.55 22.69 35.49 12.90 26.29
CAMB 24.96 19.62 23.67 35.22 20.29 30.70
CUUI 26.05 15.60 22.97 36.91 16.37 29.51
IITB 23.33 0.88 3.82 24.18 0.66 2.99
IPN 5.80 1.25 3.36 9.62 1.51 4.63
NARA 13.54 19.20 14.38 18.74 19.69 18.92
NTHU 22.19 11.38 18.64 31.48 11.79 23.60
PKU 21.53 8.36 16.37 27.47 7.72 18.17
POST 22.39 13.89 19.94 29.53 13.42 23.81
RAC 19.68 8.28 15.43 28.52 8.80 19.70
SJTU 21.08 3.09 9.75 24.64 2.59 9.12
UFC 28.00 0.59 2.70 70.00 1.06 4.98
UMC 20.41 8.78 16.14 26.63 8.38 18.55

Table 11: Performance (in %) for each team’s output scored against the annotations of a single annotator.

P R F0.5

50.47 32.29 45.36

(a)

P R F0.5

37.14 45.38 38.54

(b)

Table 12: Performance (in %) for output of one gold standard annotation scored against the other gold
standard annotation: (a) The score of Annotator 1 if Annotator 2 was the gold standard, (b) The score of
Annotator 2 if Annotator 1 was the gold standard.

future research on grammatical error correction4.
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